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Abstract— Lipstick is a lip color which available in
many colors. A research said instant valuation of woman
personality can be figured by their lipstick co
Therefore there is a necessity to use the
color to obtain a harmony between pers
appearance. This experiment was c
lipstick color recommendation by
Neighbors algorithm, and Myers-Bri
(MBTI) personality test instrumen
built on Android application. Euclide
affected by 5 factors which are age,
thinking, and judging. Lipstick color re
obtained by fetching 7 training data
Euclidean distance when compared to pe
result. The colors used in this experiment are
pink, red, orange, and purple. After evaluation, it is
obtained the application’s accuracy of 87.38% which

considered as good classification, h pre@isi nd K
recall with 75.68% which considered | a ir
classification. The score for software gquali
which considered as good quality.
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. INTRODUCTION

Cosmetics is needed and being used every day on
every parts of human body nowadays [1]. Cosmetics
has several functions for modern society which are to
increase attractiveness and self confidence, protect
hair and skin from the damage caused by
environment, UV rays, and pollution, personal
hygiene, anti aging, and to help people enjoy and
appreciate life [2]. One kind of cosmetic that often
being used especially by women is lipstick. Lipstick
is a lip color which available in many colors. A
research said instant valuation of woman personality
can be figured by their lipstick color choice [3].
Therefore there is a necessity to use the right lipstick
color to obtain a harmony between personality and
appearance. Myers-Briggs Type Indicator (MBTI) is a
personality test instrument that divides human
personality based on 4 dichotomic dimensions which

are the opposite of each other where every individual
has a tendency to one side of the dimensions [4]. Over
e last 40 years, hundreds of MBTI applications have
implemented into various field of study with a
1d reliable result [5] and therefore is being
his experiment. On the other hand, data
ocess is done using K-Nearest Neighbors
because it is the most basic and simple
hen the data distribution information of
t subject is not available [6].

Il. APPORACHES

MBTI is a personality test instrument which was
created by Isabel Briggs Myers, and her mother,
ine@Briggs based on Carl Gustav Jung’s
theory in order to make it understandable

based on 4 dichotomic dimensions which
site of each other where every individual
has a tendency to one side of the dimensions which
are [4] :

1. Extrovert (E) vs. Introvert (1)
2. Sensing (S) vs. Intuition (N)
3. Thinking (T) vs. Feeling (F)
4. Judging (J) vs. Perceiving (P)

From those 4 dichotomic dimensions, 16
personality combinations can be made [4]. The MBTI
personality test which is used in this experiment
consists of 60 questions and is divided into 15
questions for every dichotomic dimension. For each
question, 2 contradictory statements will be given and
each statement represents one side of the
corresponding dichotomic dimension. Therefore, the
value of one personality type can be obtained using
the following equation [4] :

personality = chosen corresponding statement / 15

1)
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B. K-Nearest Neighbors (KNN)

K-Nearest Neighbors (KNN) is a classification
algorithm to label an object according to its nearest
distance with k amount of neighbors [7] which goal is
to classify new object based on training data
attributes. The steps to use this algorithm are insert
training data, calculate the distances between new
object and the whole training data, and determine the
value of k which is the amount of nearest neighbor
objects taken to classify the new object. Euclidean
distance is used to calculate the distance between new
object and training data [8] :

(py;- 1’:)?

d =

)
Explanation:

d = Euclidean Distance

v = Amount of Dimension
pi = Training Data Attribute Value
p2i = New Object Attribute Value

thinking, and judging. While intr
thinking, and judging ranged from;@
different scale value which are 1
equal 20, 2 if 21 to 30, 3 if 31 to 40
5 if above 50. Therefore, normalizat
min-max normalization equation [9] :

V= V- ming
TRAX 4 *I0 4
3)
Explanation: Th? |
\'A = New Value
mina = Minimum Value of a Dimensio e
maxa = Maximum Value of a Di i

The value of k is preferably an odd number [10],
and can be obtained using rule of thumb equation
[11]:

k=+n
@)

Where n is the number of training data. This
experiment used 60 training data and by using
equation 4, the value of k is 7.75 while it is suggested
that k is an odd number, so it turns to 7.

C. Accuracy, Precision, and Recall

Accuracy is the percentage of correctly classified
data record after being evaluated, precision is the
fraction of relevant instances among the retrieved
instances, and recall is the fraction of relevant
instances that have been retrieved over the total
amount of relevant instances [12]. These followings
are needed in order to calculate the value of accuracy,
precision, and recall :

1. True positive (TP) = correctly identified

2. False positive (FP)
3. True negative (TN)
4. False negative (FN)

= incorrectly identified
= correctly rejected
= incorrectly rejected

The calculation of accuracy, precision, and recall
varies depending on how the classifications are done.
In this experiment, 2 types of calculations are being
used which are binary (per lipstick color calculation)
and multiclass (overall calculation) classification. The
formulas to calculate binary classification are as
follows [12] :

Accuracy = (TP +TN)/ (TP + FP + TN + FN)
(5)

Precision =TP/ (TP +FP)

(6)

Recall =TP /(TP + FN)

)

While the formulas to calculate multiclass

classification are as follows [13] :
5! TPi+TNi

-0 TPi-TNi+FPi-FNi
= 1

X TPi
_ X} o(TPi+ FPi)

o TP
_ Bio (1P FNi)

I1l. ANDROID APPLICATION
ndroid application is developed using

dio, and implemented to Samsung Galaxy
hone with Marshmallow Operating

A. Main Menu

Fig. 1. Main Menu
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Main menu is used by user to navigate through the
application features which are do personality test, add
training data, and about.

B. Do Personality Test
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Fig. 2. Do Personality Test

This Activity shows up after user pressed “Mulai
Tes” Button from main menu. User has to fill all the
questions which consist of age and personality test
questions. Each Activity will only show 10 questions
and since there are 60 personality test questions, there
will be 6 pages in total. User need to press the “Next”
Button to go to next page, but won’t be able to if they
haven’t filled all the questions on the corresponding
page. Once users reached final question, the Button
will change into “Submit” which will direct user to
Test Result Activity.

C. Test Result
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Fig. 3. Test Result

Activity shows up after user finished the
y test and hit “Submit” Button. It shows the
each MBTI dichotomic dimension, and
stick color recommendation based on
test result by using KNN algorithm.
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Fig. 4. Add Training Data

This Activity shows up after user pressed
“Tambah Data Training” Button from main menu.
This feature is used to add training data to database.
Similar to Do Personality Test feature, user has to fill
all the questions which consist of age and personality
test questions, except with additional favorite lipstick
color question. Each Activity will only show 10
questions and since there are 60 personality test
questions, there will be 6 pages in total. User need to
press the “Next” Button to go to next page, but won’t
be able to if they haven’t filled all the questions on
the corresponding page. Once users reached final
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question, the Button will change into “Submit” which
will send input data to database and direct user to
main menu.

E. Add Training Data
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MBT]I personality test.

IV. EXPERIMENT RES

A. Implementation

filling online forms which questions include
favorite lipstick color, MBTI questionnaire, and age.
The lipstick colors included in experimentsgwere
nude, pink, red, orange, and purple
respondents chose nude, 20 chose
chose orange, and none chose
lipstick color. Therefore, purple lip
be discussed any further as it won’t shows up as a
recommendation result during testing.

On the other hand, testing was done by 37

Id Age Result | Desired color | Suitable
11 [ 21-30 pink pink yes
12 | 21-30 | nude nude yes
13| <=20 pink pink yes
14 [ 21-30 pink pink yes
15 | 21-30 | nude nude yes
16 | <=20 nude nude yes
17 | <=20 | orange orange yes
18 | <=20 nude nude yes
19 | 21-30 | pink pink yes
20 | 21-30 | nude nude yes
21 | 21-30 | nude red no
22 | <=20 nude nude yes
23 | 21-30 | nude nude yes
24 | 21-30 | pink pink yes
25 |1 21-30 | nude nude yes
26 | 21-30 | nude nude yes
27 | 21-30 | orange red no
28 | 21-30 pink pink yes
29 | <=20 | orange pink no
30 | 21-30 | nude nude yes
31 | 21-30 | pink pink yes
32 | 21-30 pink nude no
33 | 21-30 | orange nude no
21-30 | nude nude yes
21-30 | pink nude no
21-30 | pink pink yes
21-30 | orange orange yes

ion matrix can be made based on Table 1

TABLE II. CONFUSION MATRIX

Predicted
Color | Nude | Pink | Orange | Red
Nude 14 3 1 0
Color Pink 1 12 1 0
Orange 0 0 2 0
Red 2 0 1 0

of true positives, false positives, true
nd false negatives can be made based on

respondents. Respondents had to do personality test
using the developed Android application and put on

the lipstick based on color recommendation result,

then were asked if the color is suitable or not. If not,

respondents were asked to put on another color until

suitable color was found. Table 1 shows the test

TABLE Il SUMMARY OF CONFUSION MATRIX
Color Tr_u_e Fa_ls_e Tru<_e Falsg Total
Positive Positive Negative Negative
Nude 14 3 16 4 37
Pink 12 3 20 2 37
Orange 2 3 32 0 37
Red 0 0 34 3 37

result.

After obtaining Table 3 data, binary class
classification accuracy, precision, and recall can be
calculated using equation 5, 6, and 7.

TABLE I. TEST RESULT
Id Age Result | Desired color | Suitable
1] <=20 pink pink yes
2 [ 21-30 | nude nude yes
3 | <=20 pink pink yes
4 | <=20 nude nude yes
5 | <=20 | nude nude yes
6 | 21-30 | nude red no
7 | 21-30 | pink nude no
8 | 21-30 | nude pink no
9 [21-30 pink pink yes
10 | 21-30 | pink pink yes

TABLE IV. SUMMARY OF ACCURACY, PRECISION, AND
RECALL BINARY CLASS CLASSIFICATION
Warna | Accuracy | Precision Recall

Nude 81.08% 82.35% 77.78%
Pink 86.48% 80% 85.71%
Orange 91.89% 40% 100%
Red 91.89% undefined 0%
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Then, multiclass (overall) classification accuracy,
precision, and recall can be calculated using equation
8,9, and 10.

Accuracy =(((14+16) / 37) + ((12+20) / 37) +
((2+32) [ 37) + ((0+34)
137)) 14

=0.8783 =87.83%
Precisionp = (14+12+2+0) /
(14+3+12+3+2+3+0+0)

=0.7568 =75.68%
Recallp = (14+12+2+0) /
(14+4+12+2+2+0+0+3)

=0.7568 = 75.68%

The application’s accuracy of 87.38% can be
considered as good classification, while both
precision and recall with 75.68% can be conside
fair classification [12].

B. Software Quality

Software quality questionnaire w.
respondents after testing was done.
questions were made based on IS
use model. By using Pearso
Correlation, it is obtained that all
valid, and by using Alpha Cronba
obtained the questionnaire’s reliability O
can be considered as high reliability [15].
for software quality is 79.13% which conside
good quality [16].

V. CONCLUSIONS & FUTU

A. Conclusion

system using K-Nearest Neighbors algorithm has
been successfully designed and developed by using
MBTI personality test as its instruments. The colors
used in this experiment are nude, pink, red, orange,
and purple. Unfortunately, no one choose purple
lipstick color upon collecting training data. Therefore
purple color cannot be discussed any further. Lipstick
color recommendation is obtained by fetching 7
training data with nearest Euclidean distance when
compared to personality test result. After evaluation,
it is obtained the application’s accuracy of 87.38%
which considered as good classification, both
precision and recall with 75.68% which considered as
fair classification. The score for software quality is
79.13% which considered as good quality.

B. Future Works

In order to improve the application, it is suggested
that the application can give statistical comparison
from all other users test, and also give lipstick product

m M
Personality based lipstick co mmen

recommendation based on the color recommendation
result.
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