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Abstract— Achieving customer satisfaction and trust is a 
major challenge for success in the business world. 
Entrepreneurs must identify problems that arise from 
reviews given by customers. However, reading and 
sorting each review is time-consuming and considered 
inefficient. In order to overcome this, a study was 
conducted that aims to analyze sentiment on products 
sold in the Shopee marketplace using the Naïve Bayes 
Classifier and Random Forest algorithms. The focus of 
this study is on product reviews from XYZ Store. The 
main objective of this study is to determine a more 
accurate and efficient algorithm in classifying review 
sentiment, which can help companies in marketing 
strategies and product development. The results of this 
study can provide insight for companies about consumer 
responses to marketed products, so that they can be used 
as a basis for making strategic decisions to improve the 
quality of services and products. The results of the 
Random Forest method classification produce superior 
predictions compared to the Naïve Bayes Classifier 
method with an accuracy value of 92.5%, precision of 
93%, Recall of 92.5% and F1-Score of 90%. 

Index Terms— Marketplace, Naïve Bayes Classifier 
Algorithm; Product Review; Random Forest Algorithm; 
Sentiment Analysis 

I. INTRODUCTION 

Marketplaces have become the primary platform for 
consumers to search for and purchase products, making 
customer reviews an important source of information 
[1]. Sentiment analysis of these reviews helps 
understand customer perceptions, which is essential for 
improving service quality and making better business 
decisions. Various machine learning algorithms have 
been applied in sentiment analysis, including Naïve 
Bayes and Random Forest [2]. However, the 
effectiveness of these algorithms can vary depending on 
the characteristics of the data and different e-commerce 
platforms. Comparative research comparing the 
performance of these two algorithms on a particular 
marketplace platform is still needed to identify the best 

approach to understanding customer sentiment [3]. 
Sentiment analysis is a discipline of machine learning 
and Natural Language Processing (NLP) that functions 
to identify and extract opinions, sentiments, reviews, 
attitudes, and emotions contained in text, thus providing 
deeper insight into responses and views in a particular 
context [4]. The Naïve Bayes Classifier algorithm is a 
probability-based classification method that predicts an 
event based on historical data using Bayes' theorem [5]. 
Its main advantages are ease of implementation, 
computational speed, and effectiveness on high-
dimensional datasets. The Random Forest algorithm 
was developed as an evolution of the CART 
(Classification and Regression Trees) method by 
utilizing the bagging technique (combining random 
samples) and random feature selection [6]. 

Research on sentiment analysis of e-commerce 
product reviews using the Naïve Bayes and Random 
Forest algorithms has been widely conducted, but the 
focus and context vary. In research [7] conducted 
sentiment analysis on Shopee e-commerce using the 
KNN and Support Vector Machine (SVM) algorithms. 
Another study by [8] analyzed sentiment reviews on 
Shopee using Naïve Bayes and SVM. The differences 
in context, dataset, and algorithms used indicate that 
there is still room for further research that focuses on 
comparing Naïve Bayes and Random Forest 
specifically on different marketplace platforms or with 
unique data characteristics. This study aims to conduct 
a comparative study between the Naïve Bayes 
Classifier and Random Forest algorithms in sentiment 
analysis of product reviews on e-commerce 
marketplace platforms. The results of this study are 
expected to provide guidance for e-commerce 
practitioners in choosing the most appropriate 
algorithm for sentiment analysis. In addition, this study 
also contributes to the literature by providing empirical 
evidence regarding the performance of both algorithms 
in the context of sentiment analysis of e-commerce 
product reviews. 
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II. METHODOLOGY 

The methodology that will be conducted  in this 
research is as follows. 

A. Literature Study 

Literature  studies  are  carried  out  by  taking  and 
studying information from various literary sources such 
as journals, books or other scientific sources to support 
research  according  to  existing  theories. 

B. Research Flow Diagram 

The sentiment analysis system is designed to 
process and analyze buyer reviews from the Shopee 
marketplace on XYZ Store. This study begins by 
collecting a dataset of product reviews to be analyzed.  

Consumer review data was taken from a product 
named “Meja Belajar Polos A” sold by the XYZ store 
on the Shopee Indonesia marketplace. A total of 844 
reviews available on the review page were taken from 
the selected product page on the Shopee marketplace. 
Figure 1 presents a flow diagram in this research. 

 
Fig 1. Research Flow Diagram 

 Raw Data Scraping : The review data successfully 
collected from the product review page on the 
Shopee website amounted to 844 review data. This 
review data is called raw data which will then go 
through a data cleaning process. 

 Data Cleaning : The results of raw data scraping are 
then continued to the data cleaning process. this 
stage involves data from csv format to xlsx format, 
Sort data based on “Transaction Time” by taking 
data from a time range, Cleaning noise in the data, 
namely “comment ID”, “item ID”, “Shop ID”, 
“username”, “User Name”, “Anonymous”, 
“Region”, “Item Name”, and “Transaction Time”. 

 Data Labeling : Data labeling on the dataset used is 
based on 2 categories, positive and negative 
sentiments. Positive sentiment if the review gets a 
rating of 4-5, while negative sentiment if the review 
gets a rating of 1-3. Labeling process  is conducted 
manually and separately using tools of  Microsoft 
Excel application. From the labeling results, a total 
of 351 positive sentiment records were obtained, 
while 42 negative sentiment records, a total of 393 
records for the dataset used. So that there is an 
imbalance in the data, therefore the SMOTE 
(Synthetic Minority Over-sampling Technique) 
technique is used to understand the distribution of 
words in the data and identify dominant words. This 

happens because the dataset used does have a more 
dominant number of positive sentiments compared 
to the number of negative sentiments. The SMOTE 
oversampling method overcomes the problem of 
data imbalance by generating synthetic data for 
negative sentiments. Thus, the data distribution 
becomes more balanced, so that the machine 
learning model that will be applied in the next stage 
can learn more effectively and avoid bias that leads 
to positive sentiments. 

 Pre-processing Data : The successful pre-
processing process is carried out in several stages 
which can be explained as follows: Text Cleaning, 
Lowercase Folding, Tokenizing, Slang Word 
Conversion, Stopword Removing and Stemming 
[9]. 

1. Text Cleaning : The process of cleaning noise 
and removing symbols in the review. This 
process involves a series of steps to clean and 
process raw text, remove noise, and format text 
to make it more structured and relevant. Text 
cleaning aims to improve data quality so that 
analysis or modeling performed on text data can 
produce more accurate and meaningful results 
[10]. 

2. Lowercase Folding : Standardize all letters 
written in the review into lower case letters to 
have a standard form [11]. Figure 2 present 
Lowercase Folding. 

 
Fig 2. Lowercase Folding 

3. Tokenizing : Changing sentences into words 
that are in accordance with the rules of the 
Indonesian dictionary so that sentences are more 
meaningful and are converted into token arrays 
[12]. The tokenizing stage is carried out using 
the help of the "nltk" library in the Google 
Collab application. Figure 3 present tokenizing 
result. 

 
Fig 3. Tokenizing 
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4. Slang Word Conversion : perform conversion 
so that reviews containing slang words can be 
normalized into a more formal language. This 
is done to ensure that the text processing model 
can understand and process text more 
accurately, especially in the context of 
sentiment analysis, text classification, or other 
natural language processing applications [13]. 
Figure 4 slang word conversion 

 
Fig 4. Slang Word Conversion 

 Visualization : After the data has successfully gone 
through the stemming process, the next step is to 
present the visuals in the form of a word cloud 
which helps to make it easier to show the main 
words or topics that often appear in reviews that are 
grouped into positive and negative sentiments [14]. 
Frequently occurring words or topics will be large, 
while less common ones will be small. Figure 5 
present Word Cloud for positive review. 

 
Fig 5 Word Cloud or positive review 

Figure 5 some words that often appear in 
positive sentiment reviews according to text size 
include  "kokoh", "meja", "bagus", "barang", etc. In 
addition to positive sentiment reviews, here are the 
results of word cloud visualization on negative 
sentiment. Figure 6 present Word Cloud for 
negative reviews. 

 
Fig 6. Negative Reviews Word Cloud 

Figure 6 shows several words that often appear 
in negative sentiment reviews according to text size, 
including "kirim", "cacat", "retak", "kecewa", and 
"patah", etc. This word cloud visualization can 
make it easier to understand the main topic 
according to the sentiment in the data. 

 TF-IDF : The TF-IDF stage begins by taking 
stemming data. One of the methods used to measure 
how important a word is in a document in a 
collection or corpus of documents. This method is 
often used in text analysis, information retrieval, 
and document modeling, such as in 
recommendation systems and text classification. 
[15]. This stage divides the data into 20% test data: 
80% training data, then calculations are performed 
to find and display the frequency of the 10 most 
common words based on TF-IDF values. The goal 
is to understand the distribution of words in the data 
and identify dominant words. 

 Training and Testing Model : The modeling process 
is carried out using the Naïve Bayes Classifier and 
Random Forest algorithms [16]. In this process, the 
data used is 393 data. The modeling process begins 
by dividing the training and test data. The ratio for 
training and test data is divided into 3 ratios, namely 
90:10, 80:20, and 70:30. The purpose of this 
division is to find the optimal data division 
proportion for the model to be used, besides that it 
is also used to prevent overfitting. 

 Model Evaluation : After the modeling process is 
complete, a model evaluation can be carried out 
from the confusion matrix produced by the model 
[17]. 

1. Accuracy : A measure of how well an SVM 
model classifies the given data [18]. Accuracy is 
calculated by comparing the number of correct 
predictions to the total number of data points 
tested 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
   (1) 

 

2. Precision : a metric used to measure how many 
positive predictions are actually correct 
(relevant) out of all the positive predictions 
made by the model [19]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
               (2) 

 

3. Recall : a metric used to measure how many 
positives the model actually detected out of all 
the actual positive data [20]. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                       (3) 
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4. F1-Score : A metric that combines two 
important metrics in evaluating classification 
models, namely precision and recall, into one 
number that provides an overview of the balance 
between the two[20]. 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
     (4) 

 

 Model Comparison Result : The results of an 
analysis that compares the performance of several 
machine learning models or algorithms in a 
particular task, with the aim of determining which 
model is the most effective and efficient based on 
relevant evaluation metrics. 

III. RESULT AND DISCUSSION 

After getting the confusion matrix results according 
to the data division during modeling, the next step is to 
calculate the accuracy, precision, recall, and F1 Score 
values of each algorithm model. The calculation results 
can be seen in Figure 7. 

 
Fig 7. Model Evaluation Report 

The figure 7 shows the evaluation results of the 
Naive Bayes and Random Forest models using various 
test data sizes for classification. The models used were 
evaluated based on four main metrics: Accuracy, 
Precision, Recall, and F1-Score. From the data shown, 
it can be seen that the Random Forest model 
consistently gives better results compared to Naive 
Bayes, especially at larger test sizes. For example, at a 
test size of 90:10, Random Forest has an accuracy of 
0.925, while Naive Bayes only reaches 0.875. In 
general, Random Forest shows more stable 
performance across all metrics, with higher precision, 
recall, and F1 values than Naive Bayes. This shows 
that Random Forest is more effective in processing 
data with various training and test set sizes, while 
Naive Bayes tends to be slightly less optimal in this 
case. Below is a graphical image of the trend based on 
the data distribution ratio. 

The figure 8 shows the performance trends of two 
classification models, Naive Bayes and Random Forest, 
based on four different metrics: Accuracy, Precision, 
Recall, and F1 Score. The graph compares the two 
models at different training and testing data split ratios. 
In general, Random Forest tends to give better results 
in Precision and Recall, especially at larger data split 
ratios, but there is a decrease in performance in F1 
Score at a 70:30 split ratio. On the other hand, Naive 
Bayes shows more stable consistency in Accuracy, but 

with lower values in Precision and F1 Score compared 
to Random Forest. This trend indicates that although 
Random Forest is superior in terms of recall and 
precision, Naive Bayes can be a good choice if 
consistency in Accuracy is more important. A 
comparison of the evaluation metrics generated by each 
algorithm can be seen in the table 1. 

 
Fig 8. Data Share Ratio Trend Chart 

TABLE I. COMPARISON OF OVALUATION METRICS 

RESULT 

Evaluation 
Metrics 

Naïve Bayes 
Classifier 

Random 
Forest 

Accuracy 87.5 % 92.5 % 
Precision 91 % 93 % 
Recall 87.5 % 92.5 % 
F-1 Score 89 % 90 % 

 

According to the table I, it shows that the 
performance of the Random Forest algorithm is better 
in predicting the majority class (positive). Based on the 
results of the model classification performance, it can 
be seen that the Random Forest algorithm has the 
highest accuracy value. Accuracy explains the extent to 
which the testing model can classify data correctly. 
When viewed from other evaluation metrics, the results 
also explain that the Random Forest algorithm is still 
superior. The confusion matrix for the Naive Bayes 
Classifier algorithm can be seen in Figure 9. 

 
Fig 9. Confusion Matrix Naïve Bayes Classifier 
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The figure 9 shows the confusion matrix of the 
classification results using the Naive Bayes algorithm 
with a 90:10 data sharing scheme. From the matrix, it 
can be seen that the model successfully classified 3 
negative data correctly (true negative) and 32 positive 
data correctly (true positive). However, there was 1 
negative data that was incorrectly classified as positive 
(false positive) and 4 positive data that were incorrectly 
classified as negative (false negative). The model 
shows quite good performance in recognizing positive 
data, as seen from the high number of true positives. 
However, the model still has weaknesses in detecting 
negative data, because the number of false negatives 
and false positives still exists. This could be an 
indication that positive data is more dominant or the 
model is more sensitive to the positive class, so further 
evaluation is needed, for example by analyzing 
precision, recall, and F1-score to get a more 
comprehensive picture of model performance.The 
confusion matrix for the Random Forest algorithm can 
be seen in Figure 10. 

 
Fig 10. Confusion Matrix Random Forest 

The confusion matrix in Figure 10 shows the 
classification results using the Random Forest 
algorithm with a 90:10 data sharing scheme. From the 
matrix, the model successfully classified 36 positive 
data correctly (true positive) and 1 negative data 
correctly (true negative). However, there were 3 
negative data that were incorrectly classified as 
positive (false positive), while no positive data were 
incorrectly classified as negative (false negative). The 
Random Forest model is very good at recognizing 
positive data, as seen from the absence of false 
negatives and the high value of true positives. 
However, the model is still less than optimal in 
detecting negative data, as evidenced by the higher 
number of false positives compared to true negatives. 
This can be a consideration for adjusting the threshold 
or balancing the data so that the model's performance 
in the negative class can be improved. 

Precision measures how many of the predicted 
positive cases are actually correct. In this case, Random 
Forest has a precision of 93%, while Naïve Bayes has 
91%. This suggests that Random Forest has a slightly 
better ability to avoid false positives compared to Naïve 

Bayes. Recall measures how many actual positive cases 
were correctly identified by the model. Both models 
have the same recall value of 87.5% for Naïve Bayes 
and 92.5% for Random Forest, showing that Random 
Forest is better at identifying actual positive cases, 
leading to fewer false negatives. he F-1 Score balances 
precision and recall. Random Forest has a slightly better 
F-1 Score (90%) than Naïve Bayes (89%), reinforcing 
that it is more balanced in terms of both precision and 
recall. 

IV. CONCLUSION 

This research compares the Naïve Bayes Classifier 
and Random Forest algorithms in analyzing sentiment 
of e-commerce product reviews in the marketplace. The 
stages carried out include pre-processing, classification, 
and testing with data division at ratios of 90:10, 80:20, 
and 70:30. The best results were obtained at a ratio of 
90:10. At the model evaluation stage, a confusion 
matrix was used to measure model performance, 
followed by the calculation of evaluation metrics. 
Random Forest produced an accuracy of 92.5%, higher 
than the Naïve Bayes Classifier which only reached 
88%. In addition, Random Forest also excels in 
precision metrics (93%), recall (92.5%), and F1-Score 
(90%) in the positive class, indicating that this 
algorithm is more effective in predicting positive 
reviews. The results show that Random Forest is better 
than Naïve Bayes Classifier in classifying sentiment of 
e-commerce product reviews, especially in predicting 
positive reviews consistently. This research can be used 
by e-commerce players to improve marketing 
strategies, identify potential product problems, and 
optimize product development based on customer 
feedback. In addition, the use of sentiment analysis can 
help e-commerce automate the process of assessing and 
monitoring product reviews, thereby increasing 
operational efficiency and customer satisfaction. 
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