
 

ISSN 2355-0082 

Designing Enterprise Architecture Using TOGAF 

Framework (Case Study: PT. Indorama)   

Feby Janiar Husein, Melissa Indah Fianty 

01-09 

10 
VOLUME 

No. 1 

Engineering | Vol.10 | No.1 | Page 01-50 | June 2023 | ISSN 2355-0082 

Business Process Reengineering at Mulyoagung 

Village Community Service Office 

Ahmad Raihan Djamarullah, Budiman Hamsyurah, 

Ilyas Nuryasin 

10-20 

 

DistilBERT with Adam Optimizer Tuning for 

Text-based Emotion Detection 

Farica Perdana Putri 

30-34 

Developing HIV/AIDS Patient Profile Model 

Using K-Means Clustering Method 

Rena Nainggolan, Fenina Adline Twince Tobing 

35-41 

 

Integrated System Design of Sales Module Using 

SDLC RAD Method 

Alvin Dzaki Hernindyaputra, Monika Evelin Johan, 

David Tjahjana 

21-29 

Intrusion Detection System on Nowaday's Attack 

using Ensemble Learning 

Fajar Henri Erasmus Ndolu, Ruki Harwahyu 

42-50 

 



 



 

 

 

 

IJNMT (International Journal of New Media Technology), Vol. 10, No. 1 | June 2023 i 

 

ISSN 2355-0082 

EDITORIAL BOARD  

Editor-in-Chief 

Fenina Adline Twince Tobing, S.Kom., M.Kom. 

 

Managing Editor  

M.B.Nugraha, S.T., M.T. 

Eunike Endariahna Surbakti, S.Kom., M.T.I. 

Alethea Suryadibrata, S.Kom., M.Eng. 

Wirawan Istiono, S.Kom., M.Kom. 

Alexander Waworuntu, S.Kom., M.T.I. 

 
 

Designer & Layouter  

Eunike Endariahna Surbakti, S.Kom., M.T.I. 

 

Members  

Rosa Reska Riskiana, S.T., M.T.I. 

(Telkom University) 

Denny Darlis, S.Si., M.T. (Telkom University) 

Ariana Tulus Purnomo, Ph.D. (NTUST)  

Alethea Suryadibrata, S.Kom., M.Eng. (UMN) 

Dareen Halim, S.T., M.Sc. (UMN) 

Nabila Husna Shabrina, S.T., M.T. (UMN) 

Ahmad Syahril Muharom, S.Pd., M.T. (UMN) 

Samuel Hutagalung, M.T.I (UMN) 

Wella, S.Kom., M.MSI., COBIT5 (UMN) 

Eunike Endariahna Surbakti, S.Kom., M.T.I 

(UMN) 

 

 

EDITORIAL ADDRESS 

Universitas Multimedia Nusantara (UMN)  

Jl. Scientia Boulevard  

Gading Serpong  

Tangerang, Banten - 15811  

Indonesia 

Phone. (021) 5422 0808  

Fax. (021) 5422 0800  

Email : ultimacomputing@umn.ac.id 

 

 

 
 

IJNMT (International Journal of New Media 

Technology) is a scholarly open access, peer-reviewed, 

and interdisciplinary journal focusing on theories, 

methods and implementations of new media 

technology. Topics include, but not limited to digital 

technology for creative industry, infrastructure 

technology, computing communication and 

networking, signal and image processing, intelligent 

system, control and embedded system, mobile and web 

based system, and robotics. IJNMT is published 

regularly twice a year (June and December) by Faculty 

of Engineering and Informatics, Universitas 

Multimedia Nusantara in cooperation with UMN Press. 

 

 



 

 

 

 

ii IJNMT (International Journal of New Media Technology), Vol. 10, No. 1 | June 2023 

 

ISSN 2355-0082 

 

Call for Papers 
 

  
 

International Journal of New Media Technology (IJNMT) is a scholarly open access, peer-reviewed, and 

interdisciplinary journal focusing on theories, methods and implementations of new media technology. Topics 

include, but not limited to digital technology for creative industry, infrastructure technology, computing 

communication and networking, signal and image processing, intelligent system, control and embedded system, 

mobile and web based system, and robotics. IJNMT is published twice a year by Faculty of Engineering and 

Informatics of Universitas Multimedia Nusantara in cooperation with UMN Press. 

 

 

   
   

Ultimatics : Jurnal Teknik 

Informatika is the Journal of the 

Informatics Study Program at 

Universitas Multimedia Nusantara 

which presents scientific research 

articles in the fields of Analysis and 

Design of Algorithm, Software 

Engineering, System and Network 

security, as well as the latest 

theoretical and practical issues, 

including Ubiquitous and Mobile 

Computing, Artificial Intelligence 

and Machine Learning, Algorithm 

Theory, World Wide Web, 

Cryptography, as well as other topics 

in the field of Informatics. 

Ultima Computing : Jurnal Sistem 

Komputer is a Journal of Computer 

Engineering Study Program, 

Universitas Multimedia Nusantara 

which presents scientific research 

articles in the field of Computer 

Engineering and Electrical 

Engineering as well as current 

theoretical and practical issues, 

including Edge Computing, Internet-

of-Things, Embedded Systems, 

Robotics, Control System, Network 

and Communication, System 

Integration, as well as other topics in 

the field of Computer Engineering 

and Electrical Engineering. 

Ultima InfoSys : Jurnal Ilmu 

Sistem Informasi is a Journal of 

Information Systems Study Program 

at Universitas Multimedia Nusantara 

which presents scientific research 

articles in the field of Information 

Systems, as well as the latest 

theoretical and practical issues, 

including database systems, 

management information systems, 

system analysis and development, 

system project management 

information, programming, mobile 

information system, and other topics 

related to Information Systems. 

    



 

 

 

 

IJNMT (International Journal of New Media Technology), Vol. 10, No. 1 | June 2023 iii 

 

ISSN 2355-0082 

FOREWORD 

 

Greetings!  

IJNMT (International Journal of New Media Technology) is a scholarly open access, peer-

reviewed, and interdisciplinary journal focusing on theories, methods and implementations of new 

media technology. Topics include, but not limited to digital technology for creative industry, 

infrastructure technology, computing communication and networking, signal and image processing, 

intelligent system, control and embedded system, mobile and web based system, and robotics. 

IJNMT is published regularly twice a year (June and December) by Faculty of Engineering and 

Informatics, Universitas Multimedia Nusantara in cooperation with UMN Press. 

In this June 2023 edition, IJNMT enters the 1st Edition of Volume 10. In this edition there are six 

scientific papers from researchers, academics and practitioners in the fields covered by IJNMT. 

Some of the topics raised in this journal are: Designing Enterprise Architecture Using TOGAF 

Framework (Case Study: PT. Indorama), Business Process Reengineering at Mulyoagung Village 

Community Service Office, Integrated System Design of Sales Module Using SDLC RAD Method, 

DistilBERT with Adam Optimizer Tuning for Text-based Emotion Detection, Developing HIV/AIDS 

Patient Profile Model Using K-Means Clustering Method, Intrusion Detection System on Nowaday's 

Attack using Ensemble Learning. 

On this occasion we would also like to invite the participation of our dear readers, researchers, 

academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific 

papers to: International Journal of New Media Technology (IJNMT), Ultimatics : Jurnal Teknik 

Informatics, Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of 

Computer Systems. Information regarding writing guidelines and templates, as well as other related 

information can be obtained through the email address ultimaijnmt@umn.ac.id and the web page 

of our Journal here. 

Finally, we would like to thank all contributors to this June 2023 Edition of IJNMT. We hope that 

scientific articles from research in this journal can be useful and contribute to the development of 

research and science in Indonesia. 
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Abstract— PT Indorama is an organization engaged in 

manufacturing. In business process activities, IT has been 

proven capable of increasing effectiveness and efficiency in 

planning business strategies and can establish 

relationships with customers that can create increased 

buying and selling transactions in a competitive manner. 

However, in the process of implementing IT into the 

company, there are many challenges with developments 

that are not under customer needs, which can be grouped 

into four main problems: lack of ownership of business 

strategy by customers, low level of alignment of IT 

development plans with strategy business, low capability to 

use IT as a competitive advantage, and reasonable 

standards for IT Operation services in business are not 

available. To obtain solutions that can be used to achieve 

its business goals, this study uses the Enterprise 

Architecture approach to identify the current and expected 

target architecture and perform a gap analysis. The gap is 

used as a recommendation to be fulfilled in answering the 

problems found. The methodology used is TOGAF ADM, 

which is process-based and provides flexibility in using 

artifacts according to the organization's specific 

conditions. The study produces business models and 

enterprise architecture on customer relationship 

management systems and services, recommendations for 

strengthening business areas, recommendations for 

aligning IT plans with business strategy, and 

recommendations for using IT solutions in the form of 

artifacts in the form of catalogs, analysis, and schematics. 

Keywords— Enterprise Architecture, Customer 

Relationship Management, TOGAF ADM 

I. INTRODUCTION 

Every company involved in manufacturing has a 

production process by which products and services are 

delivered and widely distributed from producers to 

consumers. One of the essential things a manufacturing 

company must face is maintaining customer 

satisfaction, so customer relationship management is 

needed so the company can develop as a whole [1]. 

Customer Relationship Management is an integrated 

concept in information technology and business with 

the primary goal of building a long relationship 

between the organization and its customers. 

Organizations invest heavily in CRM projects to better 

understand customers and respond quickly to their 

requests and needs [2].  

In addition to improving the company's relationship 

with customers with customer relationship 

management to achieve a competitive advantage, 

companies also need the role of Enterprise 

Architecture (EA) related to business strategy 

planning. Enterprise architecture is an essential tool for 

organizational success. In practice, enterprise 

architecture has many methodologies used by 

organizations for IS / IT development, one of the most 

popular methodologies today is The Open Group 

Architecture Framework (TOGAF) [3]. 

Due to its complete architectural process, the 

TOGAF framework is widely used by most companies 

[4]. One of the companies that will be discussed in this 

research is PT. Indorama. PT. Indorama is one of the 

manufacturing companies in Indonesia. In the process 

of its business activities, PT. Indorama has tried to 

work on a strategic plan, but there are obstacles in the 

planning process. In other words, some plans are not 

following the objectives, so they cannot be carried out 

properly, such as one of the facilities' shortcomings in 

supporting PT's business activities. Indorama does not 

yet have an enterprise architecture system design plan. 

There are several elements of the problem in 

different fields, including in the field of business, 

companies that do not optimize information technology 

in their business which makes companies feel unable to 

compete with their business competitors because, in the 

absence of specific needs, customers and prospective 
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customers who want to do business in the company will 

also retreat. In the field of data, some current business 

processes, such as data management and reporting, 

require a long processing time because they are still 

being executed manually [4]. These problems make the 

sales team often late in conveying information to the 

leadership in taking needs and handling complaints or 

complaints from customers. In the application field, 

integration between application systems is needed to 

accommodate business needs effectively and quickly to 

improve company performance in targeting or 

capturing all the needs that customers need. In the field 

of technology, from an element of technology, several 

applications are the same and also provide the same 

services but different infrastructures. Companies need 

help to make the right decisions [5]. 

Based on the problem above description above, the 

company's current IT architecture needs to be 

identified in depth to obtain a precisely targeted IT 

architecture planning solution to achieve the expected 

IT strategy objectives. The TOGAF ADM framework 

is adapted to the manufacturing department, has 

complete steps, and has a systematic structure. This 

design allows the company to create a corporate 

architectural design that produces detailed blueprints 

for developing information systems, especially in 

purchasing, manufacturing, and selling raw materials 

and customer relationship management systems at PT. 

Indorama can realize the goals that exist in the 

company [6]. 

The enterprise architecture implementation plan is 

designed to solve problems and failures that arise, and 

this is one of the best business strategic planning 

solutions needed by manufacturing companies such as 

PT. Indorama, so that further business activities can be 

integrated, planned, centralized, and efficient. 

II. METHOD 

a. Customer Relationship Management 

Customer Relationship Management is how a 

business or other organization manages customer 

interactions, using data analysis to study large amounts 

of information [7]. Customer relationship management 

focuses on acquiring and retaining customers by 

enhancing customer relationships with the company 

[8]. Customer relationship management (CRM) refers 

to all activities or marketing activities carried out to 

stabilize, develop and exchange good customer 

relationships [9]. 

b. Enterprise Architecture 

Enterprise Architecture is a management and 

technology practice aimed at improving company 

performance by seeing the company as a whole and 

integrated following the view of strategic direction, 

business practices, information flow, and technological 

resources [10]. 

Enterprise architecture consists of documents such 

as drawings, diagrams, textual documents, standards or 

models, and business methods that explain what kind of 

information system the company needs. Enterprise 

architecture will be used as a reference for developing 

information systems because developing a system 

without having a good architecture will be challenging 

in achieving maximum results [11]. The Open Group 

Architecture Framework (TOGAF). 

 

 
Figure 1. Architecture Development Method [8] 

 

The stages of TOGAF ADM can be briefly 

explained as follows [12]: 

 Preliminary Phase, explain the preparatory and 

initiatory activities needed to prepare to meet 

business objectives for the new company 

architecture, including an explanation of the 

organization-specific architecture framework and 

definition of principles. 

 Phase A: Architectural Vision describes the initial 

phase of the architecture development process. 

This includes information about defining spatial 

boundaries, identifying stakeholders, creating an 

architectural vision, and getting approval. 

 Phase B: Business architecture, explain business 

architecture development to support the agreed 

architecture vision. 

 Phase C: Information systems architectures, 

describes the development of information systems 

architecture for architectural projects, including 

data architecture and applications development. 
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 Phase D: Technology architecture, describe the 

development of architectural technology for 

architectural projects. 

 Phase E: Opportunities and solutions, planning for 

implementation, and identifying delivery vehicles 

for the architecture specified in the previous phase. 

 Phase F: Migration planning, discuss the 

preparation of a series of transitional architecture 

sequences in detail with a supporting 

implementation and migration plan. 

 Phase G: Implementation Governance provides 

architectural oversight of implementation. 

 Phase H: Architecture Change Management, 

establish procedures for managing changes to the 

new architecture. 

 

c. Theoretical Framework 

 

 
Figure 2. Theoretical Framework 

 

The theoretical framework will consist of the 

following: [13] 

 Requirement 

Input: documents related to IT and CRM system 

development. 

Process: it takes several documents from the 

company to support the process needs, such as 

reading documents related to the development of IT 

and CRM systems in the company and 

understanding the background of the CRM system 

services currently underway in the company. From 

this background, the researcher identified the 

problems faced by companies in providing CRM 

system services. 

Output: can describe the functionality or services of 

the system. 

 Enterprise Architectural Design 

Input: a strategic plan of PT. Indorama and business 

processes related to customer activities. 

Process: strategic plans and business processes are 

analyzed into 5 phases of TOGAF ADM. There are 

three stages in order to fulfill the strategic plan 

related to the new CRM system to be built, namely: 

 Determine the purpose and scope of the 

research, while the scope of this research refers 

to the CRM system, such as customer visits, 

claims, and complaints at PT. Indorama by 

using TOGAF as its framework. 

 Literature study where researchers look for 

sources of literature on CRM system services 

carried out by previous researchers. 

Researchers conduct research comparisons to 

distinguish the research conducted by previous 

research. 

 Conduct interviews with resource persons with 

roles and experience in developing CRM 

systems in the IT field. 

Output: the results of the analysis of the 5 phases of 

TOGAF ADM, namely the preliminary phase, the 

vision architecture phase, the business architecture 

phase, and the business architecture phase, which is 

divided into two parts, namely the data and 

application architecture phase, the technology 

architecture phase, and the opportunity and 

solution phase. 

 Enterprise Architecture Design Results 

Input: the results of the analysis of the 5 phases of 

TOGAF ADM. 

Process: drafting a new CRM system design based 

on the TOGAF framework. The data obtained from 

the ADM stages are analyzed using qualitative 

methods to be used as a basis for determining the 

condition of the running system or the baseline to 

determine the target of the new CRM system. 

Output: from the diagram, it can be an artifact that will 

later be used as the final result of the enterprise 

architecture design 

 

III. RESULT AND DISCUSSION 

a. Preliminary Phase 

The artifacts from the preliminary stage are the 

principles catalog. The Principles catalog is used to 

capture the principles of architectural solutions. The 

catalog principle is used to review and approve a result 

for a defined architectural decision. In determining the 
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Principle catalog, an interview was conducted with the 

IT manager at PT. Indorama 

 
Table 1. Principle Catalog 

 

No. Principle Category 

1 Facilitate the 

management of 

customer relationship 

management services 

Business principle 

2 Add value to customer 

relationship 

management services 

Business principle 

3 Integrated data Information systems 

principle 

4 Ease of data access Information systems 

principle 

5 Data security Information systems 

principle 

6 Easy to use Information systems 

principle 

7 Stability Information systems 

principle 

8 System speed Technology 

principle 

9 Service backup plan Technology 

principle 

 

Table 1 above shows the capabilities required by the 

company in the enterprise architecture being 

developed. Nine required skills cover business 

principles, information systems principles, and 

technology principles [14]. 

 

b. Requirement Management 

Requirement management is a dynamic set of 

requirements. The artifact of the requirement 

management stage is the architecture requirements 

specification. The following are the architecture 

requirement specified in this research: 

 Architectural Vision 

 Make it easy for customers to contact the 

company 

 Add value to the company's customer 

relationship management service 

 Business Architecture 

customer relationship management service 

improvement 

 Information System Architecture 

 Easy to use user interface 

 Integrated apps and data 

 Automatic reporting app 

 Technology Architecture 

 High availability server availability 

 Availability of bandwidth management for 

CRM system bandwidth management. 

 Opportunities and Solutions 

A description of the benefits of designing customer 

relationship management services. 

 

c. Architecture Vision 

This phase is also the initial phase in the TOGAF 

ADM. This phase has the objective of defining the 

vision of the architecture. Furthermore, this phase 

includes defining the scope and identifying 

stakeholders. One of the artifacts explained in this 

phase is Architecture Vision, as in this phase. The 

Architecture Vision is as follows: 

 

 

Figure 3.  Value Chain Diagram 

Based on Figure 3 above, the CRM service of PT 

Indorama has four leading activity roles: inventory 

management, customer services, product 

manufacturing, research and product development, 

customer visits, claims, and complaints. Meanwhile, 

the supporting activities are manufacturing 

management, employee recruitment, infrastructure, 

information technology development, and purchasing 

activities for operational business needs (for 

manufacturing)—Customer Relationship Management 

System at PT. Indorama is the main activity in serving 

customers. The team from Customer Relationship 

Management at PT. Indorama is involved in various 

activities ranging from service activities, scheduling 

visits (visiting customers), and serving any complaints 

from customers (claims and complaints). 

 

d. Business Architecture 

This phase provides the architecture of the business of 

customer relationship management. One of the 

artifacts used in this section is the SWOT analysis 

carried out to see companies' strengths, weaknesses, 

opportunities, and threats in developing customer 

relationship management services [15]. PT. Indorama 

has an experienced team, besides the availability of 

funds and management support in developing 

customer relationship management services, PT. 

Indorama. These things are the strength of PT. 

Indorama. Limitations in customer relationship 

management services are the limitations of the 
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information technology team needed for system 

development. Opportunities and development of 

customer relationship management services are to 

reduce telephone usage costs and reach markets and 

potential customers through the customer order 

application. The threat that arises is losing customers 

due to customer dissatisfaction with current customer 

service. 

 
Table 2. SWOT Analysis 

 

Strength (S) Weakness (W) 

Company management Limitations of 

information technology 

team 
Product quality 

Have an experienced team 

Availability of funds for 

service development 

management support in 

service development 

Opportunities (O) Threats (T) 

Reduce phone usage costs Company competition in 

the same category 

Marketing trend is 

increasing 

Lost customers due to 

customer service 

dissatisfaction 

Customer loyalty  

 

From the results of the SWOT analysis in table 2 

above, there is a threat of losing customers due to 

dissatisfaction with customer service. The opportunity 

to reduce telephone usage costs because every 

incoming customer call is charged to PT. Indorama. 

Likewise, with the opportunity to reach a wider 

audience. From the results of the SWOT analysis, 

seeing the opportunities and threats that arise, the 

development of customer relationship management 

service designs relates to the attention of stakeholders 

and the requirements of business capabilities 

mentioned in the architecture vision stage. 

 

The following is a gap analysis at the business 

architecture stage, which can be seen in table 3 below: 

 
Table 3. Gap Analysis Business Architecture 

 

No. Present condition Future Conditions 

1. It only has one 

customer service. 

Has two customer 

services, namely by 

phone and customer 

order application. 

2. The filling in data 

is not practical 

because it is done 

more once. 

The system is 

integrated with emails 

that are automatically 

distributed to 

stakeholders. 

3. Reporting from Reporting from 

marketing on 

claims & 

complaints is not 

real-time. 

marketing on claims 

& complaints can be 

real-time. 

4. Customers can 

access no system. 

There is already a 

system or application 

that customers can 

access to provide 

feedback, claim 

tickets, and complain 

directly. 

5. The web-based 

system cannot be 

accessed from 

anywhere (real-

time). 

The system is web-

based and can be 

accessed in real-time. 

 

e. Information System Architecture 

The Information System Architecture phase 

explains the data and application architecture. The 

diagram will describe the data dissemination diagram 

that explains the relationship between the logical 

application and the data entity with the common 

objectives of the company [16]. 

 

 

Figure 4.  Data Dissemination Diagram 

In figure 4. describes the relationship of customer 

relationship management services with customer order 

applications and data. In the customer visit, claim & 

complaint module, there are customer data, customer 

feedback data, and customer claim & complaint data. 

The customer order module has customer data, product 

order data, and claim & complaint data. The customer 

visit and process development process module include 

product testing data, test tracing data, and sales data. 

The customer visit & customer database module 

includes sales data, customer visit register data, and 

new customer register data. 
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Figure 5.  Gap Analysis Information Systems Architecture 

In figure 5 above, a new application is used, namely 

the customer order application. Four applications are 

maintained, namely the customer relationship 

management application, customer visits application, 

claims & complaints, customer and process 

development process application, and customer & 

customer order application. 

 

f. Technology Architecture 

Technology architecture identifies the usage of 

technology to enable applications within the company. 

Hence business performance could be improved [17]. 

In this phase, the relevant technology architecture will 

be developed using previously developed application 

architecture. The environment and location diagram is 

one of the artifacts produced in this architecture. The 

environment and location diagram shows the identified 

and proposed technology to support the application and 

data requirement. 

 

Figure 6.  Existing Network Topology 

The current network topology in figure 6 relies on 

a single router as a single-point service. The router 

currently functions as an internet gateway, user 

gateway, DHCP server, and bandwidth management. 

Using a router as a single-point service results in high 

CPU and memory usage, so the router's performance 

becomes unstable. Today's switches are still 

unmanageable, so it is impossible to do more in-depth 

configurations. Network and internet connections are 

needed to support business operations and customer 

relationship management services because data 

exchange is carried out through the DBMS system, 

customer service management uses software as a 

service, and voice-over IP connections to providers 

using SIP trunks are connected via the internet. The 

critical need for stable network and internet 

connections requires adjustments to network 

configurations to support business operations and 

customer relationship management systems. 

 

 

Figure 7.  Environment and Location Diagram 

In figure 7 above shows that the head office has 

business planning, customer service, operations 

departments, customer relationship management, 

finance, and IT divisions connected to the switching 

core and the router. IT departments use core switching 

and central office routers to unify and control internal 

networks such as data centers, disaster recovery 

centers, and customer sites so that the central office 

with customer clients can connect. Enterprises use 

private virtual or wide area networks using network 

methods. The customer headquarters and the customer 

must be able to connect to the data center and disaster 

recovery center so that the wide-area network uses the 

necessary VPN scheme. All customers can connect to 

the Internet to access the company's website and 

applications. 

 

 
 

Figure 8.  Gap Analysis Topologi pada Technology Architecture 
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g. Opportunities and Solutions 

Opportunities and Solutions is one of the TOGAF 

Architecture Development Method phases that aims to 

evaluate the design model of developed architecture 

[18]. This phase will then be the foundation or 

guidance for the implementation plan [19]. This phase 

helps the implementation plan to achieve its target 

implementation. One of the artifacts used in this 

application is the benefit diagram. This diagram aims 

to explain the relationship between the benefit of the 

opportunities identified and proposed [20].  

Based on figure 9 below, it is stated that there are 

two goals in customer relationship management 

services, namely the first goal: is to find out the 

comparison of customer relationship management 

systems using the TOGAF ADM framework, and the 

second goal: to produce an architectural model that can 

be used as a reference in the development of new 

infrastructure. The first goal is to provide a solution to 

provide tactical, strategic, and forecasting analysis 

applications, provide better decision-making results 

for customer relationship management services and 

provide an improved service decision measurement. 

The second goal is to provide a single solution, which 

is to provide integrated applications for managing 

strategy, policy, and process management, to provide 

faster and more integrated strategy, policy, and process 

management results, and to provide measurements 

with a higher chance of adapting strategies, policies, 

and new processes. Then from combining the two 

goals and their solutions, results, and measurements, 

two benefits or benefits from each goal are obtained, 

namely higher customer service and leading to higher 

revenue for the company and policies and processes 

that are faster in customer service and can generate 

revenue and better customer service. From the 

combination of these two benefits, the final result is in 

the form of benefits, namely better customer 

satisfaction overall and can generate better income. 

 

 
Figure 9.  Benefit Diagram 

 

 

IV. CONCLUSION 

Based on the results of planning and designing a 

business model and analyzing the company's 

architectural system and customer relationship 

management services at PT. Indorama can be 

concluded as follows: 

1. Design business models and enterprise 

architecture on customer relationship 

management systems and services at PT. 

Indorama was only carried out from the 

preliminary phase to the opportunities and 

solution phase. This adapts to the company's 

needs and time constraints so that it cannot 

produce an application that can be executed and 

passed on to the next step. 

2. Planning and design of the application 

architecture stage have a target design that adds 

customer order applications in each function that 

is useful for managing applications for each 

existing function. 

3. In the design phase of the technology 

architecture, technology adjustments are made to 

the application that will be used. Previously, the 
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technology was simple, using only one router and 

a standalone wireless network. 

4. In this research, enterprise architecture design 

produces various artifacts at each stage. These 

artifacts can be in the form of catalogs, analyses, 

and schematics used in designs that can help 

achieve business strategies. 
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Abstract— The Mulyoagung Village Office is a 

community service office in Mulyoagung Village. The 

service for making identity cards currently implemented 

at the village office uses the SiPeduli Desa website, but the 

results of the analysis carried out show that the 

throughput efficiency obtained is still quite low. There 

are several processes that require a long waiting time and 

also manual processing processes so that this condition is 

still less efficient. Therefore, changes in business 

processes need to be made to improve the old system that 

is currently running into a more optimal system. This 

significant change in business processes is called Business 

Process Reengineering. The concept of reengineering was 

born to solve the shortcomings of the old system or legacy 

system in a business process. Completion of a business 

process with Business Process Reengineering is done by 

eliminating processes that do not provide added value 

and changing manual processes into automated processes 

by utilizing information technology. The results of this 

study are business process designs that increase 

throughput efficiency from 30.85% in the previous 

process to 89.61% in processes that have been carried out 

by Business Process Reengineering. The application of 

Business Process Reengineering can help provide the 

design of a new business recommendation model that is 

obtained after an analysis of old business processes and 

analysis of redesign alternatives is carried out. Business 

Process Reengineering is also able to improve old 

processes both in terms of service and speed. 

Keywords— Business Process Reengineering; Kantor 

Desa Mulyoagung; Reengineering 

I. INTRODUCTION 

The business world is now growing, plus 
transaction processes are increasingly complex and the 
scope of business is getting wider. Therefore, it has 
become a necessity for a company to further improve 

its strategies and methods to succeed in the business 
world[1][2]. The Changers in business processes are 
sometimes needed to replace the old system that is 
currently running with a new system that is more 
optimal. This significant change in business processes 
is called Business Process Reengineering[3]. 

The term reengineering itself first appeared in the 
late 90s in the field of information technology (IT) by 
Michael Hammer who published an article in Harvard 
Business Review, which explains the importance of 
fundamental changes in an organization/company due 
to global changes in the economy, increasingly fierce 
competition, and changes in customer demand[4]. 

The concept of reengineering was born to solve the 
shortcomings of the old system or legacy system in a 
business process[5], A business process is a series of 
related activities carried out to achieve business results 
that are in line with the overall business vision and 
mission [6][7]. 

Business Process Reengineering is part of 
reengineering which is a concept of updating business 
processes by evaluating the shortcomings that exist in 
business processes[8][9], The concept is applied to 
optimize operations, reduce costs, accelerate business 
processes and improve services provided to clients to 
be more efficient and competitive[10][11]. 

Business Process Reengineering is one of the 
critical solutions for improving all business processes 
and performance measures. However, the use of 
Business Process Reengineering can also fail when the 
process tends to be focused without paying attention to 
the surrounding environment and company knowledge 
[12][13]. Therefore, the implementation of Business 
Process Reengineering must start with aligning the 
vision and mission within a company[13][14]. 

mailto:raihandj@webmail.umm.ac.id
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Several studies have shown that the use of the 
concept of Business Process Reengineering can provide 
significant changes and can improve company 
performance. The following are some examples of 
success from the implementation of Business Process 
Reengineering, the first of which was implemented at 
the Mojokerto PDAM, increasing throughput efficiency 
to 94.46%. Then the implementation of Business 
Process Reengineering at the Batu District Attorney's 
Office resulted in a throughput efficiency of 85.77% 
[4]. And lastly, the implementation of Business Process 
Reengineering at Indonesian A&A companies resulted 
in improvements in cost, time, quality, and flexibility 
factors[15]. 

Business Process Reengineering will be carried out 
in this research at the Mulyoagung Village Office. The 
business process that will be used is related to the 
community service work program, namely the process 
of making an ID card at the village office. 

One of the existing business processes at the 
Mulyoagung village office is the system for making ID 
cards at the village office using the SiPeduli Desa 
website. The use of the website helps in sending data to 
the Department of Population and Civil Registration, 
but after analysis, there are several business processes 
that require a long waiting time and also manual 
processing processes so this condition is still less 
efficient. 

Therefore, Business Process Reengineering was 

carried out on the business process of making ID cards 

at the village office. this is done to increase the level of 

efficiency during the process of making ID cards. 

II. METHOD 

The method used to support this research is the 

Business Process Reengineering method which is 

shown in Figure 1 below. 

 

Fig. 1. Business Process Reengineering Method 

Figure 1 shows the stages of the applied Business 

Process Reengineering methodology. Starting from the 

data collection stage to the solution stage. 

1. Observation and Data Collection 

At this stage, data collection and data search are carried 

out to meet the needs needed. Data were obtained from 

observations and interviews with the Mulyoagung 

Village Office as well as conducting a literature study 

related to Business Process ReengineeringAt this stage, 

data collection and data search are carried out to meet 

the needs needed. Data were obtained from 

observations and interviews with the Mulyoagung 

Village Office as well as conducting a literature study 

related to Business Process Reengineering. 

 

2. Identify Business Process 

At this stage, the results of data collection carried 

out will be identified to determine the business 

processes applied to the process of making ID cards at 

the Mulyoagung village office. Then the mapping was 

carried out using the ASME standard map. 

3. Throughput Efficiency Test 

In the throughput efficiency test phase, Equation 1 

will be used below. 

Throughput Efficiency =  
processing time is not a delay

total time in the system
x100%    (1) 

The value used in the throughput efficiency test is 

based on the time result of business process 

performance using ASME (American Society of 

Mechanical Engineers) standards. Furthermore, a 

comparison will be made between the throughput 

efficiency results from the initial business process and 

the throughput efficiency results from the new business 

process reengineering. 

4. Analysis of Redesign Alternatives 

At this stage, an analysis of the business processes 

that have deficiencies is carried out and improvements 

to the business process design are carried out. The 

improvement process is carried out by simplifying the 

process, reducing processing time, eliminating errors 

in the process, standardizing and automating the 

process. 

5. Recommendations 

At this stage, a business redesign is carried out 

based on the results of alternative analysis which is 

formed into a new, more efficient business process. 

Then mapping using ASME standard maps and testing 

the efficiency of throughput. 

6. Comparison of Throughput Efficiency 

At this stage a comparison of the overall service 

time is carried out on the initial business process and 

the redesigned business process. Comparisons were 

made based on the results of the percentage of overall 

service time using the ASME standard map. 
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7. Analysis of IT Usage Opportunities 

At this stage an analysis is carried out to find out the 

opportunities for using Information Technology (IT) 

that can support the redesign of business process 

designs 

 

III. RESULT AND DISCUSSION 

1. Observation and Data Collection 

From the results of observations and interviews on 

October 10 and 13, 2022 at the Mulyoagung Village 

Office, the system for making ID cards at the village 

office uses the SiPeduli Desa website. The use of the 

website helps in sending data to the Department of 

Population and Civil Registration, but after analyzing 

there are several business processes that require a long 

waiting time and also manual processing processes so 

that this condition is still less efficient. 

The hypothesis obtained from the results of 

observations and interviews related to the business 

process of making ID cards at the Mulyoagung village 

office that needs to be reengineered where the process 

of submitting an ID card is already using the website, 

but for the process of submitting the manufacture is 

still constrained by queuing problems and also the 

number of document processing processes that cause 

sufficient queuing time long. In addition, the process 

of verification and approval of data requires a process 

that is quite time consuming. 

2. Identify Business Process 

From the results of data collection conducted at the 

Mulyoagung Village Office, it was found that the 

process of making ID cards at the village office was 

identified as having a weak point of speed. In the 

business process, there are several parts involved in 

this business process, namely: applicants, village 

office employees, sub-district office employees, 

service operators, and heads of services. The flow of 

the business process for making ID cards at the 

Mulyoagung village office is shown in Figure 2. 

 

 
Fig 2. Business Process Flow for Making ID Cards at the Mulyoagung Village Office 

 

3. Throughput Efficiency Test 

At this stage, the business process for making ID 

cards is tested at the Mulyoagung village office using 

a throughput efficiency test. This test is mapped with 

ASME (American Society of Mechanical Engineers) 

standard maps. This test is carried out to measure the 

percentage of overall service time, the test results will 

be compared with the business process 

recommendations in terms of models and results. 

The following is a map of the ASME standard and 

the throughput efficiency test of the business process 

for making ID cards at the Mulyoagung village office. 

 

 

 

TABLE I.  IMPROVING THE BUSINESS PROCESS FOR MAKING ID CARDS AT THE VILLAGE OFFICE 

No Business Process 

 

 

 

 

 

 

Time / 

Minute 

Process 

Owner 

1. Applicant request a cover 

letter from the local RT 
⚫      120 Applicant 
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2. Applicant is waiting for the 

cover letter given from RT 
   ⚫   1320 Applicant 

3. Applicant goes to the 

mulyoagung village office 
  ⚫    20 Applicant 

4. Applicant submits a cover 

letter from rt 
⚫      5 Applicant 

5. Village officer checks 

cover letter 
 ⚫     10 

Village 

Officer 

6. Applicant submits a 

residence document 
⚫      5 Applicant 

7. Submit a copy of the 

document 
⚫      10 Applicant 

8. Village officials check the 

applicant's documents 

 
⚫     30 

Village 

Officer 

9. The officer scans the 

applicant's documents 
⚫      15 

Village 

Officer 

10. Village officers register 

applicant data at Sipeduli 

Desa 

 

⚫ 

     20 
Village 

Officer 

11. The village officer gives 

the service code to the 

applicant 

⚫ 
     10 

Village 

Officer 

12. Village officials apply for 

residence documents 
⚫      10 

Village 

Officer 

13. Service Operators 

Correcting and verifying 

applicant data 

⚫ 
     480 

Service 

Operator 

14. Waiting for correction and 

verification of applicant 

data 

  

 

⚫   960 
Service 

Operator 

15. Service Operators Submit 

for the population 

document approval process 

to the Head of Service 

⚫ 

     480 
Service 

Operator 

16 Waiting for the document 

approval process to be 

done 

 

  ⚫   960 
Service 

Operator 

17. Head of department 

Approve the residence 

document to be published 

⚫ 
     480 

Head of 

Department 

18. Waiting for the approval of 

the residence document 
   ⚫   960 

Head of 

Department 
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from the head of the 

service 

19. Service Operators check 

the results of approval 

from the head of service 

 
⚫ 

    480 
Service 

Operator 

20. Waiting for the Service 

Operator to check the 

results of the approval 

from the head of the 

service 

 

  ⚫   960 
Service 

Operator 

21. The Operator confirms to 

the village office that the 

application for residence 

documents has been 

approved 

⚫ 

     30 
Service 

Operator 

22. Village officer confirms to 

applicant 
⚫      30 

Village 

Officer 

23. The Applicant goes to the 

district 

 
 ⚫    20 Applicant 

24. The Applicant submits the 

document printing process 

by displaying the service 

code 

⚫ 

     10 Applicant 

25. The Applicant takes 

photos, scans fingerprints 

and signs for residence 

documents at the sub-

district office 

 

 

⚫ 

     120 Applicant 

26. Applicant go home and 

wait for sub-district 

officers to process data and 

create population 

documents 

 

  ⚫   480 Applicant 

27. The sub-district officer 

prints the finished 

residence document 
⚫      480 

Petugas  

Kecamatan 

28. Waiting for the results of 

the residence documents 

that have been printed 

  

 

⚫   960 
Petugas  

Kecamatan 

29. The Applicant goes to the 

district 

 
 ⚫    20 Applicant 

30. The Applicant takes the 

residence document at the 

sub-district office 
⚫      60 Applicant 

 Number of Stages 17 3 3 7 0 0   

  2,365 520 60 6,600 0 0 9,545 
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Table 1 shows the ASME standard map of the 

process of making ID cards at the Mulyoagung village 

office. Table 1 contains process stages, process 

symbols, processing time in minutes, and process 

owners. 

Furthermore, throughput efficiency testing was 

carried out to measure the overall service time 

performance from the results of the ASME standard 

mapping of the new installation process as follows. 

𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =  
2,945

9,545
 𝑥 100% = 30.85% 

The results of testing the throughput efficiency of the 

ASME standard mapping on the process of making ID 

cards at the Mulyoagung village office. The value of 

2,945 is the processing time without delay, while the 

value of 9.545 is all processing time including the 

delay. The results of the throughput efficiency test 

obtained are 30.85% and the remaining time is 69.15% 

in the process is not running. 

4. Analysis of Redesign Alternatives 

At this stage, the process design is refined by 

simplifying the process, reducing processing time, 

eliminating errors in the process, standardizing and 

automating the process. 

 

 

 

TABLE II.  IMPROVING THE BUSINESS PROCESS FOR MAKING ID CARDS AT THE VILLAGE OFFICE 

No Process Stage Completion Step 

1 Applicant asks for a cover letter from the local RT Elimination 

2 Applicant is waiting for the cover letter given from rt Elimination 

3 Applicant submits a cover letter from rt Elimination 

4 Village officer checks cover letter Elimination 

5 Service Operators Correcting and verifying applicant data Automate 

6 Waiting for correction and verification of applicant data Elimination 

 

7 

 

Service Operators Submit for the population document approval 

process to the Head of Service 

 

Automate 

8 Waiting for the document approval process to be done Elimination 

9 Head of department Approve the residence document to be 

published 

Automate 

10 Waiting for the approval of the residence document from the head 

of the service 

Elimination 

11 Service Operators check the results of approval from the head of 

service 

Elimination 

12 Waiting for the Service Operator to check the results of the 

approval from the head of the service 

Elimination 

13 The Operator confirms to the village office that the application for 

residence documents has been approved 

Elimination 

14 The Applicant goes to the district Elimination 
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15 Applicant go home and wait for sub-district officers to process data 

and create population documents 

Elimination 

16 The sub-district officer prints the finished residence document Automate 

17 Waiting for the results of the residence documents that have been 

printed 

Elimination 

18 The Applicant goes to the district Elimination 

19 The Applicant takes the residence document at the sub-district 

office 

Elimination 

 

Table 2 is the result of improving the business 

process design for making ID cards at the Village 

Office by eliminating several processes that are 

considered lacking or can be changed into a new 

process. Then automate the process to make it easier to 

do using IT. 

 

TABLE III.  ALTERNATIVE BUSINESS PROCESS FOR MAKING ID CARDS AT THE VILLAGE OFFICE 

No Task Name Alternative 

1 Registration process via village account This can provide 2 village accounts, a 

computer, and a scanner to speed up the 

process of submitting population documents. 

2 The Service Operator verifies the applicant's data and 

submits the residence document approval to the Head 

of the Service 

Automate data verification as well as apply 

for approval when data has been verified 

3 Head of Service Approve the population documents 

to be issued 

Automate the approval process and send 

confirmation messages to the village or 

related applicants via e-mail or phone 

number. 

4 The process of printing the finished residence 

document 

This can be done at the village office by 

providing a tool for printing residence 

document cards 

 

Table 3 above is an alternative process offered so 

as to reduce the waiting time that occurs in several 

processes. 

5. Recommendations 

New business processes are designed following 

an analysis of redesign alternatives that eliminate and 

automate some business processes. Adjustments 

were then made based on the results of the analysis 

of opportunities for using IT for the business process 

of recommendations for making a new Mulyoagung 

village office ID card.
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Fig 3. Business Process Recommendations for Making KTPs at the Mulyoagung Village Office 

 

Figure 3 is a business process recommendation for 

making a new Mulyoagung village office ID card. 

Where in the business process, the applicant's 

recommendation does not need to ask for a cover letter 

from the RT and the process of making an ID card can 

be done at the Mulyoagung village office. 

From the recommendation business process that has 

been designed, mapping is carried out using ASME 

standards and throughput efficiency testing to test the 

overall service time. 

 

TABLE IV.  ASME STANDARD MAP BUSINESS PROCESS RECOMMENDATIONS FOR MAKING KTP AT THE VILLAGE OFFICE 

No Business Process 

      

Time 

/Minute 

Process 

Owner 

1. The applicant goes to 

the mulyoagung 

village office 

    ⚫       20 Applicant 

2. The applicant submits 

a residence document 
⚫           5 Applicant 

3. Applicant Submit a 

copy of the document 
⚫           10 Applicant 

4. Village officials check 

the applicant's 

documents 

   

⚫ 

        30 Village 

Officer 

5. The applicant scans 

the applicant's 

documents 

⚫           15 Applicant 

6. Village officers help 

register applicant data 

at Sipeduli Desa 

⚫           20 Village 

Officer 

7. The village officer 

gives the service code 

to the applicant 

⚫           10 Village 

Officer 

8. Village officials apply 

for residence 

documents 

⚫           10 Village 

Officer 
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9. The Service Operator 

verifies the applicant's 

data and submits the 

approval process in the 

system 

  ⚫         480 Service 

Operator 

10. Head of service 

Approval of 

population documents 

to be issued and 

confirm to the 

applicant and village 

officials in the system 

  ⚫         480 Head of 

Department 

11. the applicant goes to 

the mulyoagung 

village office 

    ⚫       20 Applicant 

12. The applicant takes a 

photo, scans 

fingerprints and signs 

for residence 

documents at the 

village office 

⚫           120 Applicant 

13. Village officials 

process and print 

ready-made residence 

documents 

⚫           120 Village 

Officer 

14. The applicant waits for 

the residence 

document to finish 

printing 

      ⚫     180 Applicant 

15. The applicant takes the 

completed residence 

document 

⚫           20 Applicant 

  Number of Stages 9 3 2 1 0 0     

    330 990 40 180 0 0 1,540 

  

Table 6 is the result of mapping the business process 

recommendations for making KTPs at the Mulyoagung 

village office using the ASME standard map. 

Furthermore, throughput efficiency testing is carried 

out based on the results of the recommendation 

business process mapping. 

𝑒𝑓𝑖𝑠𝑖𝑒𝑛𝑠𝑖 𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =  
1.380

1.540
 𝑥 100% = 89,61% 

The results of the throughput efficiency test carried 

out on the business process recommendations for 

making ID cards at the Mulyoagung village office gave 

very good results with a high percentage of 89.61% and 

10.39% of service times that were not running. This 

percentage increase is due to several processes that are 

less efficient and require a long time to be eliminated 

and automated so that they can help the process to be 

more efficient. 

6. Comparison of Throughput Efficiency 

At this stage, a comparison of the overall service time 

on the initial business process and the recommendation 
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business process is carried out based on the mapping 

results with ASME standards and the value obtained 

from the throughput efficiency test results 

 

TABLE V.  COMPARISON OF BUSINESS PROCESSES FOR MAKING ID CARDS AT THE VILLAGE OFFICE 

No Business process Initial Throughput 

Efficiency 
Recommended 

Throughput 

Efficiency 

Initial Processing 

Speed 

Recommended 

Processing Speed 

1. The Business Process of Making 

an ID Card at the Village Office 
30,85% 89,61% 9545 Minutes 1540 Minutes 

Table 7 is the result of the comparison of the initial 

business processes and the recommended business 

processes. The results obtained are the throughput 

efficiency value increased by 58.76% from 30.85% to 

89.61% and also the processing speed increased from 

9,545 minutes to 1,540 minutes. 

7. Analysis of IT Usage Opportunities 

Utilization of Information Technology can increase the 

efficiency of a business process. Therefore, at this 

stage an analysis is carried out to find out the 

opportunities for using information technology to 

support the redesign of the business process for making 

ID cards at the Mulyoagung village office 

 

TABLE VI.  HARDWARE REQUIREMENTS ANALYSIS RESULTS 

No Hardware Number 

of Devices 

Unit price 

1. Computer/PC 1 Rp 7.000.000,00 

2. Scanner 2 Rp 5.000.000,00 

3. Card Printing Tool 1 Rp 20.000.000,00 

4. Camera 1 Rp 4.500.000,00 

5. Wifi 1 Rp 500.000,00 

 Total Price  Rp 42.000.000,00 

TABLE VII.  SOFTWARE REQUIREMENTS ANALYSIS RESULTS 

No Software 

1. Microsoft Office  

2. Browser   

3. Website SiPeduli Desa 

 

Table 4 and Table 5 components of information 

technology that can be used in the business process of 

making ID cards at the Mulyoagung village office. By 

utilizing this technology, the waiting time in the queue 

for the KTP making process at the Muryoagung village 

office can be shortened, and the KTP issuance process 

can be simplified so that the KTP can be issued directly 

at the Muryoagung village office. 

 

IV. CONCLUSION 

The application of Business Process Reengineering 
can help change old business processes to new business 
processes, so as to be able to get more efficient 
processes. Completion of a business process is done by 
eliminating processes that do not provide added value 
and changing manual processes into automated 
processes with the help of information technology. 

Business Process Reengineering is also able to find 
the difference between the old process and the new 
process. Both in terms of service, speed, and cost. In the 
business process of making ID cards, throughput 
efficiency tests were carried out with the results of the 
old business process being 30.85% and the new 
business recommendation process being 89.61%. In the 
new business recommendation process, it is superior 
because the ID card creation time is 89.61% running 
well with a speed of 1,540 minutes. 

Business Process Reengineering can provide new 
business recommendation model designs that are 
obtained after analysis of old business processes and 
analysis of redesign alternatives. 
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Abstract— PT Shafira Putri Kreatif is a company 

engaged in the field of fashion and apparel for men and 

women. In business processes, communication is carried 

out manually in the form of face-to-face or in-office 

meetings between subsidiaries. This results in 

inappropriate or forgotten information on production 

and sales. Therefore, implementing the ERP module is 

important to help point problems faced by companies to 

better control its financial performance. The SDLC 

Rapid Application Development (RAD) method was 

used. System design is done by making DFD and ERD. 

The system design is coded using the PHP programming 

language with the Laravel framework and SQL database. 

The result of the research is a website-based application 

that is integrated with the sales module which can assist 

in viewing and managing transaction data from 

subsidiaries. 

Keywords— ERP; Sales Module; Design and Build; SDLC 

RAD; Website 

I. INTRODUCTION 

ERP or Enterprise resource planning is a method 

used by the industry in carrying out business processes 

more efficiently by sharing information for business 

processes and running on a system that is integrated 

with each other in carrying out company operations, 

production or distribution [1]. 

PT Shafira Putri Kreatif is a company engaged in 

the field of fashion and apparel for men and women. PT 

Shafira Putri Kreatif has several subsidiaries that carry 

out certain fashion manufacturing fields, these 

companies consist of: Ina Butik (engaged in perfecting 

dresses, kebaya and hijab), Lumonggasari (making 

clothes with minimalist and elegant fashion styles) and 

Ads Collection (producing various uniforms for work, 

school and other general fashion clothing). 

PT Shafira Putri Kreatif in conducting 

communication between subsidiaries is done manually, 

in the form of face-to-face or in-office meetings. From 

the existing business processes, the information 

submitted is not appropriate and the production 

business processes at PT Shafira Putri Kreatif are not 

fully running properly or according to needs. From the 

existing system, a new system is needed to help provide 

production and sales information at PT Shafira Putri 

Kreatif by creating an ERP system that can be used as 

a guide in carrying out business processes by 

implementing best practices so as to increase 

productivity, reduce waste and improve product quality 

and create data standards. and information through 

uniform reports [1]. 

Based on the description that has been explained, in 

this study carried out ERP development using the RAD 

(Rapid Application Development). The RAD method is 

a linear sequential software development process model 

that emphasizes a very short development cycle (range 

of 60 to 90 days). The development of the RAD model 

will shorten the development time in the software 

development cycle between system design and 

implementation [2]. In the RAD method there are 

Requirements Planning, Design Workshop (Design 

Process) and Implementation (Implementation) stages 

[3]. In conducting research, this method is needed to 

design several important problem points faced by the 

company, as well as the solutions offered in the 

modernization of the PT Shafira Putri Kreatif system. 
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II. METHOD 

In this study, a reference or comparison of previous 

research was carried out in finding material and 

avoiding material similarities. 

Research that carried out ERP implementation was 

carried out by Fakung Rahman on report presentation. 

PT Surya Citra Television has succeeded in 

implementing SAP by creating a design that applies 

ERP concepts and financial reports. The system uses 

SAP R/3 which can present financial reports quickly, 

accurately, facts and objective [4]. 

Subsequent research using the Rapid Application 

Development (RAD) method was conducted by Jansen 

Wiratama, Hari Santoso and Sobiyanto. In this 

research, the dashboarding management system 

executive monitoring project progress determines 

project feasibility using the forecasting method 

approach (Case Study: PT Rajawali Mas Mandiri). In 

this study, it was successful in making dashboards for 

project monitoring using the RAD software 

development method. The research results are used as a 

support in project monitoring activities for corporate 

executives at PT Rajawali Mas Mandiri [5]. 

Research conducted by Ririn Ikana Desanti, Carolyn 

Feiby Supit, Andree E. Widjaja made an employee 

recruitment and appraisal application using the RAD 

software development method with a prototype 

approach. The results of the research resulted in a web-

based employee recruitment and appraisal application 

at PT. XYZ which was developed using the RAD 

method. This application can help (support) the HRD 

department [6]. 

 

In this study using the RAD software development 

method in the design of an integrated sales module 

system. The RAD method was chosen because the 

RAD method is suitable for projects that require a short 

time, namely the range of 60 to 90 days and produces a 

system that meets the immediate needs of the customer 

[1]. The RAD method has the stages described in Figure 

3.1 for carrying out the design of an integrated sales 

module system at PT Putri Shafira Kreatif. 

 

Fig 1. RAD method 

 

The RAD design for designing the ERP system 

required for PT Shafira Putri Kreatif has stages which 

can be explained as follows: 

A. Requirements Planning 

At this stage it is carried out to identify the needs, 

limitations and objectivity of the system to be built by 

collecting data at PT Shafira Putri Kreatif. This stage is 

carried out through an interview process and 

distributing questionnaires that aim to obtain 

information about ongoing business processes and 

problems that occur at PT Shafira Putri Kreatif. After 

collecting data, a solution was found, namely the design 

of an integrated sales module system with the RAD 

method at PT Shafira Putri Kreatif. 

B. RAD Design Workshop 

a) Design System 

At this stage, modeling is carried out based on 

the results of data collection in the previous 

stage. In this study the modeling that was 

carried out was DFD design and database 

design by making the ERD system to be built. 

b) Build the System 

At this stage, the implementation of the 

system is carried out into the coding program 

and database. In this study the database used 

is SQL and the PHP programming language 

with the Laravel framework 

C. Implementation 

At this stage, implementing a system that has been 

approved by PT Shafira Putri Kreatif. At this stage it is 

customary to provide feedback on the system that has 

been made and to obtain approval for the system. 

 

III. RESULT AND DISCUSSION 

In conducting this research using the RAD software 

development method. In system design, DFD (Data 

Flow Diagram) and ERD (Entity Relationship 

Diagram) design is made. The coding is done using the 

PHP programming language with the Laravel 

framework and SQL database. 

A. Requirements Planning 

Requirements planning is a stage for defining what 

system requirements are needed in building a system 

that is integrated with the sales module at PT Shafira 

Putri Kreatif using the RAD method. In this study, the 

needs analysis consists of functional requirements and 

non-functional requirements. 

Based on the results of interviews and data analysis 

through distributing questionnaires, the functional 

requirements of the sales module integrated system at 

PT Shafira Putri Kreatif using the RAD method are 

obtained, namely: 

1) Admin 

Admin is an actor assigned to the center who 

can manage transaction data from 3 subsidiary 

branches of PT Shafira Putri Kreatif. Following are 
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the functional requirements of the admin actor 

namely: 

1. Log in 

2. Manage supplier data 

3. Manage customer data 

4. Manage branch data 

5. Manage unit data 

6. Manage category data 

7. Manage product data 

8. Print purchase data 

9. Print sales data 

2) Branch Admin 

The branch admin is an actor in charge of 

managing product data, in this case, a subsidiary of 

PT Shafira Putri Kreatif. The following are the 

functional requirements of the branch admin actor, 

namely: 

1. Log in 

2. Manage product data 

3. Manage sales data 

4. Manage purchasing data 

5. Print purchase data 

6. Print sales data 

Non-functional requirements are stages for 

defining what devices are needed in building a system, 

both software and hardware. The following are the 

non-functional requirements of the system to be built, 

namely: 

1) Hardware Requirements 

Hardware is a device in physical form with 

specifications to run the system. The following 

hardware is used as follows: 

a. Computer or Laptop 

b. Intel Core i3 processor 

b. 3.4GB of RAM 

c. 500GB hard drive 

d. Mouse and Keyboard 

2) Software requirements 

Software requirements is an application that is 

needed to be able to build the system to be made. 

The software used is: 

a. Operating System: Windows 10 

b. Databases: SQL 

c. Web Server: XAMPP 

d. Web Browsers: Mozilla, Chrome 

e. Text Editor: Visual Studio Code 

f. Draw.io 

 

B. RAD Design Workshop 

The design process is the stage for creating a design 

based on the results of the needs analysis. In this study, 

the design for the integrated system design of the sales 

module at PT Shafira Putri Kreatif was made using the 

RAD method, namely making a system design in the 

form of data flow diagrams (DFD) and entity 

relationship diagrams (ERD). 

Data flow diagrams or context diagrams are 

diagrams that describe the entire process in the system 

in the sales module integrated system design at PT 

Shafira Putri Kreatif with the RAD method which is 

depicted in Fig 2. 

 

 
Fig 2. DFD Level 0 Website Sales Module of PT Shafira Putri 

Kreatif 

From Fig 2. DFD Level 0 it can be explained as 

follows: 

a. The admin inputs data on the sales module 

integrated system design application at PT 

Shafira Putri Kreatif. The data input is supplier 

data, customer data, branch data, unit data, 

product data and category data. Furthermore, the 

admin can see the results of the data that has been 

input. 

b. The branch admin inputs product data, sales data 

and purchase data into the system. From this 

process, the results of product data, sales data and 

purchase data are obtained. 

c. The sales module integrated system collects data 

on invoices that have been carried out by the 

branch admin and displays the results to the 

admin and branch admin. 

 

From DFD Level 0 or context diagram then DFD 

Level 1 is described as a continuation of DFD Level 

0. DFD Level 1 in this study is depicted in Fig 3. 

 

 
Fig 3. DFD Level 1 Website Sales Module of PT Shafira Putri 

Kreatif 
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Explanation of Fig 3. DFD Level 1 will be explained 

as follows: 

a. DFD Level 1 for process number 1 is used to 

manage master data. In process number 1 it 

involves an external entity admin. Admin can 

perform the login process, input supplier data, 

customer data, branch data, category data and 

product data on the system which is stored in data 

store suppliers, customers, branches, categories 

and products. 

b. DFD Level 1 for process number 2 is used to 

manage product data. In process number 2 it 

involves an external entity admin and branch 

admin. Admin and branch admin input product 

data on the system which is stored in the product 

data store. 

c. DFD Level 1 for process number 3 is used to 

make sales. In process number 3 it involves an 

external entity admin branch. The branch admin 

inputs sales data on the system which is stored in 

the purchase_order and purchase_order_detail 

data stores. 

d. DFD Level 1 for process number 4 is used to 

make purchases. In process number 4 it involves 

an external entity admin branch. Branch admins 

who want to make purchases by inputting 

purchase data into the system, then the data is 

stored in the purchase_order and 

purchase_order_detail data stores. 

e. DFD Level 1 for process number 5 is used to view 

invoices. Invoice data is generated in the system 

based on purchase_order and 

purchase_order_detail store data. Invoice data 

can be seen by external entity admins and branch 

admins. 

 

Database design is done by making ERD used to 

describe entities and relationships between entities 

contained in the system. Each entity in the ERD has 

attributes, the ERD used is depicted in Fig 4. 

 
Fig 4. ERD Website Sales Module of PT Shafira Putri Kreatif 

 

C. Implementation 

1) Admin 

When a user logs in as an admin actor, he has 

access rights/functions, namely managing user 

data, suppliers, customers, branches, units, 

categories, products, purchase orders (PO) and 

sales and logout. 

 

 
Fig 5.  Login Page 

 

When the admin has successfully logged in, 

they will be directed to the dashboard page as 

shown in Fig 6. 
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Fig 6. Dashboard 

 

Admin can manage user data such as add, edit 

and delete user data. display of user data page can 

be seen in Fig 7. 

 
Fig 7. User Data Page 

 

Views for managing category data can be seen 

in Fig 8. On the category data page you can add, 

edit and delete category data. 

 
Fig 8. Category Data Page  

 

The product page is used by the admin to view 

product data and manage product data such as 

adding, editing and deleting product data as shown 

in Fig 9. 

 
Fig 9. Product Data Page 

 

The purchase order data page is a page that 

displays information on purchases made by the 

company's branches which can be seen in Fig 10. 

On this page you can manage purchase order data. 

 
Fig 10. Purchase Order Data Page 

 

The sales data page is a page that displays sales 

information made by the company's branches for 

products available at PT Shafira Putri Kreatif 

which can be seen in Fig 11. On this page you can 

add sales data and view sales details. 

 
Fig 11. Sales Data Page 

 

 

Print purchase data is the action used by the 

admin to print the selected purchase data by 

pressing the "Print" button. Then the system will 

display the selected purchase data for printing 

which can be seen in Fig 12. 

 
Fig 12. Purchase Data Print Page 

 

2) Branch Admin 

When a user enters as a branch admin actor, he 

has access rights/functions, namely managing 

customer data, products, purchase orders (PO) and 

sales and logout. 

On the login page, the branch admin is used to 

enter the system by entering the username and 

password in Fig 13. 

 

 
Fig 13 Login Page 
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The dashboard page shown in Fig 14 is a page 

that displays brief information regarding the 

number of branches, products, total sales for this 

month, total customers, income data graphs, sales 

outcome data per year and the top 5 products per 

branch. 

 
Fig 14. Dashboard Branch Admin 

 

The customer data page is a page that displays 

customer data information consisting of name, 

telephone number, email and address. On the 

customer data page, the branch admin can manage 

customer data, namely adding, editing and deleting 

customer data. Implementation of customer data 

pages can be seen in Fig 15. 

 
Fig 15. Customer Data Page 

 

The product data page is a page that displays 

available product information. On the product data 

page, the branch admin can manage product data, 

namely add, edit and delete product data. Product 

data page implementation can be seen in Fig 16. 

 
Fig 16. Product Data Page 

 

The purchase data page is a page that displays 

information on purchase data made by the branch 

admin for PT Shafira Putri Kreatif. Implementation 

of purchasing data pages can be seen in Fig 17. 

 
Fig 17. Purchase Order Data Page 

 

Add purchase data is a page that is used by the 

branch admin to add purchase data made to PT 

Shafira Putri Kreatif's products. Add purchase data 

by pressing the "Add PO" button. Then the system 

displays a pop-up select a branch and selects the 

Ads Collection branch which can be seen in Fig 18. 

 
Fig 18. Add Purchase Data page 

 

In Fig 19 it is used to add purchasing data such 

as products purchased, date of purchase, supplier 

and purchase status. 

 
Fig 19. Successful Add Purchase Data Page 

 

Branch admins can add purchased product data 

by pressing the "Add Product" button. Then the 

system displays the add product form and press the 

"Add Product" button to save the product data. 

Implementation of the added product page on 

purchases can be seen in Fig 20. 

 
Fig 20. Add Product Data Page on Purchase 

 

When successfully adding product data to a 

purchase it will appear in Fig 21. 

 
Fig 21. Successful Add Product Page On Purchase 

 

 

The sales data page is a page that displays 

information on sales data at PT Shafira Putri 

Kreatif which consists of transaction no, branch, 

customer, transaction date, total qty, total price, 

maker and status. On the sales data page, the branch 

admin can manage data, namely adding sales data 



 

 

 

 

 

 

IJNMT (International Journal of New Media Technology), Vol. 10, No. 1 | June 2023 27 

 

 

 

ISSN 2355-0082 

and viewing detailed sales data. Implementation of 

sales data pages can be seen in Fig 22. 

 
Fig 22. Sales Data Page 

 

Add sales data is a page used by the branch 

admin to add sales data by pressing the "Add Sales" 

button. Then the system displays an added sales 

pop-up which can be seen in Fig 23. 

 
Fig 23. Add Sales Data Page 

 

The successful page for adding sales can be seen in 

Fig 24. On this page you can add products, set status 

and print sales data. 

 
Fig 24. Successful Add Sales Data Page 

 

When the product data has been added, it will be 

displayed on the sales data product list which can be 

seen in Fig 25. 

 
Fig 25. Sales Data Detail Page 

 

On the sales data detail page, the branch admin can 

print sales transactions by pressing the "Print" button 

and displaying the printed page as shown in Fig 26. 

 
Fig 26. Sales Data Print Page 

D. System Testing 

System testing is carried out using the black box 

method which tests the functionality of the system that 

has been made. From the results of the tests that have 

been carried out, the results show that all functions can 

run properly. 

Subsequent tests were carried out on application 

users, namely testing the user acceptance test (UAT) 

by making a questionnaire related to this application. 

Respondents used amounted to 9 people. 

Calculation of UAT on the results of the 

questionnaire is carried out as follows: 

1. Calculate the answer score 

Calculation of the total score of the respondent's 

answers was carried out on all the answers chosen 

by the respondent and then added up. 

The results of calculating the total score are as 

follows: 

SS  = 19 X 5 = 95 

S  = 46 X 4 = 184 

N  = 8 X 3   = 24 

TS  = 7 X 2   = 14 

STS = 10 X 1  = 10 

Total  = 327 

2. Calculating the highest score (X) 

To calculate the highest score is done as follows. 

𝑋 = 𝐻𝑖𝑔ℎ𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒 ×
(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠 ×
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡𝑠)              

(1)          

 = 5 x (10 x 9) 

 = 450 
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3. Calculate the lowest score (Y) 

To calculate the lowest score is done as follows 

𝑌 = 𝐿𝑜𝑤𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒 ×
(𝑗𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠 ×
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡𝑠)                

(2)            

 = 1 x (10 x 9) 

 = 90 

4. Calculation of the percentage of UAT 

After obtaining the number of respondents' 

scores, the UAT percentage calculation is carried 

out using the following. 

𝑃 =
𝑓

𝑛
× 100 %             (3)

   

Information: 

P = Percentage 

F = Response Frequency 

𝑛  = Number of Respondents 

    

𝑃 =
327

450
× 100 %      

𝑃 = 72.6 %      

 

From the results obtained it was concluded that the 

total score obtained was 90 (72.6%) of the highest 

score of 450 (100%). This shows that the 

implementation of an integrated sales module system 

at PT Shafira Putri Kreatif is included in the Feasible 

category because it is in the range of 60 – 80%. 

 

 

IV. CONCLUSION 

From the results of the research on the integrated 
system design of the sales module at PT Shafira Putri 
Kreatif using the RAD method, it can be concluded that: 

1. The system can record and store reports on goods, 
sales, suppliers and customers at PT Shafira Putri 
Kreatif, namely with an admin actor who can 
control data with the feature of managing data on 
suppliers, customers, branches, units, categories, 
products and invoices from 3 subsidiary 
companies PT Shafira Putri Kreatif. 

2. How the system works in connecting entry, exit, 
and the state of stock of goods in each subsidiary, 
that is, in the system there is a branch admin actor 
who can manage product data, sales and purchases 
which can be displayed on the admin dashboard. 

3. Prioritized ERP implementation in this study, 

namely production and sales at PT Shafira Putri 

Kreatif in the form of a website that can establish 

communication between subsidiaries at PT 

Shafira Putri Kreatif. The results of system testing 

using the blackbox method show that all features 

can be carried out according to their expected 

functions with minimal errors/bugs and a fairly 

effective and easy-to-use appearance for novice 

users. Furthermore, a user acceptance test (UAT) 

test was carried out which obtained a percentage 

of 72.6% which was included in the "Decent" 

feasibility category. 

Based on the above conclusions, suggestions are 
made for further research, namely: 

1. For further research, it is hoped that it will be 
able to deepen the application of Enterprise 
Resource Planning (ERP) in business 
processes carried out in a company such as 
considering the production raw materials 
used, the production processes undertaken. 

2. For further system development, it is 
necessary to evaluate existing/implemented 
ERP modules, then carry out an analysis to 
find out the needs of further users. 
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Abstract— Emotion detection (ED) refers to identifying 

individual emotions or feelings, such as happiness, 

sadness, disappointment, fear, etc. The classic machine 

learning technique still relies on feature engineering, 

which makes it difficult to convey the meaning of words. 

Deep learning-based algorithms have recently been 

shown to be beneficial for emotion detection because they 

require only a simple feature creation process. Transfer 

learning is an approach that uses data similarities, data 

distribution, models, tasks, and other factors to apply 

knowledge learned in one domain to a new domain. This 

study is to shed light on the fine-tuned models' efficacy in 

detecting emotions from the International Survey on 

Emotion Antecedents and Reactions (ISEAR) dataset. In 

order to optimize the model, we conducted the 

hyperparameters tuning on the Adam optimizer in 

DistilBERT. The experiment examined the moment 

estimators and learning rate of the Adam optimizer. The 

effect of the parameters on training and validation 

accuracy was presented and analyzed. Adam 

optimization first-moment estimators provide more 

robust convergence to the model during the training 

process as their value approaches one. The testing results 

of emotion detection is 97.14%.. 

Keywords— emotion detection; transfer learning; Adam 

optimizer; DistilBERT. 

I. INTRODUCTION 

The advancement of internet technology results in a 
rising amount of multimedia data. Multimedia data 
includes text, speech, images, and video and is 
produced and contains a vast amount of information. 
One type of digital content that is shared online is 
textual data. Social media generates millions of 
messages per day, necessitating immediate 
unstructured data processing [1]–[3]. Opinion mining 
has become essential in recent studies as a result of this 
occurrence [4]. Users can express or share their actions, 
thoughts, views, and emotions on social media [5]. As 
a result, a lot of businesses use this opportunity to 
analyze user-generated data as a source of analysis for 
internal decision-making [6], [7]. 

Emotion detection (ED) refers to identifying 
individual emotions or feelings, such as happiness, 
sadness, disappointment, fear, etc. Emotions can be 
detected in a person's voice, facial expressions, 
movements, and writing. This is based on the opinion 
that when someone is sad, he will use words that are not 
encouraging. Emotional acceptance and detection are 
used in various fields, such as healthcare, education, 
and advertising [8]. In healthcare, emotions or feelings 
can affect a person's health. Depressed emotions or 
depression can drain mental energy. Therefore, it harms 
the body and causes a decrease in health. Meanwhile, a 
joyful atmosphere can help restore one's health. In 
education, emotions play an essential role in the quality 
and quantity of student learning. Brain activity will 
increase when children experience positive emotions so 
that they can concentrate better. Emotional marketing is 
currently in great demand by companies because of its 
effectiveness in attracting consumer interest. Emotional 
marketing is a marketing and advertising effort that uses 
emotions to make audiences pay more attention to, 
remember, and make purchases. Many researchers are 
interested in improving the relationship between 
humans and computers using emotional extraction on 
social media, such as Twitter, Instagram, YouTube, 
Facebook, etc. [9]. Text-based emotion detection can be 
applied using NLP techniques to analyze the semantic 
meaning of a text. 

Different from emotion detection research from 
faces [8] and voices [10], text detection is more 
challenging because it requires careful modeling of text 
since words associate with different emotions in 
different contexts with varying levels of magnitude 
making the identification of words for document 
representation more challenging [11]. Online social 
media content is short, informal, and unstructured text 
comprising incomplete and misspelled words, 
abbreviations, acronyms, and special characters. 
Moreover, like most NLP, we face problems such as 
negative words and anaphora which can change the 
meaning of sentences. An example of a negative word: 
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'I am not sad'. Sad is a word that shows implicit 
emotion, but the presence of the word not before sad 
makes the meaning of the sentence change to be similar 
to happy. The classification could be wrong if the 
computer cannot grasp this meaning. Anaphora refers 
to using a grammatical substitute like a pro-noun or pro-
verb to denote a preceding word or a group of words. 

Previous studies recognized human emotion from 
text using a rule-based and feature representation 
technique. The rules of emotion are then derived 
utilizing statistics, linguistics, and computation 
techniques. The best rules are chosen later. The rules 
are then applied to emotion datasets to determine 
emotion labels. Dibyendu et al. [12] proposed semantic 
rules to identify emotion at the sentence level.  The 
method examines emotion words and phrasal verbs, as 
well as negation words, and performs better than 
previous approaches. presents a rule-based technique 
for detecting the emotion or mood of a tweet and 
categorizing it in the proper emotional category. The 
drawbacks of rule-based systems are a lack of 
contextual meaning and a lexicon with insufficient 
words.  

The feature-based method relies heavily on machine 
learning techniques. It has improved classification 
accuracy by using appropriate models and 
characteristics to categorize text, but its efficiency is 
often lower than that based on the emotion dictionary 
[5]. The classic machine learning technique still relies 
on feature engineering [13], which makes it difficult to 
convey the meaning of words. Singh et al. [14] 
proposed the feature combination using semantic and 
statistical of words during the selection of significant 
features to construct the word vector. The framework 
consists of two stages: semantic-based to extract the 
meaningful words using POS tagger and statistical-
based to remove the weak semantic feature using the 
Chi-square method.  

Pang et al. [15] construct the topic-level feature 
space by grouping semantically related words. They 
develop the weighted labeled topic model (WLTM) and 
X-term emotion-topic model (XETM) to detect 
emotions toward certain topics. WLTM defines one-to-
many mapping between emotions and multiple topics. 
XETM uses emotion distributions of labeled documents 
to constrain the topic probability of each feature during 
the training process. J.Guo [16] utilized deep learning 
and natural language processing to detect humans’ 
emotions in text. They combined the questionnaire-
based approach and the text-analysis-based approach 
features as feature vectors in the prior classifier. The 
method produced a human detection emotion rate of 
97.22% and a classification emotion rate of 98.02%. 
Anzum and Gavrilova [4] introduced a novel approach 
of feature representation from Twitter based on Genetic 
Algorithm (GA). It is composed of stylistic, sentiment, 
and linguistic features extracted from tweets data. They 

used an ensemble classifier with weights optimized by 
GA to increase the detection accuracy.  

Deep learning-based algorithms have recently been 

shown to be beneficial for emotion detection because 

they require only a simple feature creation process. One 

of the primary benefits of deep learning-based text 

mining approaches is efficient feature engineering. 

Transfer learning is an approach that uses data 

similarities, data distribution, models, tasks, and other 

factors to apply knowledge learnt in one domain to a 

new domain [17]. The labeled data can be utilized to 

construct the model and employed in the target domain 

data to enhance the annotation of the target data via 

transfer learning. Transfer learning starts with a pre-

trained model, and fine-tuning involves further training 

the pre-trained model on the new task by updating its 

weights. Thus, the purpose of this study is to shed light 

on the fine-tuned models' efficacy in detecting emotions 

from the International Survey on Emotion Antecedents 

and Reactions (ISEAR) dataset [18]. 

 

II. METHOD 

1. Data Acquisition 

The ISEAR project was coordinated by Klaus R. 

Scherer and Harald Wallbott during the 1990s. 

Students, both psychologists and non-psychologists, 

were asked to describe scenarios in which they had felt 

all seven major emotions (joy, fear, anger, sadness, 

disgust, shame, and guilt). Thus, the final data set 

included reports on seven emotions from nearly 3000 

respondents from 37 countries across all five 

continents. As we can see in Figure 1, the distribution 

of classes in the dataset is balanced.  

Fig. 1. Distribution of classes in the ISEAR dataset 

2. Data Preprocessing 

In this preprocessing step, the null values are 

checked and encode the classes from categorical to 

numerical values used in the fine-tuning process. The 

training and testing data is 80% and 20%, respectively. 

We used 20% of training data as validation data. The 

details of the number of training and testing data each 

class are described in Table 1. 
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TABLE I.  NUMBER OF TRAINING AND TESTING DATA PER CLASS 

 Number of 

training 

data 

6132 Number of 

testing 

data 

1534 

Classes Joy 875 Joy 219 

Fear 876 Fear 219 

Anger 877 Anger 219 

Sadness 877 Sadness 219 

Disgust 877 Disgust 219 

Shame 876 Shame 220 

Guilt 874 Guilt 219 

 

3. Fine-tuning Model 

In this work, human emotion detection is developed 

using fine-tuned DistilBERT. BERT [19] is a 

bidirectional transformer that was trained on a huge 

corpus of the Toronto Book Corpus and Wikipedia 

using a combination of masked language modeling 

objectives and next sentence prediction. BERT, in 

contrast to current language representation models, is 

intended to pre-train deep bidirectional representations 

from unlabeled text by conditioning on both left and 

right context in all layers. 

DistillBERT is a lightweight, simple, inexpensive 

transformer model based on the BERT architecture. 

DistillBERT reduces 40% of the size of the BERT 

during the training phase using the knowledge 

distillation technique while 60% faster at inference 

time. Knowledge distillation is a technique used to 

transfer knowledge from a larger model, called the 

teacher, to a smaller model, called the student. 

DistilBERT retains 97% of the language understanding 

capabilities [20]. 

4. Adam Optimizer 

In order to optimize the model, we conducted the 

hyperparameters tuning on the Adam optimizer. Adam 

[21] is an adaptive learning rate optimization algorithm 

that’s been designed specifically for training deep 

neural networks. However, the hyperparameters have 

intuitive interpretations and typically require little 

tuning. The Adam update rule is as follows: 

 

 (1) 

 

(2) 

 

where m and v are moving averages, g is gradient on 

the current batch, t is the number of iterations and β1 

and β2 are hyper-parameters of the algorithm. β1 is the 

exponential decay rate of the first momentum estimate 

and β2 is the exponential decay rate of the second 

momentum estimate. This value should be set close to 

1.0 on problems with a sparse gradient (e.g. NLP and 

computer vision problems). 

Moving averages are set to zero at the beginning of 

each iteration. By evaluating the predicted values of 

moving averages, one can deduce moving averages' 

correlation with moments. As a result, the correction 

step removes the bias from the first and second 

moments caused by the optimizer's bias toward zero 

due to our zero initialization. Following estimator bias 

adjustment, the expected value becomes the desired 

value. Eqs. (3) and (4) provide bias-corrected 

estimators for the first and second moments. 

 

 

(3) 

 

 

(4) 

 

The algorithm's last step is to employ moving 

averages to scale the learning rate independently for 

each parameter. To apply this step, compute the weight 

update using Eq. (5). 

 

 

(5) 

 

where w is model weight, α is the learning rate or step 

size, t is the number of iterations, and ϵ is to prevent 

division by zero and the default value is 10-8. 

 

Fig. 2. Pipeline of the proposed system 
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III. RESULT AND DISCUSSION 

The overall stages are explained for the proposed 

emotion detection system in the diagram in Figure 2. 

Firstly, the labels of the ISEAR dataset are transformed 

into numerical values ranges from 0 to 6 as depicted in 

Figure 3.  There are seven classes include: joy, fear, 

sadness, shame, disgust, guilt and anger. Total number 

of samples is 7666 and divided into training, 

validation, and testing data based on the defined 

percentage. 

Words in the sentence are tokenized using pre-

trained uncased DistilBERT tokenizer specific for 

emotion detection. Tokenization is used in natural 

language processing to split paragraphs and sentences 

into smaller units that can be more easily assigned 

meaning. The results then forwarded to the model to 

perform the fine-tuning process. We created the 

customized model, by adding a drop out and a dense 

layer on top of DistilBERT to get the final output for 

the model. 

 
Fig. 3. Encoded labels of the ISEAR dataset 

 

During the validation stage, we pass the unseen data 

from the validation dataset to the model. This step 

determines how well the model performs on the unseen 

data before we evaluate it. During the validation stage, 

the weights of the model are not updated. Only the final 

output is compared to the actual value. This 

comparison is then used to calculate the accuracy of the 

model. Finally, the testing data is predicted using the 

best parameters. 

The model parameters are described in Table 2. The 

number of batch sizes and epochs were determined by 

training the model with a learning rate of 0.00001 and 

default values of β1 and β2, which are 0.9 and 0.999, 

respectively. Different batch sizes (4, 8, and 16) and 

epochs (5, 10, and 15) have been tested.  The results 

show that the best training and validation accuracy 

obtained from batch size is equal to 4 and epoch of 10, 

as shown in Table 3. Since the first and second moment 

estimators of the Adam optimizer can be evaluated for 

different learning rates, the objective is to compare the 

combination of different hyper-parameters in each 

training process. The accuracy of the training and 

validation processes for each possible hyperparameter 

is shown in Table 4.  
 

Different learning rate parameters are taken into 
account while modifying the first and second moment 
estimations, which are compared among themselves. 
Option 1 is the best hyperparameters selection 
compared to other hyperparameters pairs. The overall 
training and validation accuracy become smaller while 
the learning rate is increased.  A low learning rate 
would result in slower model training, requiring many 
parameter updates to reach the point of minimum. A 
high learning rate, on the other hand, would imply huge 
steps or abrupt modifications to the parameters, which 
frequently leads to divergence rather than convergence. 
Selected hyperparameters in Options 9-12, with a 
learning rate of 0.001, are not suitable for the network. 
It means the model get stuck in local optima because 
the learning parameter is too high. In most cases, the 
training accuracy is directly proportional to validation 
accuracy when β1 is closer to 1. The increase in β1 

reduces the effect of gradients on the moving average 
of variance and provides more stable convergence. The 
testing accuracy using the best hyperparameters 
selection is 97.14%. 

TABLE II.  THE PROPOSED DISTILBERT PARAMETERS 

Parameter Value 

Batch size [4, 8, 16] 

Epochs [5, 10, 15] 

Tokenizer Distilbert-base-uncased-emotion  

Dropout 0.3 

Optimizer Adam 

Loss function Cross-entropy 

TABLE III.  THE RESULTS FOR EACH BATCH SIZE AND EPOCH 

SELECTION 

Epoch Batch Size Training 

Accuracy 

Validation 

Accuracy 

5 4 93.65 98.68 

5 8 93.37 98.84 

5 16 85.57 88.68 

10 4 97.80 97.61 

10 8 97.73 97.68 

10 16 97.39 97.35 

15 4 98.10 96.60 

15 8 98.03 96.77 

15 16 97.86 95.60 
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TABLE IV.  THE RESULTS FOR EACH HYPER-PARAMETER 

SELECTION 

Option Learning 

Rate 

β1 β2 Training 

Accuracy 

Validation 

Accuracy 

1 1e-05 0 0.99 98.57 96.39 

2 1e-05 0 0.999 97.57 95.33 

3 1e-05 0.9 0.99 98.51 94.76 

4 1e-05 0.9 0.999 97.79 97.21 

5 1e-04 0 0.99 94.49 87.67 

6 1e-04 0 0.999 92.03 78.37 

7 1e-04 0.9 0.99 96.82 83.43 

8 1e-04 0.9 0.999 95.48 80.90 

9 1e-03 0 0.99 13.73 13.70 

10 1e-03 0 0.999 13.98 13.87 

11 1e-03 0.9 0.99 13.90 13.88 

12 1e-03 0.9 0.999 14.14 13.70 

. 

 

IV. CONCLUSION 

In this study, various hyperparameters of the Adam 
optimizer are tested on the ISEAR dataset to detect 
human emotion from text. According to the conducted 
experiments, the best hyperparameter selection was 
Option 1. We conclude that training and validation 
accuracy are lower as the learning rate increases. Adam 
optimization first-moment estimators provide more 
stable convergence to the model during the training 
process as their value is close to 1. For the future works. 
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Abstract— RSUD Dr. Pirngadi is one of the Regional 

General Hospitals in North Sumatra that handles 

services for HIV/AIDS patients. Patients who 

actively take ARV therapy every month are low, 

namely around 20%. People infected with HIV 

become carriers and transmitters of the HIV 

throughout HIVes, HIV though they don't feel sick 

and look healthy, the sufferer still carries HIV. To 

be able to carry out more effective and efficient 

handling of the prevention and control from 

HIV/AIDS transmission, it is very important for the 

government and related parties, such as the Health 

Office, Social Services, and Hospital management, 

especially in VCT/CST (Voluntary Counseling and 

Testing/Care Support Treatment) to find out about 

understanding patient profiles, and prevent the 

development of HIV/AIDS disease transmission is 

very important. This knowledge can be used by the 

government to carry out programs that can prevent 

and break the chain of transmission of the 

HIV/AIDS virus as early as possible and help those 

involved in health services to become more familiar 

with the situation of their patients. This research 

takes the service area at RSUD Dr. Pirngadi Medan 

as one of the research domains in the field of data 

mining with data sources from RSUD Dr. Pirngadi 

Medan. This is done as information is known to the 

VCT/CST services at RSDU Dr. Pirngadi Medan. 

With data groupings like this, it is hoped that the 

Government or related agencies can create 

programs and implement them so that they can 

prevent and overcome the spread of HIV/AIDS in 

Indonesia. Obtained the number of patients in each 

cluster where for cluster 1 there were 7 patients and 

cluster 2 obtained as many as 3 clusters and cluster 

3 obtained as many as 10 clusters.9  It is on this basis 

that the authors are interested in taking the title of 

the study regarding the formation of a patient 

profile model using the K-Mean clustering method. 

Keywords— Clustering; K-Means Clustering; 

HIV/AIDS,  Patient Profile 

I. INTRODUCTION 

In Various fields of life today, a  lot of data is 

generated but the data is hidden, to be able to find out 

the hidden information from the data, needed for to do 

data processing of the data. Especially in the current, it 

is very demanding for business people to use computer 

technology so they can complete. In the current era of 

globalization, which is called e-commerce, 

transactions in the Internet world are defined as e-

commerce.  

Data mining techniques are focused on building 

methods for disclosing knowledge stored in data and 

are used to uncover hidden information in data that is 

not visible on the surface but has the potential to be 

used. Data mining is a semi-automated process that 

applies statistical, learning, artificial intelligence, 

math, machine learning techniques to identify and 

extract .Until now, many algorithms have been 

developed to answer this problem, each of these 

algorithms is used based on the technique/function 

approach to processing input into the desired output. 

Broadly speaking, the techniques often used in data 

mining include association rule mining, clustering, 

classification, neural networks, and nearest country[1]. 

Cluster analysis plays an important role in 

classifying objects. Depending on the application, 

objects can be signals, customers, patients, news, 

plants, and others [2]. The algorithm that is often 

applied for clustering techniques because it makes 

estimates that are efficient and does not require many 

parameters is the K-Means AlgorithmK-Means uses 

predefined k groups (first k groups as centroids) [3]. 

The K-Means Clustering method is a method for 

grouping or classifying objects (data) into K-groups 

(clusters) based on certain criteria. Classification of 
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data is done by calculating the shortest distance 

between cluster center data. The main concept of this 

method is to compile K centroid values or the average 

(mean) of a group of data with N dimensions, where this 

method requires that the K value be determined first.. 

The K-means algorithm starts with the formation of a 

prototype cluster at the beginning and then iteratively 

repairs the prototype cluster so that a convergent 

condition is achieved, namely a condition where no 

significant changes were found in the prototype cluster 

[4]. This turnover is measured by applying the objective 

function D which is defined as the sum or average 

distance of each data item from its centroid group. 

II. METHOD 

A. Data Definition 

In Webster’s New World's Dictionary, it is written that 

a datum: is something known or assumed*. That is, a 

datum (a single form of data) is something that is 

known/assumed. Thus, data can provide an overview 

of a situation or problem. Meanwhile, data according 

to the Oxford Dictionary is The Facts. So, it can be 

concluded that data is something that is known or 

assumed to be used for analysis, discussion, scientific 

presentation, or statistical tests. The data can be 

divided into 4 parts, namely: 

 

1.  Types of Data Based on Their Nature. 

Data type can be like divided according to their 

nature, according to their sources, according to how 

they are obtained, and according to when they are 

collected. The nature of the data can be divided into 

two types, namely qualitative data (non-metric) and 

quantitative data (metric). Then the type of qualitative 

data is further divided into two types, namely nominal 

data and ordinal data. Likewise, the type of quantitative 

data is divided into two types, namely interval data and 

ratio data. 

 

2. Types of Data by Source 

The division of data types according to their 

sources is based on the sources of data acquisition, 

namely internal data and external data. Data grouped 

by an organization to define organizational conditions 

or activities that are related and useful for daily needs 

and internal control. For example production data, 

sales data at the company, employment data, financial 

data, and so on are internal data 

External data is data collected to describe a 

situation or activity outside the organization. Examples 

of external data such as population data and national 

income data were obtained from the local statistical 

center office. A company needs external data such as 

population to predict demand potential, while national 

income data to determine the level of people's 

purchasing which is useful for the basis of price level 

policy. 

 

3. Types of Data According to How to Obtain It. 

Based on how to get it, data is divided into two 

types, namely secondary data and primary data. 

Secondary data is data obtained in finished form and 

has been processed by other parties. Secondary data is 

usually in the form of publications while primary data 

is data that is processed and collected by individuals or 

organizations, which are taken directly from the object. 

For example, a company wants to obtain the average 

use of a product by residents in a place by conducting 

direct interviews with the community. 

4. Types of Data According to Time of 

Collection. 

 

Based on the time of collection, data can be 

divided into two types, namely cross-sectional data and 

periodic data (time series). Cross-section data is data 

collected in a certain period, usually describing the 

conditions or activities in that period. For example, the 

results of the 2014 population census describe the 

condition of Indonesia in 2014 according to age, 

gender, religion, level of education, and so on. 

Periodic data (time series) is data collected from 

time to time. Its purpose is to describe the development 

of activity over time. For example, the development of 

production in a company over the last five years, the 

development of product sales over the last five years, 

and so on. This type of data is also often referred to as 

historical data. 

 

B. Data Mining  

Data mining is a data processing method to find hidden 

patterns in data. The results of data processing with this 

data mining method can be applied to decision making 

in the future. 

Data mining is a method of processing large amounts 

of data, therefore data mining has an important role in 

the fields of finance, industry, science, technology and 

weather. Broadly speaking, data mining studies discuss 

methods such as classification, clustering, regression, 

market basket analysis and variable selection, and [4]. 

Data mining is divided into several groups based on the 

tasks that can be done, namely 

 

1. Description 

Sometimes analytical research just wants to find a way 

to explain the patterns and trends present in the data. 

For example, voting committees may not be able to get 

hold of evidence or facts if they are not professional 

enough to gain little support in the presidential 

election. Pattern and trend descriptions often provide 

possible explanations for a pattern or trend. 
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2. Estimation 

Estimation is almost the same as classification, the 

difference is that the target variable is estimated more 

numerically than categorically. The model is built by 

implementing a complete record that gives the value of 

the target variable as a predictive value. After that, in 

the next review, an estimate of the value of the target 

variable is made based on the value of the predicted 

variable. For example, in hospital patients it will be 

based on the patient's age, weight index, gender and 

blood sodium level to predict systolic blood pressure. 

The estimation model is generated by the value of 

predictive variables in the learning process. For other 

new cases, it can be obtained from other estimation 

models. 

 

3. Predictions 

Prediction is almost the same as estimation and 

classification, except that it estimates the value of 

future results. Examples of predictions in business 

and research are: 

A. Estimated percentage increase in traffic 

accidents in the coming year if the lower 

speed limit is increased. Several 

techniques and methods applied in 

classification and estimation can be used 

(under suitable conditions) for predictions 

B. Estimated price of rice in the next three 

months 

4. Classification (Classification) 

In classification, there are target categorical 

variables. For example, income classification can be 

grouped into three types, namely low income, medium 

income and high income 

 

5. Clustering 

Clustering is the process of observing, by collecting 

records or observing and creating classes of similar 

objects. Clusters are groups of records that correspond 

to each other and differ from records in other clusters. 

Clustering has no target variable in it so it is different 

from classification. Clustering does not attempt to 

estimate, classify, or estimate the value of the target 

variable. However, the clustering algorithm attempts to 

include all data into equal groups, where the similarity 

of records in one group will be high, while the 

similarity with records in other groups will be small. 

Examples of clustering in business and research are: 

1. Clustering the expression of genes, to obtain 

similar behavior from a large number of 

genes. 

2. For accounting audits, namely to separate 

financial behavior in good or suspicious 

conditions. 

 

 

6. Association (Association) 

The way associations work in data mining is to look 

for attributes that appear at one time. In the 

business world it is more often referred to as 

shopping cart analysis. 

Examples of associations in business and research 

are: 

A. Finding products in the supermarket that 

are never bought together and those that 

are bought together. 

B. Menarahakan customer groups by 

targeting the marketing of a product for 

companies that do not have large 

marketing funds. 

C. Examine the number of cellular 

telecommunications company 

subscribers. 

D. which is expected to provide a positive 

response to the service upgrade offers 

provided. 

One technique known in data mining is clustering. 

The definition of scientific clustering in data 

mining is grouping several objects or data into 

clusters (groups) so that each group has data that is 

very suitable and different from data in other 

groups. Until now, scientists are still making 

various records to improve the cluster model and 

calculate how many clusters are optimal so that the 

best clusters can be produced. There are two 

clustering methods that we are familiar with, 

namely partition and hierarchical clustering. 

hierarchical clustering method itself consists of 

complete link clustering whereas the partitioning 

method itself consists of k-means and fuzzy k-

means, average link grouping, single link grouping, 

and central link grouping. 

C. K-Means Clustering                                

  K-Means is an algorithm for grouping n objects based 

on attributes into k partitions, where k < n. The K-

means method is the most common and simplest 

clustering method. This is because K-means is able to 

classify large amounts of data in a relatively fast and 

efficient time. The following figure shows the k-means 

clustering algorithm in action, for the two-dimensional 

case. Randomly generated initial centers to show more 

detailed stages. The partition space background is only 

for illustration and is not generated by the k-means 

algorithm[5]. 

 

The K-Means algorithm begins with a random 

determination of K, where K is the number of clusters 

you want to form. After that, assign K values 

randomly, for a while this value is the center of the 

cluster or commonly called the mean, centroid or 

"means". Find the shortest distance from each data to 
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the centroid. By using the Euclidian formula to 

Classify each data based on its proximity to the 

centroid. Do this process so that the centroid value is 

fixed or does not change (stable). K-Means is an 

iterative clustering algorithm. 

 

Stages of the K-Means Clustering Method [6] 

1. The first stage determines the number of clusters. 

2. The second stage is the determination of the cluster 

center. In this study, the determination of the 

cluster center was carried out randomly. 

3. To determine the object/data to be placed in the 

cluster, calculations are performed based on the 

distance between the two objects, as well as the 

distance between the object and the center of the 

cluster. To calculate the distance of all data to the 

cluster center point.  

 

Use Euclidean theory:[7] 

  D(i, j) =

√(X1i − X1j)2 + (X2i − X2j)2+. . +(Xki − Xkj)² 

 

Where: 

 D(i,j)= Distance of data i to the center of Cluster j 

 xki = Data to i on attribute data to k 

 Xkj = jth center point on the kth attribute 

 

 

 

4. Recalculate the cluster center with the current 

cluster membership. The cluster center is the 

average of all data/objects in a particular cluster. 

5. If the cluster center has not changed anymore, then 

the clustering process stops, or returns to step 3 

until the cluster center remains. 

 

D. HIV/AIDS 

The Human Immunodeficiency Virus (HIV) is a 

virus belonging to the Ribonucleic Acid (RNA) class 

that specifically undermines the human body's immune 

system and causes Acquired Immunodeficiency 

Syndrome (AIDS) [6]. They are a potential source of 

infection for other people. People who have been 

infected with HIV and their bodies have formed 

antibodies (anti-bodies) against the virus are HIV 

positive. 

AIDS (Acute Immunodeficiency Syndrome/SIDA) 

is a combination of clinical symptoms due to a 

weakening of the body's immune system that arises as 

a result of HIV infection. AIDS often manifests with 

the emergence of various opportunistic infectious 

diseases, malignancies, metabolic disorders, and others 

[8] 

 

E. Patient Profile 

The patient profile is influenced by the Adherence 

factor (Adherence/ Therapy or Medication Taking). 

Adherence or adherence to therapy is a condition 

where the patient adheres to his medication based on 

his awareness, not just because he obeys the doctor's 

orders. This is important because it is hoped that it will 

further increase the level of medication adherence. 

Compliance or compliance must always be considered 

and evaluated regularly at every consultation. Failure 

of ARV therapy or taking medication is often caused 

by patient disobedience in taking drugs or ARVs. [9] 

Patient characteristics include sociodemographic 

factors (gender, age, race/ethnicity, education, income, 

literacy/illiteracy/, health insurance, and group origin in 

society, for example (commercial sex workers or 

transgender) and psychosocial factors (drug use, mental 

health). Narcotics, Alcohol, Psychotropics, and other 

Addictive Substances) environment and social support, 

knowledge and behavior towards HIV and its therapy). 

 

III. RESULT AND DISCUSSION 

A. Data Transformation 

For data to be managed by applying the k-mean 

clustering method, data of nominal data type such as 

the city of origin (address/city of origin/city of origin), 

risk factors, gender, occupation, and first the data must 

be initialized in the form of numbers. Process initialize 

the address/city of origin/city of origin/city of origin, 

the steps are as follows: 

1. In the city of origin data, the region is first 

divided into several regions. 

2. Then these areas are sorted Based on the 

number of patients coming from the area seen 

from the highest frequency of origin from the 

area. 

3. The number of origins from the highest 

patient area will be given a number 1. After 

that the area with the second highest 

frequency will be given a number 2, and so on 

until the area with the lowest frequency.Apart 

from the city of origin, major, risk factors, 

ethnicity/ethnicity, education, and occupation 

are also included in the nominal data type, so 

it needs to be initialized as a number. As in 

the city of origin, department, risk factors, 

ethnicity/ethnicity, education occuand 

passion, they are also given an initialization 

based on the frequency of the number of 

HIV/AIDS patients present. 

 

B. Development Techniques 

This research will be carried out with the following 

steps. 

1. Literature study and guidance consultation 
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At this stage, research materials are collected 

through various sources of literature, either in the 

form of books, journals, proceedings, magazines, 

and so on as supporting materials, and also carry 

out consultations with the thesis supervisor. 

2. Field data collectionAt this stage field observations 

are carried out to collect the required data and 

problems that are often encountered. 

3. Data initialization 

At this stage, data identification is carried out to 

determine the validity of the data and the variables 

that will be used. If the data is not valid then field 

observations are carried out again. 

4. Preparation of test datasets After obtaining valid 

data, testing methods are now being developed so 

that the research objectives are fulfilled. 

5. Data mining application design 

At this stage, the application is designed using 

Matlab. 

6. Implementation of tests using applications and 

evaluation of results. 

7. This stage is to test the data using the application 

program and analyze the test results and evaluate 

errors. 

8. Compile the final assignment book This final stage 

is the documentation of supporting theories, 

application system design, test results, and 

analysis, as well as suggestions and conclusions. 

Below is data on 20 patients for testing the Modified 

K-Mean Clustering Algorithm by applying the 

calculation of the Sum of Squared Error (SSE) value to 

determine the center of a cluster 

 

 

Table 1. Preliminary Data 

No Initial Daerah Pekerjaan Umur 

0 A Perjuangan 

Medan 

Tenaga 

Kerja 

Indonesia 

33 

1 B Selayang 

Medan 

Pegawai 

Swasta 

25 

2 C Belawan 

Medan 

Pedagang 44 

3 D Perjuangan 

Medan 

Tenaga 

Kerja 

Indonesia 

31 

4 E Perjuangan 

Medan 

Tenaga 

Kerja 

Indonesia 

37 

5 F Selayang 

Medan 

Pegawai 

Swasta 

40 

6 G Kota 

Medan 

Pegawai 

Swasta 

24 

7 H Belawan 

Medan 

Pegawai 

Negeri 

Sipil 

42 

8 I Kota 

Medan 

Pegawai 

Negeri 

Sipil 

38 

9 J Kota 

Medan 

Therapy 28 

10 K Selayang 

Medan 

Tenaga 

Kerja 

Indonesia 

27 

11 L Selayang 

Medan 

Tenaga 

Kerja 

Indonesia 

22 

12 M Perjuangan 

Medan 

Tenaga 

Kerja 

Indonesia 

27 

13 N Perjuangan 

Medan 

Theraphys 30 

14 O Kota 

Medan 

Pegawai 

Swasta 

44 

15 P Belawan 

Medan 

Pedagang 41 

16 Q Belawan 

Medan 

Pedagang 24 

17 R Belawan 

Medan 

Tenaga 

Kerja 

Indonesia 

22 

18 S Belawan 

Medan 

Pedagang 27 

19 T Selayang 

Medan 

Pegawai 

Swasta 

26 

 

A. Data Transformation 

In this study, to process the above data using 

the K-Means Clustering method, nominal data such as 

occupation and region must first be initialized in the 

form of numbers. 

To initialize the region, sort from the highest 

must be based on the frequency of patients coming 

from that region. After that, an initial with the number 

1 will be given to the area with the highest frequency, 

and an initial with the number 2 will be given to the 

area with the second largest frequency. The following 

can be seen in the initialization results table for 

regional categories.Apart from the region, occupation 

is also included in the nominal data type, so it needs to 

be initialized as a number. As with the region, the job 

is also given an initialization based on the frequency of 

the patient's work. The results of the initialization of 

the work can be seen in Table 2 

 

Table 2. Job Data  Initialization 

No Pekerjaan Frekuensi Inisialisasi 

1 Tenaga 

Kerja 

Indonesia 

7 1 
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2 Pegawai 

Swasta 

5 2 

3 Pedagang 4 3 

4 PNS 2 4 

5 Therapy 2 5 

 

The data can be grouped using the K-Mean Clustering 

method. After processing all patient data is 

transformed to numbers. The next process needs to be 

grouped data into several clusters, namely the 

following stages: 

1. Determine in advance the number of clusters. 

In this study, the existing data will be grouped 

into three clusters. 

2. Then in each cluster determine the starting 

point. In this study, the initial center point was 

generated randomly. The cluster center on the 

initial solution can be seen in Table.. 

B. Test Results 

The distance of each patient’s data to the new cluster 

center in the 1st iteration 

a. Patient data 1 

The first process will calculate the distance from the 

patient data to the cluster center 

 

D(1,1) = √(2 − 2)2 + (1 − 1)2 + (33 − 37)² 

=√(0)2 + (0)2 + (−4)² 

=√0 + 0 + 16 

=√16 

=4 

The result is that the distance between patient 1's data 

and the center of the first cluster is 4. From the 

calculation results above. Then the distance from the 

first patient data to the second cluster center will be 

calculated as below.. 

 D(1,2) = √(2 − 2)² + (1 − 1)2 + (33 − 33)²  

= √(0)2 + (0)2 + (0)² 

 = √0 + 0 + 0 

           = √0 

               = 0 

The results of the above calculation results show that 

the distance from the center of the second cluster to 

patient 1 is 0. Then the distance from the center of the 

third cluster to patient 1's data will be calculated as 

below 

D(1,3) = √(2 − 3)² + (1 − 1)2 + (33 − 27)²  

= √(−1)2 + (0)2 + (6)² 

 = √1 + 0 + 36 

 = √37 

                = 6.083 

The distance between the first patient data and the 

third cluster center was obtained at 6.083. So it can be 

concluded that patient 1's data is grouped into cluster 3 

because the minimum distance is 6,043, this means that 

patient 1's data will become a member of cluster 3 

(C3). 

 

Table 3. The Distance of Each Patient Data to the   

Centroid Point in the 1st Iteration 

N

o 

I

ni

ti

al 

W P U Jarak Ke  

Min 

Cluster 

C1 C2 C3 C

1 

C

2 

C

3 

 

0 A 2 1 33 4.0 0.0 6.08

3 

 *  C

2 

1 B 3 2 25 12.0

83 

8.12

4 

2.23

6 

  * C

3 

2 C 1 3 44 7.34

8 

11.2

25 

17.2

34 

*   C

1 

3 D 2 1 31 6.0 2.0 4.12

3 

 *  C

2 

4 E 2 1 37 4.0 10.0

5 

10.0

5 

*   C

1 

5 F 3 2 40 3.31

7 

7.14

1 

13.0

38 

*   C

1 

6 G 4 2 24 13.1

91 

9.27

4 

3.31

7 

  * C

3 

7 H 1 4 42 5.91

6 

9.53

9 

15.4

27 

*   C

2 

8 I 4 4 38 3.74

2 

6.16

4 

11.4

46 

*   C

2 

9 J 4 5 28 10.0

5 

6.70

8 

4.23

4 

  * C

3 

1

0 

K 3 1 27 10.0

5 

6.08

3 

0.0   * C

3 

1

1 

L 3 1 22 15.0

33 

11.0

45 

5.0   * C

3 

1

2 

M 2 1 27 10.0 6.0 1.0   * C

3 

1

3 

N 2 5 30 8.06

2 

5.0 5.09

9 

 *  C

2 

1

4 

O 4 2 44 7.34

8 

11.2

25 

17.0

59 

*   C

1 

1

5 

P 1 3 41 4.58

3 

8.30

7 

14.2

83 

*   C

1 

1

6 

Q 1 3 24 13.1

91 

9.27

4 

4.12

3 

  * C

3 

1

7 

R 1 1 22 15.0

33 

11.0

45 

5.38

5 

  * C

3 

1

8 

S 1 3 27 10.2

47 

6.40

3 

2.82

8 

  * C

3 
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1

9 

T 3 2 26 11.0

91 

7.14

1 

1.41

4 

  * C

3 

 

Do the same process at the job of every patient. 

 

The following will show a comparison of the number 

of patients in each cluster, where in cluster 1 the 

number of patients is 7 people, in cluster 2 there are 3 

people and in cluster 3 there are 10 people. 

 

 
 

Fig 1. Number of Patients in Each Cluster 

. 

 

IV. CONCLUSION 

Based on the test results and analysis of the results 

obtained, a conclusion can be drawn, namely: 

1. From the results of testing and analysis we 

can see that the first cluster center point 

determines the number of iterations produced 

to obtain the final clustering. 

2. In the K-Means Clustering Algorithm, data 

processing is very fast. This algorithm often 

experiences premature convergence so that its 

accuracy is not guaranteed. In this algorithm, 

the results look unsatisfactory, because it is 

not guaranteed that the distance between each 

centroid does not span so that if there are two 

or more groups with adjacent centroid points. 

3. It cannot be concluded that the most optimum 

cluster center with the K-Mean Clustering 

method will produce the minimum iterations. 

4. Obtained the number of patients in each 

cluster where for cluster 1 there were 7 

patients and cluster 2 obtained as many as 3 

clusters and cluster 3 obtained as many as 10 

clusters 
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Abstract— Attacks on computer networks are becoming 

more and more widespread nowadays, making this an 

important issue that must be considered . These attacks 

can be detected with the Intrusion Detection System 

(IDS). However, at this time there are new attacks that 

have not been detected by IDS. Therefore, ensemble 

learning is used. This research we used Random Forest 

algorithm for attack detection as an increase in the ability 

of IDS to detect cyberattacks. The use of the CSE-CIC-

IDS2018 dataset is used in this research as a current 

representative dataset for cyberattack detection. The 

results of this study we get a binary classification 

accuracy of 99.6856% and an f1-score of 99.5803% and a 

multiclass classification accuracy of 99.6944 and an f1-

score of 97.8032% with a data ratio ratio dataset of 3:1 

normal class to attack class. 

Keywords— IDS; random forest; undersampling; chi 

square; CSE-CIC-IDS2018. 

I. INTRODUCTION 

The rapid development of technology makes 

cyberattacks more massive and more be attention to. 

According to Saxena et al and Morgan, financial losses 

are predicted to reach 10.5 trillion dollars by 2025 [1], 

[2] . 

Detection of this cyberattack can be detected with a 

system developed called the Intrusion Detection 

System (IDS). However, IDS has not been able to 

accurately detect new attacks that have occurred and 

generates a high false alarm rate. 

For this reason, in this research we used a dataset 

that is considered representative to reflect the current 

situation. The dataset used is CSE-CIC-IDS2018 [3] . 

The dataset used can be downloaded from Cloud 

Amazone Services (AWS) [4] with a total sample data 

of 16 million samples with 79 features with a benign 

class distribution of 83% with an attack class of 17% 

consisting of 14 attack classes. 

There have been several studies on IDS such as the 

Support Vector Machine algorithm [5] carried out by 

Kotpaliwar et al, the k-Nearest Neighbor algorithm [6] 

, Gaussian Naïve Bayes [7] , various decision tree 

algorithms carried out by Hota et al [8] , Convolution 

Neural Network algorithm [9] . However, these studies 

still use an old dataset, that is the KDDCUP99 [10] 

dataset , which does not reflect the current state of the 

attack. 

The use of the algorithm in this study is ensemble 

learning, because ensemble learning can be optimal for 

classes with unbalanced datasets. Ensemble learning is 

learning that combines several basic algorithms to get 

better predictive results based on the highest voting [11] 

. Ensemble learning is carried out by using the Random 

Forest algorithm which is a boosting approach from 

ensemble learning [12] . Random Forest is recognized 

as being quite good at overcoming class imbalances in 

datasets and providing fairly accurate results [13] . 

Therefore, in this study we conducted research to 

detect attacks on computer networks using the Random 

Forest algorithm. This is expected to be able to detect 

attacks, especially today's types of attacks that cannot 

be detected with IDS. 

 

II. METHOD 

In this research, there are several research steps, as 

follows (Fig.1): 

 
Fig. 1. Research procedure 
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A. Data Exploration 

We used the CSE-CIC-IDS2018 dataset. The 

dataset consists of 10 CSV files and a total of 16 million 

samples with 83% benign class and 17% attack class. 

B. Data Preprocessing 

In this step, we do a number of things as shown in 

Fig. 2, including: 

 Merging 10 files from dataset 

 Remove duplicate header rows 

 Convert timestamp to UnixTime 

 The infinity value becomes NaN 

 Remove features with a number of NaNs > 50% 

 Delete row on feature number of NaN < 50% 

 Remove any of the features that have a 

correlation coefficient equal to one 

Balancing the normal class against the attack class by 

undersampling nearmiss-2 (ratio 1:1, 2:1, and 3:1) 

 

 
Fig. 2. Data Preprocessing 

 

C. Data sampling and normalization 

Data folding was carried out by fold out of 80% for 

data training and 20% of the data test on the balanced 

dataset and the original dataset without under sampling 

(ratios 1:1, 2:1, 3:1 and 4.79:1). Then normalize the 

data with a min-max scaler to re-scale the feature values 

to the value range [0,1]. 

D. Feature selection 

Feature selection is carried out using the chi square 

method and binary or multiclass target vectors with a 

score percentage threshold of 99%, as shown in Fig. 3. 

so that there are 2 feature combinations in each dataset, 

a total of 8 feature combinations from the four datasets 

(ratio 1:1, 2:1, 3:1 and 4,79:1). Features with the 

remaining 1% score percentage will be deleted. 

 

 
Fig. 3. Data sampling and feature selection
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E. Hyperparameter tuning 

In this research, to get optimal results, 

hyperparameter tuning was conducted in this research. 

Hyperparameter tuning is done using a random grid 

search technique. Random grid search randomly selects 

15 predefined hyperparameter value combinations. 

Each combination of hyperparameter values is cross-

validated by 5-fold cross validation. Then the 

combination of hyperparameter values is selected 

which produces the model with the highest average f1-

score. 

The choice of a combination of hyperparameter 

values is based on the highest f1-score value, because 

the dataset used is an unbalanced dataset so that a better 

measurement metric is the f1-score which is a 

harmonization between precision values and recall 

values. The hyperparameter values used in the tuning 

process include estimators, max features, max depth, 

min samples split, and min samples leaf, with the 

following hyperparameter value ranges, shown in Table 

1: 

TABLE I.  RANDOM FOREST HYPERPARAMETERS 

Hyperparameters Value 

Estimators 10,15,20,25,25,30,35,40,45,50 

Max features 5,9,12,15,18 

Max depth None,5,10,15,20,25,30,35 

Min samples split 2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17

,18,19,20 

Min samples leaf 2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17

,18,19,20 

 

F. Random Forest 

At this stage, a model is built for each dataset (ratios 
1:1, 2:1, 3:1 and 4.79:1) using the best hyperparameter 
values that have been obtained from the tuning stage. 
The Random Forest algorithm is classified binary and 
multi-class. 

 
Fig. 4. Semantic diagram of the Random Forest algorithm [17] 

Random Forest is used because it can prevent 

overfitting and is better at classifying minority classes 

in datasets. Its main advantage is that it can predict new 

data and cope with it class imbalance problem in the 

dataset [13], [14] . This is because the algorithm 

performs the learning process on a number of random 

decision trees that are generated from random 

subsamples and random feature subsets in the dataset. 

Thus, this algorithm can reduce the tendency to study 

irrelevant details and improve the generalization ability 

of new data [15] . In addition, the Random Forest 

algorithm is also resistant to measurement errors that 

occur during model development [16] . Therefore, the 

use of the Random Forest algorithm can help improve 

the accuracy and efficiency of the model. Fig. 7 shows 

the semantic diagram of the Random Forest algorithm. 

G. Model evaluation 

Evaluate the model, we are using the metrics of 

accuracy, precision, recall and f1 score. Accuracy is 

measured by calculating the percentage of normal and 

attack classes that are correctly predicted, or true 

positive and true negative, from the total dataset (see 

equation 1) [16] . 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100% (1) 

 

To measure the classification of an attack as benign, 

recall is used, which refers to the number of correctly 

predicted true positives compared to the total actual 

positives in the dataset, i.e. true positives and false 

negatives (see equation 2) [16 ] . 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100% (2) 

 

Meanwhile, precision is used to calculate the number 

of true positives that are correctly predicted for all 

positive predictions, namely true positives and false 

positives (see equation 3) [16] . 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100% (3) 

 

From measuring precision and gain, harmonization 

calculations are needed to overcome the trade-off 

between precision and gain. This measurement is 

called the f1-score (see equation 4) [16] . 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
× 100% (4) 

 

 

III. RESULT AND DISCUSSION 

In this research, model development and evaluation 

used the programming language Python 3.10, IDE 

Jupyter Lab 6.4.5, Pandas 1.3.4, NumPy 1.20.3, scikit-

learn 1.0.2. The research procedure was carried out 

from pre-processing the dataset and ending with model 

evaluation. 

A. Preprocessing data and sampling data 

In the pre-processing stage, the first 10 datasets 
were merged into one dataset, with around 83% normal 
traffic data and 17% for attack datasets. Table 1 shows 
the class distribution of the dataset for this study. 
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TABLE II.  DISTRIBUTION OF NORMAL AND ATTACKS CLASS 

Traffic Distribution( %) 
Number of 

samples 

Benign 83.070014 13,484,708 

DDoS Attack HOIC 4.226048 686,012 

DDoS Attacks LOIC 

HTTP 
3.549517 576,191 

Hulk's DoS attacks 2.845522 461,912 

Bots 1.763026 286,191 

Brute force FTP 1.191158 193,360 

SSH Brute force 1.155607 187,589 

Infiltration 0.997564 161,934 

DoS attacks 

SlowHTTPTest 
0.861766 139,890 

DoS attacks GoldenEye 0.255702 41,508 

Slowloris DoS attacks 0.067702 10,990 

UDP LOIC DDoS 

attacks 
0.010657 1730 

Web brute force 0.003764 611 

Brute Force XSS 0.001417 230 

SQL Injections 0.000536 87 

Total 100 16,232,943 

Furthermore, data duplication was removed for 59 

header rows with the same name. To make it easier to 

access the features in the dataset, the feature names in 

the dataset are changed to lowercase and change the 

symbol characters and spaces (white space) to 

underscores. Then the timestamp feature is converted to 

Unix time and the timestamp data type is converted 

from object to numeric (int64). 

In this research,  the protocol used is the TCP 

protocol with a value of 6 and the UDP protocol with a 

value of 17, apart from the removed TCP and UDP 

protocols. In the dataset there is a protocol value of "0". 

Therefore, samples on protocol features that have a 

value of "0" are removed so as not to cause bias in the 

built model. 

Then delete samples and features based on the 

number of NaN. The four additional features in the 

fourth file " Thursday-20-02-

2018_TrafficForML_CICFlowMeter.csv " namely 

flow_id, src_ip, src_port, and dst_ip are missing in the 

other nine files, resulting in a NaN when combined. The 

resulting number of NaNs reached 8,190,014 or 51.2% 

of the total sample in the dataset, so these features were 

deleted. Whereas in the flow_byts_s and flow_pkts_s 

features which have a total NaN of 95,759 or 0.59% of 

the total sample dataset, samples are deleted. 

Feature deletion also applies to features that do not 

have variants, because these features do not contribute 

to the classification of the target class. Removed 

features include bwd_psh_flags, bwd_urg_flags, 

fwd_byts_b_avg, fwd_pkts_b_avg, fwd_blk_rate_avg, 

bwd_byts_b_avg, bwd_pkts_b_avg, and 

bwd_blk_rate_avg. In addition, feature deletion is also 

carried out on one of the two features that have the same 

value distribution. If the value of the correlation 

coefficient is equal to one, then one of the features is 

removed. There are 8 features removed, namely 

cwe_flag_count, subflow_fwd_byts, syn_flag_cnt, 

subflow_bwd_pkts, bwd_seg_size_avg, 

fwd_seg_size_avg, subflow_bwd_byts. 

After several preprocessing stages, the remaining 
dataset has 63 features and 15.898.871 samples from 
the initial dataset which has 83 features and 16.232.943 
samples. There was a deletion of 20 features and 
334.072 samples. 

Then, from the remaining datasets, class balancing 

was carried out. This was done with three different 

sampling ratios, namely 1:1, 2:1, and 3:1. The model 

development was also carried out with a dataset without 

under sampling with a normal class to attack class ratio 

of 4.79:1. The amount of data in each dataset can be 

seen in Table 3. 

TABLE III.  NORMAL CLASS TO ATTACK CLASS RATIO 

COMPARISON 

Under sampling Ratio 
Number of Samples 

normal attacks 

Nearmiss-2 1 : 1 2,744,000 2,744,400 

Nearmiss-2 2 : 1 5,488,800 2,744,400 

Nearmiss-2 3 : 1 8,233,200 2,744,400 

None 4, 79 : 1 13,154,471 2,744,400 

 After the data pre-processing stage, then divide the 

data into 80% training data and 20% test data. Then 

normalize the data with the MinMax scaler to the value 

range [0,1] [13] . 

 

B. Feature selection 

Feature selection was performed using the Chi-

square method with binary and multi-class target 

vectors. The calculation results are then sorted from the 

largest and summed up until the total score forms a 

percentage of ≤ 99%. Features with the remaining 1% 

percentage removed. This feature selection was carried 

out on 4 different datasets with ratios of 1:1, 2:1, 3:1 

and 4.79:1 and each dataset produced 2 different 

selected feature combinations, so that the total in the 

four datasets produced 8 selected feature combinations 

as listed in Table 4. 
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C. Hyperparameter tuning 

This research uses a random grid search technique with 

cross-validation (k = 5) to select a combination of 

hyperparameter values that produce the optimal model. 

From a total of 8 different selected feature 

combinations, a total of 8 combinations of 

hyperparameter values were generated from the tuning 

process. Then, a combination of hyperparameter 

values with the highest F1 is selected from each 

dataset, as shown in Table 5. 

TABLE IV.  SELECTED 8 FEATURES COMBINATION 

Ratio 
Under 

sampling 

Feature selection 

- Target vector - 

Percentage (%) - 

features 

Selected feature combinations 

1 : 1 

Nearmiss-2 

Chi-square - 

Multi-class - 99 - 

50 

'dst_port', 'protocol', 'timestamp', 'flow_duration', 'tot_fwd_pkts', 'totlen_fwd_pkts', 

'fwd_pkt_len_max', 'fwd_pkt_len_mean', 'fwd_pkt_len_std', 'bwd_pkt_len_min', 'bwd_pkt_len_ 

mean', 'bwd_pkt_len_std', 'flow_pkts_s ', 'flow_iat_mean', 'flow_iat_std', 'flow_iat_max', 

'flow_iat_min', 'fwd_iat_tot', 'fwd_iat_mean', 'fwd_iat_max', 'fwd_iat_min', 'bwd_iat_tot', 

'bwd_iat_mean', 'bwd_iat_std', 'bwd _iat_max', 'bwd_iat_min', 'fwd_psh_flags', 'fwd_header_len', 

'fwd_pkts_s', 'bwd_pkts_s', 'pkt_len_mean', 'pkt_len_std', 'pkt_len_var', 'rst_flag_cnt', 

'psh_flag_cnt', 'ack_flag_cnt', 'urg_flag_cnt', 'ece_flag_cnt ', 'pkt_size_avg', 'init_fwd_win_byts', 

'init_bwd_win_byts', 'fwd_act_data_pkts', 'fwd_seg_size_min', 'active_mean', 'active_std', 

'active_max', 'idle_mean', 'idle_std', 'idle_max', 'idle_min' 

Nearmiss-2 

Chi-square - 

Binary class – 99 - 

31 

'dst_port', 'fwd_pkt_len_max', 'fwd_pkt_len_mean', 'fwd_pkt_len_std', 'bwd_pkt_len_max', 

'bwd_pkt_len_mean', 'bwd_pkt_len_std', 'flow_pkts_s', 'flow_iat_mean', 'flow_iat_min', 

'fwd_iat_mean', 'fwd_iat_std', 'fwd_iat_min ', 'fwd_pkts_s', 'bwd_pkts_s', 'pkt_len_max', 

'pkt_len_mean', 'pkt_len_std', 'pkt_len_var', 'rst_flag_cnt', 'psh_flag_cnt', 'ack_flag_cnt', 

'urg_flag_cnt', 'ece_flag_cnt' , 'pkt_size_avg', 'init_fwd_win_byts', 'init_bwd_win_byts', 

'fwd_seg_size_min', 'idle_mean', 'idle_max', 'idle_min' 

2 : 1 

Nearmiss-2 

Chi-square - 

Multi-class - 99 - 

47 

'dst_port', 'protocol', 'flow_duration', 'tot_fwd_pkts', 'totlen_fwd_pkts', 'fwd_pkt_len_max', 

'fwd_pkt_len_mean', 'fwd_pkt_len_std', 'bwd_pkt_len_mean', 'bwd_pkt_len_std', ' flow_pkts_s', 

'flow_iat_mean', 'flow_iat_std ', 'flow_iat_max', 'flow_iat_min', 'fwd_iat_tot', 'fwd_iat_mean', 

'fwd_iat_max', 'fwd_iat_min', 'bwd_iat_tot', 'bwd_iat_mean', 'bwd_iat_std', 'bwd_iat_max', 

'bwd_iat_min', 'fw d_psh_flags', 'fwd_header_len', 'fwd_pkts_s', 'bwd_pkts_s', 'pkt_len_mean', 

'pkt_len_std', 'rst_flag_cnt', 'psh_flag_cnt', 'ack_flag_cnt', 'urg_flag_cnt', 'ece_flag_cnt', 

'pkt_size_avg' , 'init_fwd_win_byts', 'init_bwd_win_byts ', 'fwd_act_data_pkts', 

'fwd_seg_size_min', 'active_mean', 'active_std', 'active_max', 'idle_mean', 'idle_std', 'idle_max', 

'idle_min' 

Nearmiss-2 

Chi-square - 

Binary class - 99 - 

37 

'dst_port', 'protocol', 'flow_duration', 'fwd_pkt_len_max', 'fwd_pkt_len_min', 'fwd_pkt_len_mean', 

'fwd_pkt_len_std', 'bwd_pkt_len_max', 'bwd_pkt_len_min', 'bwd_pkt_len_mean', 'bwd_ 

pkt_len_std', 'flow_pkts_s', 'flow_iat_mean ', 'flow_iat_max', 'flow_iat_min', 'fwd_iat_tot', 

'fwd_iat_mean', 'fwd_iat_max', 'fwd_iat_min', 'fwd_psh_flags', 'fwd_pkts_s', 'bwd_pkts_s', 

'pkt_len_min', 'pkt_len_max' , 'pkt_len_mean', 'pkt_len_std', 'pkt_len_var', 'psh_flag_cnt', 

'ack_flag_cnt', 'urg_flag_cnt', 'pkt_size_avg', 'init_fwd_win_byts', 'init_bwd_win_byts', 

'fwd_seg_size_min', 'idle_mean', 'idle_max', ' idle_min' 

3 : 1 

Nearmiss-2 

Chi-square - 

Multi-class - 99 - 

46 

'dst_port', 'protocol', 'timestamp', 'flow_duration', 'tot_fwd_pkts', 'totlen_fwd_pkts', 

'fwd_pkt_len_max', 'fwd_pkt_len_mean', 'fwd_pkt_len_std', 'bwd_pkt_len_std', 'flow_pkts_s ', 

'flow_iat_mean', 'flow_iat_std ', 'flow_iat_max', 'flow_iat_min', 'fwd_iat_tot', 'fwd_iat_mean', 

'fwd_iat_max', 'fwd_iat_min', 'bwd_iat_tot', 'bwd_iat_mean', 'bwd_iat_std', 'bwd_iat_max', 

'bwd_iat_min', 'fw d_psh_flags', 'fwd_header_len', 'fwd_pkts_s', 'bwd_pkts_s', 'pkt_len_std', 

'rst_flag_cnt', 'psh_flag_cnt', 'ack_flag_cnt', 'urg_flag_cnt', 'ece_flag_cnt', 'init_fwd_win_byts', 

'init_bwd _win_byts', 'fwd_act_data_pkts', 'fwd_seg_size_min ', 'active_mean', 'active_std', 

'active_max', 'active_min', 'idle_mean', 'idle_std', 'idle_max', 'idle_min' 

Nearmiss-2 

Chi-square - 

Binary class - 99 - 

36 

'dst_port', 'protocol', 'timestamp', 'flow_duration', 'fwd_pkt_len_max', 'fwd_pkt_len_min', 

'fwd_pkt_len_mean', 'fwd_pkt_len_std', 'bwd_pkt_len_min', 'bwd_pkt_len_mean', 'flow_pkts_s', 

'flow_iat_mean', 'flow_iat_max ', 'flow_iat_min', 'fwd_iat_tot', 'fwd_iat_mean', 'fwd_iat_max', 

'fwd_iat_min', 'fwd_psh_flags', 'fwd_pkts_s', 'bwd_pkts_s', 'pkt_len_min', 'pkt_len_max', 

'pkt_len_me an', 'pkt_len_std', 'fin_flag_cnt', 'rst_flag_cnt', 'ack_flag_cnt', 'ece_flag_cnt', 

'pkt_size_avg', 'init_fwd_win_byts', 'init_bwd_win_byts', 'fwd_seg_size_min', 'idle_mean', 

'idle_max', 'idle_min' 

4, 79 : 

1 
None 

Chi-square – 

Multi-class - 99 - 

37 

'dst_port', 'protocol', 'timestamp', 'flow_duration', 'tot_fwd_pkts', 'totlen_fwd_pkts', 

'bwd_pkt_len_min', 'flow_pkts_s', 'flow_iat_mean', 'flow_iat_std', 'flow_iat_max', 'flow_iat_min', 

'fwd_ iat_tot ', 'fwd_iat_mean', 'fwd_iat_max', 'fwd_iat_min', 'bwd_iat_tot', 'bwd_iat_mean', 

'bwd_iat_max', 'bwd_iat_min', 'fwd_psh_flags', 'fwd_header_len', 'fwd_pkts_s', 'bwd_pkts _s', 

'rst_flag_cnt', 'psh_flag_cnt', 'ack_flag_cnt', 'urg_flag_cnt', 'ece_flag_cnt', 'init_fwd_win_byts', 

'init_bwd_win_byts', 'fwd_act_data_pkts', 'fwd_seg_size_min', 'idle_mean', 'idle_std', 'idle_max' , 

'idle_min' 
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Ratio 
Under 

sampling 

Feature selection 

- Target vector - 

Percentage (%) - 

features 

Selected feature combinations 

None 

Chi-square – 

Binary class - 99 - 

35 

'dst_port', 'protocol', 'timestamp', 'flow_duration', 'fwd_pkt_len_max', 'fwd_pkt_len_min', 

'bwd_pkt_len_min', 'flow_pkts_s', 'flow_iat_std', 'flow_iat_max', 'fwd_iat_tot', 'fwd_iat_mean', ' 

fwd_iat_std ', 'fwd_iat_max', 'bwd_iat_tot', 'bwd_iat_mean', 'bwd_iat_std', 'bwd_iat_max', 

'fwd_psh_flags', 'fwd_pkts_s', 'bwd_pkts_s', 'pkt_len_min', 'pkt_len_mean', 'fin_flag_cnt ', 

'rst_flag_cnt', 'ack_flag_cnt', 'ece_flag_cnt', 'pkt_size_avg', 'init_fwd_win_byts', 

'init_bwd_win_byts', 'fwd_act_data_pkts', 'fwd_seg_size_min', 'idle_mean', 'idle_max', 'idle_min' 

D. Model development and model evaluation 

Model development with the Random Forest (RF) 
algorithm is carried out on each different dataset with a 
ratio of 1:1, 2:1, 3:1, and 4.79:1. There are 4 models 
built. The four models were evaluated by binary and 
multi-class classification which were then compared. 

The best model is obtained from a dataset with a 
ratio of 3:1 . Evaluation of binary classification  

produces an average accuracy of 99.6856%, precision 
of 99.6414%, recall of 99.5196%, and f1 of 99.5803%. 
While the results of the multi-class classification 
evaluation show that the model has an accuracy of 
99.6944%, precession of 98.8319%, recall of 96.904%, 
and F1 of 97.8032% as shown in Table 6. 

 

TABLE V.  BEST COMBINATION OF HYPERPARAMETERS FROM HYPERPARAMETER TUNING 

Ratio 
Under 

Sampling 

Feature selection - Target vector - 

Percentage of score (%) - features 
Best Hyperparameters 

1 : 1 Nearmiss-2 Chi-square - Multi class - 99% - 50 
n estimators = 20, min samples split = 18, min samples leaf = 2, 

max features = 15, max depth = None 

2 : 1 Nearmiss-2 Chi-square - Binary class - 99% - 37 
n estimators = 20, min samples split = 2, min samples leaf = 6, 

max features = 18, max depth = 35 

3 : 1 Nearmiss-2 Chi-square - Multi class - 99% - 46 
n estimators = 15, min samples split = 17, min samples leaf = 2, 

max features = 15, max depth = 30 

4, 79 : 1 None Chi-square - Binary class - 99% - 35 
n estimators = 35, min samples split = 3, min samples leaf = 2, 

max features = 15, max depth = 35 

TABLE VI.  EVALUATION RESULTS 

Ratio 
feature selection 

(features) 

Multiclass classification (%) Time (sec) 

accuracy Precision recall F1-score Trains test 

1:1 Chi-square (50) 99.7564 98.1668 96.0803 96.9755 215.62 1.41 

2:1 Chi-square (37) 98.2595 93.5775 89.9453 91.2306 564.62 3.22 

3:1 Chi-square (46) 99.6944 98.8319 96,904 97.8032 333.13 2.29 

4.79:1 Chi-square (35) 99.2835 96521 95.0857 95.7519 1166.25 7.43 

Fig. 5 shows the binary classification confusion 

matrix . The confusion matrix shows a false alarm rate 

of 0.15 % ( 2443 ) and a false negative rate of 0.8 1 % 

(4 459 ). 
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Fig. 5. Binary classification confusion matrix 

From the results of the multi-class evaluation shown 

in Fig 6 , this model has an average accuracy value of 

above 99%, even 7 out of 15 classes have an F1 value 

of 100%. This shows that the hybrid model can classify 

these classes accurately. 

Fig . 6. Multi-class classification evaluation results 

 
Fig. 7. Multi-class misclassification dataset ratio of 3:1 

 Based on the misclassification analysis in Fig.7 , 

SQL Injection is the type of attack with the lowest 

performance and the highest percentage of 

misclassification of 23.52%. This is due to the small 

size of the SQL Injection sample which only amounts 

to 87 samples or around 0.00054% of the entire dataset. 

This small sample size is not sufficient to represent the 

class data in this study, making it difficult to achieve an 

F1 score above 90%. 

 Furthermore, infiltration is a type of attack with the 

second largest misclassification, namely 14, 13 %. 

From the confusion matrix in Figure 8, it can be seen 

that 4478 Infiltration samples were incorrectly 

classified as benign class (normal class), and similarly, 

2210 out of 2214 benign samples were incorrectly 

classified as Infiltration class. This indicates that 

several Infiltration classes and Benign classes have 

similar patterns, making it difficult for the model to 

distinguish between them. 
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Fig . 8  integration matrix dataset ratio 3:1

IV. CONCLUSION 

Based on the tests and analysis performed, it can be 

concluded that the random foreset algorithm with 

hyperparameter tuning provides increased performance 

in terms of accuracy, precision, recall, and F1, and has 

the potential to reduce false detection . This model gives 

the best results with a ratio of 3:1 ( normal versus 

attack). The results of the binary classification 

evaluation show an average accuracy of 99.6856%, 

precision of 99.6414%, recall of 99.5196%, and f1 of 

99.5803%. Meanwhile, the results of the multi-class 

classification evaluation showed an accuracy of 

99.6944%, precession of 98.8319%, recall of 96.904%, 

and F1 of 97.8032%. Overall, the model has been 

successfully developed and tested, demonstrating 

improved performance on the 2018 CSE-CICIDS data 

set. 
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I. INTRODUCTION 

This template, modified in MS Word 2007 and 

saved as a Word 97-2003 document, provides authors 

with most of the formatting specifications needed for 

preparing electronic versions of their papers. Margins, 

column widths, line spacing, and type styles are built-

in here. The authors must make sure that their paper 

has fulfilled all the formatting stated here. 

Introduction commonly contains the background, 

purpose of the research, problem identification, and 

research methodology conducted by the authors which 

been describe implicitly. Except for Introduction and 

Conclusion, other chapter’s title must be explicitly 

represent the content of the chapter. 

II. EASE OF USE 
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B. Maintaining the Integrity of the Specifications 

The template is used to format your paper and style 

the text. All margins, column widths, line spaces, and 
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abbreviations of units: “Wb/m2” or “webers 

per square meter,” not “webers/m2.” Spell 

units when they appear in text: “...a few 

henries,” not “...a few H.” 

• Use a zero before decimal points: “0.25,” not 
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• The abbreviation “i.e.” means “that is,” and the 

abbreviation “e.g.” means “for example.” 

IV. USING THE TEMPLATE 

After the text edit has been completed, the paper is 

ready for the template. Duplicate the template file by 

using the Save As command, and use the naming 

convention as below 

IJNMT_firstAuthorName_paperTitle. 

In this newly created file, highlight all of the 

contents and import your prepared text file. You are 

now ready to style your paper. Please take note on the 

following items. 

A. Authors and Affiliations 

The template is designed so that author affiliations 

are not repeated each time for multiple authors of the 

same affiliation. Please keep your affiliations as 

succinct as possible (for example, do not differentiate 

among departments of the same organization). 

B. Identify the Headings 

Headings, or heads, are organizational devices that 

guide the reader through your paper. There are two 

types: component heads and text heads. 

Component heads identify the different 

components of your paper and are not topically 

subordinate to each other. Examples include 

ACKNOWLEDGMENTS and REFERENCES, and 

for these, the correct style to use is “Heading 5.”  

Text heads organize the topics on a relational, 

hierarchical basis. For example, the paper title is the 

primary text head because all subsequent material 

relates and elaborates on this one topic. If there are 

two or more sub-topics, the next level head (uppercase 

Roman numerals) should be used and, conversely, if 

there are not at least two sub-topics, then no subheads 

should be introduced. Styles, named “Heading 1,” 

“Heading 2,” “Heading 3,” and “Heading 4”, are 

prescribed. 

C. Figures and Tables 

Place figures and tables at the top and bottom of 

columns. Avoid placing them in the middle of 

columns. Large figures and tables may span across 

both columns. Figure captions should be below the 

figures; table heads should appear above the tables. 

Insert figures and tables after they are cited in the text. 

Use the abbreviation “Fig. 1,” even at the beginning of 

a sentence. 

TABLE I.  TABLE STYLES 

Table 

Head 

Table Column Head 

Table column subhead Subhead Subhead 

copy More table copy   

 

 



Fig. 1. Example of a figure caption 

V. CONCLUSION 

A conclusion section is not required. Although a 

conclusion may review the main points of the paper, 

do not replicate the abstract as the conclusion. A 

conclusion might elaborate on the importance of the 

work or suggest applications and extensions. 

APPENDIX 

Appendixes, if needed, appear before the 

acknowledgment. 

ACKNOWLEDGMENT 

The preferred spelling of the word 

“acknowledgment” in American English is without an 

“e” after the “g.” Use the singular heading even if you 

have many acknowledgments. Avoid expressions such 

as “One of us (S.B.A.) would like to thank ... .” 

Instead, write “F. A. Author thanks ... .” You could 

also state the sponsor and financial support 

acknowledgments here. 

 

REFERENCES 

The template will number citations consecutively 

within brackets [1]. The sentence punctuation follows 

the bracket [2]. Refer simply to the reference number, 

as in [3]—do not use “Ref. [3]” or “reference [3]” 

except at the beginning of a sentence: “Reference [3] 

was the first ...” 

Number footnotes separately in superscripts. Place 

the actual footnote at the bottom of the column in 

which it was cited. Do not put footnotes in the 

reference list. Use letters for table footnotes. 

Unless there are six authors or more give all 

authors’ names; do not use “et al.”. Papers that have 

not been published, even if they have been submitted 

for publication, should be cited as “unpublished” [4]. 

Papers that have been accepted for publication should 

be cited as “in press” [5]. Capitalize only the first 

word in a paper title, except for proper nouns and 

element symbols. 

For papers published in translation journals, please 

give the English citation first, followed by the original 

foreign-language citation [6]. 

[1] G. Eason, B. Noble, and I.N. Sneddon, “On certain integrals 
of Lipschitz-Hankel type involving products of Bessel 

functions,” Phil. Trans. Roy. Soc. London, vol. A247, pp. 
529-551, April 1955. (references) 

[2] J. Clerk Maxwell, A Treatise on Electricity and Magnetism, 
3rd ed., vol. 2. Oxford: Clarendon, 1892, pp.68-73. 

[3] I.S. Jacobs and C.P. Bean, “Fine particles, thin films and 

exchange anisotropy,” in Magnetism, vol. III, G.T. Rado and 
H. Suhl, Eds. New York: Academic, 1963, pp. 271-350. 

[4] K. Elissa, “Title of paper if known,” unpublished. 

[5] R. Nicole, “Title of paper with only first word capitalized,” J. 

Name Stand. Abbrev., in press. 

[6] Y. Yorozu, M. Hirano, K. Oka, and Y. Tagawa, “Electron 

spectroscopy studies on magneto-optical media and plastic 
substrate interface,” IEEE Transl. J. Magn. Japan, vol. 2, pp. 

740-741, August 1987 [Digests 9th Annual Conf. Magnetics 
Japan, p. 301, 1982]. 
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