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FOREWORD 

 

Greetings!  

Ultima InfoSys : Jurnal Ilmu Sistem Informasi is a Journal of Information Systems which presents 

scientific research articles in the field of Information Systems, as well as the latest theoretical and 

practical issues, including database systems, management information systems, system analysis and 

development, system project management information, programming, mobile information system, 

and other topics related to Information Systems. ULTIMA InfoSys Journal is published regularly 

twice a year (June and December) by Faculty of Engineering and Informatics in cooperation with 

UMN Press. 

In this December 2023 edition, ULTIMA InfoSys enters the 2nd Edition of Volume 14. In this 

edition there are five scientific papers from researchers, academics and practitioners in the fields 

covered by Ultima Infosys. Some of the topics raised in this journal are: The Development of Web-

based Sales and Inventory System for a Stationary Store; Information Technology Governance 

Capability at PT XYZ using COBIT 2019; Sentiment Analysis of User Satisfaction Towards Sales 

Promotion of Gojek Application Service Using SVM; From Tradition to Innovation: Mind Map 

Generation in Higher Education; Image Splicing Forgery Detection using Error Level Analysis and 

CNN; and Developing a Web-based Information System Information System to Enhance 

Operations in Hajj and Umrah Travel (Case Study: PT. Mutiara Cinta Imani). 

On this occasion we would also like to invite the participation of our dear readers, researchers, 

academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific 

papers to: International Journal of New Media Technology (IJNMT), Ultimatics : Jurnal Teknik 

Informatics, Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of 

Computer Systems. Information regarding writing guidelines and templates, as well as other related 

information can be obtained through the email address ultimainfosys@umn.ac.id and the web page 

of our Journal here. 

Finally, we would like to thank all contributors to this December 2023 Edition of Ultima Infosys. 

We hope that scientific articles from research in this journal can be useful and contribute to the 

development of research and science in Indonesia. 

 

December 2023,  

 

 

 

Wella, S.Kom., M.MSI. 

Editor-in-Chief 
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Abstract—The study-case method was applied in this 

research at a stationery store. The problems derive from an 

observation of a stationary store called Andesta, a micro, 

small, and medium-sized enterprise (MSMEs) run by 

individuals who engage in stationery and document 

procurement. The problem is that transactions are not 

properly recorded, preventing the store from knowing the 

profits and losses incurred during a certain period. As a 

result, the availability of stocks coming in and out is 

unclear. This issue will be resolved by developing an 

integrated sales and inventory system. The prototype 

method is implemented in the system development lifecycle. 

The system will be constructed as soon as the design is 

completed and accepted by the business owner. The 

CodeIgniter framework and MySQL databases were used to 

build the system. The construction of the sales and 

inventory system is supposed to support stores in running 

their business processes more efficiently. 

Index Terms—integrated system; prototyping 

method; sales and inventory system; stationary store. 

I. INTRODUCTION 

Many companies already implement Information 

Technology (IT) to support business processes. IT is a 

technological device that facilitates the arrangement of 

tasks related to data processing, information and 

communication to increase effectiveness and efficiency 

in a job [1]. Business processes are a series of activities 

that are linked together to solve a specific problem [2]. 

IT may assist the business process in an organization, 

which is known as Enterprise Resource Planning (ERP) 

on a big scale organization.  ERP offer an integrated 

system to the company, so that the recording can be 

done effectively and efficiently [3]. Successful 

implementation requires effective implementation, 

environmental analysis and strategies so as to produce 

high performance according to the needs of the 

company [4]. The business process addressed in this 

research is part of the ERP system, specifically the sales 

and inventory modules, and the case study used is a 

MSME (Macro, Small, Medium Enterprise). MSMEs 

are relatively small businesses. The characteristics of 

MSMEs are the actual conditions contained in the 

company's activities, as well as the behavior of 

entrepreneurs who are interested in running their 

business [5].  

The case study of this research is taken from a 

problem that occurred in an MSME’s store called 

Andesta that was owned by individuals. Andesta sells a 

variety of stationery, computer supplies, musical 

instruments, and sports equipment. Andesta handles an 

average of 30-40 transactions per day. The process of 

recording and storing data of products and transactions 

in this store is still paper-based utilizing books and 

notes thus errors in writing the quantity of products or 
the nominal price are common. Furthermore, the sales 

transaction activity is also less optimal because it 

cannot automatically calculate the amount of sales. 

Based on the existing problem, the goal of this 

research is to develop an integrated sales and inventory 

system capable of recording and storing products and 

transactions data, making the generation of sales reports 

and inventories much easier. As a result of previous 

research by Arnold et al. [6] and Hasanudin M. [7] that 

the proposed system is capable of storing all the 

transaction data but lacks a function to notify users of 

stock availability. During this research, the proposed 

system would include a function that notifies users of 

stock availability.  

II. THEORETICAL BASIS 

A. Literature Review 

Recording is the process of recording an inventory 

to find out existing inventory data so that the business 

becomes more efficient [8]. Inventory is an asset or 

stock owned by a company or other business to generate 

the highest profit in supporting its business processes 

[9]. Sufficient supplies with the availability of time, 

quality, and the right location, have benefits, namely: 

1. Minimize the risk of delay or goods exhausted from 

the distributor. 

2. Minimize defects of new goods from distributors. 

3. Minimize the risk of lost goods. 

mailto:1chyntia.cahya@gmail.com
mailto:2ririn.desanti@umn.ac.id
mailto:3fransiscus.ati@lecturer.umn.ac.id
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Sales is the process by which the seller meets all 

the needs of the buyer and hopes to provide sustainable 

and profitable income for both sellers and buyers [10]. 

Generally, purchase is interpreted as an attempt to 

obtain goods or services for personal purposes, in the 

process of manufacture or for resale [11]. 

Prototyping is a technique for building functions 

quickly but incomplete information system models 

using application developer tools. The construction of 

a system is focused on the customization carried out by 

the application developer tools. The prototype 

technology used in the study aims to give researchers 

an idea of the applications created during the 

application prototype development stage and initially 

evaluated by users [12]. 

UML (Unified Modelling Language) is part of the 

business process model for available organizations. 

UML is the design of a system of a diagram that is seen 

from how the system works, how the system interacts 

with the user, and there are features available on the 

system [13]. Use Case Diagram is modeling intended 

for the information system to be created. Use Case 

works to describe the type of interaction between the 

user in the system and his own system, by the system. 

Activity diagrams are used to model characters in 

business processes without relying on objects. Activity 

diagrams are used to model behavior in business 

processes that are independent of objects. In many 

ways, activity diagrams can be seen as sophisticated 

data flow diagrams used in conjunction with structured 

analysis. A class diagram is a static model that shows 

multiple classes and relationships between each class 

that have not changed in the system. Class diagrams 

represent classes consisting of behavior and 

circumstances, along with relationships between 

classes. 

B. Previous Research 

This research is based on previous studies regarding 

the development of a sales and inventory system. Table 

1 lists three previous research that were used as 

references. 

TABLE I.  PREVIOUS RESEARCH 

No. Journal Article Results 

1 Sistem 

Informasi 

Penunjang 

Proses 

Pemesanan dan 
Desain Kue 

pada Toko Kue 

Artisan Online 

Berbasis Web 

Author: 

Wibowo, A.A., 

Widjaja, A.E, 

Wibowo, Tania 

Jovita, Suryasari 

 

The building of a web-based system to 

support the ordering and design 

process in an online craft cake store. 

The use of this system helps to create 

order processes effectively and 
efficiently. The advantage of this 

system is that it can help the buyer to 

express his picture of the cake that 

wants to be customized using a sketch 

tool that is 3 dimensions that are 
present on the system to look more 

real [6]. 

 

 

 

 

Ultima Infosys, 

vol. x, no. 1, 

2019 

2 Rancang 

Bangun Sistem 

Informasi 

Inventory 

Barang Berbasis 
Web (Studi 

Kasus: PT. 

Nusantara 

Sejahtera Raya) 

 

Author: 

Hasanudin, M. 

 

Jurnal IKRA-

ITH Informatika 
Vol. 2, No. 3, 

2018 

A system builds to facilitate the 

recording of products [7]. 

3 Designing 

Mobile 

Application 
Interaction for 

School Internal 

Communication 

Using User-

centered Design 

 

Author: 

Parahita, A.D., 

Lestari, D.P., 
Niwanputri, 

G.S. 

 

IJNMT, Vol. 

VII, No. 1, 2020 

For future work and development, 

prototypes can be implemented as 

software and teacher-side applications 
for school internal communication 

should be designed and implemented 

too. A user-centred approach proved 

good to make a good application and 

should be used for future 

developments [14]. 

  

 Based on the three previous research used as 

references in the development of the proposed system, 

the first and the third journal article [6][14] were used 

as references for the design of the system utilizing the 

prototype approach. The second journal article [7] was 

used as a reference to assist the data record process. 

III. RESEARCH METHODOLOGY 

A. Research Object 

The objects in this study were shown for MSMEs 

Andesta store. Andesta store is a small business 

conducted by individuals but not a branch of a company 

owned by medium-sized businesses or large businesses. 

This store sells a variety of office stationery, computers, 

musical instruments to sports equipment. Not only that, 

Andesta store also sells services such as document 

printing, document doubling, and file volumes.  

B. Data Collection 

 Data collection techniques are done by conducting 

interviews. The use of this interview technique was 

chosen to collect data directly from business owners. 

Interviews are useful to discuss in detail about the 

problems in the store. The creation of this system 
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certainly adjusts the circumstances, needs and criteria 

of the business owner. 

C. System Methodology  

The method used for developing the system is 

prototyping. One advantage of the prototyping process 

is that it allows the end user to quickly gain an 

understanding of the system [15]. 

1. Analysis Stage 

 Based on the results of interviews with the owner of 

the Andesta store, a web-based sales information 

system will be created to assist in the recording and 

storage process. 

2. Design Stage 

 Based on the results of the interview conducted, a 

prototype of the system will be designed. A design 

that makes it easier for store owners to have an idea 

of the system to be created. Once the prototyping 

design is complete, the store owner will provide 

feedback in the form of input and suggestions and 

system design revisions. 

3. Implementation Stage 

 If the prototyping designed has been approved then 

the next step is to implement the coding in 

accordance with existing needs. Tools that will be 

used in the creation of the system, namely 

CodeIgniter as a framework in the creation of the 

system, MySQL as a database used. 

4. Testing Stage 

 Once the system is complete, the system will be 

tested by the users. The purpose of testing this 

system is to find out whether the parts are not 

appropriate or there are still errors in the system. 

5. Evaluation Stage 

 If there is an error or discrepancy in the system, a 

repair will be made immediately. 

6. System Usage Stage 

 The last stage, the system is ready to be used 

because it is in accordance with the needs of the 

business owner. 

IV. ANALYSIS AND RESEARCH RESULT 

Regarding the problems that have been obtained 

from the results of the interview, it was agreed that a 

system should be created in accordance with the 

existing needs. Table 2 details the requirements and the 

actor involved. 

TABLE II.  TABLE REQUIREMENT 

No Requirement Actor Use Case 

1 

Users can enter the 

categories of items 

available in the store. 

Superadmin, 

and admin 

Category 

of Product 

2 

Users can add new 

entered items to store 

inventory and can 

check stock 

availability. 

Superadmin, 

and admin 

Product 

Data 

3 

Users record in the sale 

of products 

Superadmin, 

admin and 

cashier 

Sales 

Transactio

n 

4 

Assist users in 

obtaining detailed and 

accurate information 

about the results of 

availability of 

products, sales of 

products at the end of 

the month and year, and 

sales profits every 

month. 

Superadmin, 

and admin 

Recap List 

5 
Admins can create 

access for new users. 

Superadmin Manage 

User 

6 

Admins can monitor 

store developments 

regarding stock and 

sale of products based 

on their period. 

Superadmin, 

and admin 

Graphs 

7 

As a reminder to users 

when the inventory of 

goods has reached a 

minimum value. 

Superadmin, 

and admin 

Item 

Notificati

ons 

 

A. Use Case Diagram of the Proposed System 

The system modeling is done by creating the use 

case diagram and the activity diagram. Fig 1 below 

shows the use case diagram of the proposed system. 

 

 

Fig. 1. Use Case Diagram of Sales and Inventory System 

 

 There are 3 actors, namely Superadmin, Admin and 

Cashier. There are 4 use cases in the diagram namely 

sales transactions, product record, check product recap, 

and manage user. 
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B. Activity Diagram of the System 

There are several activity diagrams created on the 

modeling systems. Fig 2 describes the activity diagram 

of the sales transaction business processes. Sales 

transactions will be recorded and stored in the system. 

The stock of products will be automatically reduced in 

the system and every item out will be recorded in the 

report. If the stock reaches its minimum value, the 

system will give a notification. 

 

The process business of sales transactions begins 

with the user choosing the transaction menu, then the 

user may input the product code. Once the entire 

product to be purchased is entered into the transaction 

process then the system will print the invoice. 

 

Fig 3 shows an activity diagram of the recap 

product. All transaction activities that have been carried 

out for several periods and stock inventory of goods, 

there will be recap results. 

 

 

Fig. 2. Activity Diagram of Sales Transaction 

 The business process of checking products recap 

starts with the user choosing recap period by date, by 

month or by year.  

 

 

Fig. 3. Activity Diagram of Check Product Recap 

 

Fig 4 is an activity diagram of product record. 

Users can do the record of products by inputting new 

data or editing and adding stock of products. 

 

 

Fig. 4. Activity Diagram of Product Record 

Fig 5 is an activity diagram of manage user. This 

diagram is to add new users such as admins and 

cashiers, it can only be done by Superadmin. 

Superadmin can also edit and set user account status 
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Fig.  5 Activity Diagram of Manage User 

C. User Interface of the System 

There are 3 views as the result prototyping that has 

been designed for sales and inventory system of 

Andesta store. The proposed system used Bahasa 

Indonesia. Fig 6 is the user interfaces of transaction.  

 

  

 

Fig.  6 User Interface of Transaction  

 

Fig 7 below is the user interface of product. After 

the interface design is completed, the system prototype 

is tested to determine if there are still errors or bugs. 

 

  

 

Fig.  7 User Interface of Product 

D. User Acceptance Test (UAT) 

Based on the system that has been created, there 

will be testing of the system. System testing based on 

User Acceptance Test (UAT) with black-box method. 

The system test involved 3 user access as superadmin, 

admin, and cashier. 

 

The scenario for testing included feature of 

transaction, product category, product, product recap, 

user account, and sales report graphics. Table 3 shows 

the summary of UAT Scenario Testing. 

TABLE III.  UAT SCENARIO TESTING 

No Scenario Testing Functions Results 

1 Transaction Search, Input 

product, 

payment, save 

transaction 

OK 

2 Product Category Add, Edit, 
Delete 

OK 

3 Product Add, Edit OK 

4 Product Recap Recap, Sales 

recap per date, 

Sales recap per 
month, Sales 

recap per year, 

recap of profit 

OK 

5 User Account Add, Edit, 

change status, 
Delete user 

OK 

6 Sales Report 

Graphics 

Sales graphics, 

sales per date, 

sales per month, 
sales per year,  

OK 

 

From the testing results can be concluded that 

all the functions already runs well and ready to be 

implemented.  

 

V. CONCLUSION 

This research is accomplished by developing 

several solutions in accordance with the determined 

objective of the research. According to user 

requirements, a web-based system for recording sales 

and inventories has been successfully developed. There 

are notifications on the inventory feature that might 

provide information about the minimal stock 

availability. The system can also generate sales reports 

and inventories based on the desired period. 

There are various potential developments for the 

proposed system. Adding a function for recording 
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supplier information and shipping transactions is one 

option. 
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Abstract— This paper introduces PT XYZ, a 

management consultancy company located in Jakarta. 

The company offers a diverse range of information 

technology products. Hence, an assessment was 

conducted to evaluate the effectiveness of information 

technology governance at PT XYZ. The assessment of 

information technology governance competency is 

predicated around the challenges frequently 

encountered by organisations, namely in the domains of 

project management, IT budget allocation, and the 

availability of proficient human resources in the field of 

information technology. The assessment of capability is 

conducted utilising the COBIT 2019 framework, 

employing a qualitative methodology. The utilisation of 

data collection techniques involving interviews and 

literature review is being employed. The findings from 

the data collection revealed that three COBIT 2019 

domain processes, specifically APO06 - Managed Budget 

and Costs, APO07 - Managed Human Resources, and 

BAI11 - Managed Projects, aligned with the issues faced 

by the organisation. The findings of the capability 

assessment indicated that the three chosen domain 

processes, specifically APO06, APO07, and BAI11, were 

successfully accomplished at level 2, signifying a full 

achievement. Consequently, the companies received 

several recommendations for enhancing their 

information technology governance and attaining a 

higher level of quality. 

Index Terms—Information Technology, IT 

Governance Capability, COBIT 2019, Recommendations 

I. INTRODUCTION 

Seeing the changes in this era, the rapid 

development of existing technology, besides relying 

only on it, society is also required to develop in a way 

that makes changes in all aspects of daily activities. 

That is no exception in organizations. An organization 

must be able to adapt with this rapidly developing 

information technology, it can be measured by the 

success of the organization in utilizing information 

technology as a tool to support the operational 

activities of the organization [1]. to support the 

company's goals to deal with rapid technological 

advances, companies must be able to utilize the use of 

information technology effectively and efficiently [2]. 

Reality the importance of information for an 

organization can be seen from the amount use of 

information systems in organizations as tools company 

operational support. Therefore, one of the supporters 

running the company's operations is IT governance. 

Currently IT or information technology has a 

significant role in terms operation of an organization 

due to shifts of roles and relevance information 

technology in organizations that require more 

understanding clearly related to information 

technology governance [3]. As for the cause of 
ineffectiveness information technology governance in 

the organization is the occurrence of business losses 

such as unexpected costs, the quality of the use of 

information technology, to failure of information 

technology in providing value to organizations [4]. 

Therefore, organizations need to conduct remedial 

audits for technology governance information. Audit 

itself is an activity to collect data and evaluate data 

related information to establish and report levels 

conformity between existing information data with 

existing audit criteria its provisions [5]. Information 

technology governance audit essentially is a form of 

operational auditing, but nowadays information 

technology auditing is better known as a separate type 

of audit unit that has a purpose for improving 

information technology governance [6]. In its 

implementation, this information technology 

governance audit can be carried out using existing 

frameworks. There are many types of frameworks 

work that can be used to help humans conduct 

governance audits information technology, one of 

which is the COBIT framework. 

COBIT stands for Control Objectives for 

Information and Related Technology developed by 

ISACA (Information Systems Audit and Control 

Association), which is an international professional 

membership association for individual interested in or 

working in the areas of IT audit, IT risk, and IT 

governance [7], [8]. The latest COBIT framework 

update, namely COBIT 2019, is intended to facilitate a 

flexible framework and its design and implementation 

adjusted [9]. COBIT 2019 itself has 11 design factors 
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and quite a lot processes, namely there are 40 

processes. The many processes make COBIT 2019 to 

be more flexible than other versions. 

Use of COBIT 2019 analysis in information 

technology governance has the objective of assisting 

organizational governance, information technology 

management, to risk optimization [10]. In its 

application, technology governance information can be 

put on COBIT 2019 framework which will have effect 

in supporting or supporting the goals of an 

organization. Later, the result of this information 

technology governance audit is in the form of 

recommendations of IcoreI models or processes with 

different priority levels and capability levels must be 

applied or implemented [11]. Various fields of the 

company can use this COBIT 2019 framework. One 

company that can conduct an audit with the 2019 

COBIT framework on IT governance is a management 

consulting company located in Jakarta. 

The management consulting company has been 

established since 2015. Until now, the company has 

not only provided consulting services management 

and information technology, but also produce products 

applications that heavily involve their information 

technology governance team. The number of products 

they produce cannot be separated from frequent 

problems times encountered such a fickle resource that 

causes impact on the execution of targeted projects. 

Problems that often occur in the company, namely the 

first problem faced by the company related to the 

budget of each project to be carried out. Sometimes 

teams the project developer experiences a lack of 

budget in the process. Second, sources Human 

resources owned by the company often change so that 

workmanship a project gets a little bogged down. 

Finally, regarding resources people who continue to be 

replaced cause an influence also on handling project 

because a project is not done completely on resources 

previous human resources and must be continued with 

existing human resources new. Because of these 

problems, can be done measuring IT governance using 

the 2019 COBIT framework as an evaluation 

company. 

COBIT 2019 itself has as many as 40 processes 

that cover a lot of aspects of a company. In the audit 

conducted will be used processes that have 

compatibility with existing problems through stages 

factor design until 3 process domains are found that 

have compatibility with problems faced by the 

company. These 3 processes consist of APO06 – 

Managed Budget and Costs, APO07 – Managed 

Human Resources, BAI11 – Managed Projects 

Limitations of the problems that exist in this study 

are measurement of information technology 

governance in a company management consulting 

using the COBIT 2019 framework and the 2019 

COBIT process used in this study is APO06 – 

Managed Budget and Costs, APO07 – Managed 

Human Resources, BAI11 – Managed Projects. 

II. THEORY 

A. Information System 

Governance is a series of relationships with 

processes to direct and control an organization to 

achieve a desired goal, Information Technology is a 

process where monitoring and controlling capability 

decisions are carried out information technology (IT) 

in determining a value delivery (deliver value) to key 

stakeholders in an organization or company [12]. In 

the information technology governance process, there 

are several data management which is an important 

asset for a company or organization. Technology 

governance Information carried out a company affects 

quality services on the information technology. If 

information technology services in a company that 

does not have good management, then it can impact 

and create problems such as operational costs that are 

too high so that they are not in accordance with the 

budget, use of assets that are less than optimal, 

decision making that is not appropriate, uncontrolled 

service, and problems others that can be detrimental to 

a company or organization. 

Implementation of information technology 

governance can make the company becomes superior 

to the resources it has so, the company can take 

advantage of opportunities, product innovation, 

information, and have competitive advantage in the 

business environment. One factor that can be a sign of 

the progress of a company is the implementation of 

governance manage information technology well 

because it increases the value of the stakeholders’ 

interests and produces quality performance [9]. 

Assessing quality information technology governance 

can use a variety of frameworks designed to design 

information technology governance and assess its 

maturity [13]. Each framework has a different 

development focus. 

B. Information System Audit 

Information system audit is a step-by-step 

process of collecting and evaluating data that 

becomes evidence of performance of an organization. 

Achievement of organizational goals is assessed from 

the extent organizational systems can perform data 

integrity and push on achieving organizational goals 

effectively and using resources efficiently [13]. To 

measure and evaluate a system information that has 

been designed and implemented effectively, efficient, 

economical, has an asset security mechanism, and 

establishes data integrity requires an information 

system audit that can measure and evaluate the degree 

of equivalence between business procedures and 

requirements users [14].  
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According to Gallegos, the stages and audit 

procedures stages are [15]. The first stage is planning 

which includes the main activities, namely setting the 

objectives and scope of the audit, understand the 

client's business processes, organize audit groups, 

review the results of previous audit findings, and 

prepare an audit program. This early stage involves a 

lot of communication with people who are concerned 

with the object to be audited and carry out the process 

analysis of the objectives, vision, mission, policies, 

and objectives of the audit object. 

The second stage is the fieldwork or field 

inspection stage. In this stage, field inspection is very 

helpful for the auditors to carry out the analysis 

because at this stage the auditor works to collect 

information from related parties by using methods 

such as interviews, observation to conduct a survey to 

the audit object.  

The third stage is reporting. At this stage the 

auditor will analyze and conclude the results obtained. 

Auditors usually provide an evaluation in the form of 

recommendations for improvement to the 

management. The stage of reporting or writing the 

results of these findings will clearly state the findings 

and their impact. 

The fourth stage is follow-up. At this stage is the final 

stage, namely providing audit results that have been 

summed up and analyzed. The form of the results 

given is in the form recommendations for 

improvement from the findings found in the audit 

process and determining whether the audit results are 

reference only or directly implemented by the 

organization. 

C. COBIT 

Control Objective for Information and Related 

Technology or COBIT for the first time published in 

1996 namely COBIT 1.0 which focus only on 

auditing. In 1998 COBIT published reverted to 

COBIT 2.0 which contains the audit and evaluation 

fields on the control stage, then 2 years later in 2000 

COBIT to be precise re-published a new version, 

namely COBIT 3.0 which has orientation towards 

management. 5 years later in December to be exact In 

2005, COBIT re-published a new version, namely 

COBIT 4.0 which followed by an update in May 

2007, namely COBIT 4.1. Both versions are oriented 

towards information technology governance. Long 

after that, precisely in June 2012, COBIT made 

updates again by issuing COBIT 5.0 which is oriented 

towards technology governance company information 

[16], [17]. Finally, COBIT made a major update from 

previous versions in 2018, namely COBIT 2019 

which published effective and efficient ways to carry 

out the process performance monitoring to process 

oriented implementation on information technology 

governance and technology management information. 

Contains how to optimize the repairs that can be done 

organization [18] 

D. COBIT 2019 

COBIT 2019 or Control Objectives for 

Information and Related Technologies 2019 has been 

published by ISACA or Information System Audit 

and Control Association which is the latest update 

from the COBIT framework type suite. COBIT 2019 

which was released on November 2018 and is an 

update of COBIT 5 [19]. COBIT 2019 has provided 

an acceptable analysis model openly make 

combinations of organizational governance and 

management by providing indicators, processes, 

levels, to 11 Measurement of Administrative 

Capability Measurement is a collection of the best 

practices with the goal of increasing value and trust in 

information systems so that the organization will be 

helped in optimizing and improving management 

governance their information technology [19]. In 

addition, this framework also introduces the concept 

of a focus area, which is intended to provide focus on 

a particular problem-solving situation by sticking to it 

COBIT 2019 core model with its governance and 

management objectives. Measurement of 

organizational maturity using COBIT 2019 consists of 

5 main domains which are divided into one 

governance destination domain management and the 

four domains of management objectives, namely 

EDM or Evaluate, Direct, and Monitor, BAI or Build, 

Acquire, and Implement, APO or Align, Plan, and 

Organize, and MEA or Monitor, Evaluate, and 

Assess, and DSS or Deliver, Service, and Support) 

[11] 

E. RACI Chart 

RACI or Responsible Accountable Consulted 

Informed is diagram used for the parties involved 

with the process the company's business so that it can 

become a resource person in a study. Each indicator 

on the RACI diagram has its own meaning which is 

described as follows [20]. 

1. Responsible (R) 

Responsible or responsibility means the party 

that has responsibility responsible for carrying ou 

the activities be his area of work. 

2. Accountable (A) 

Accountable means the party in charge of giving 

directions from carrying out activities. This party 

has the authority to decide a problem. Simply put 

they have a standing as the person in charge and 

decision maker. 

3. Consulted (C) 

Consulted means the person in charge of 

providing criticism and suggestions or 

consultation on the implementation of activities. 

Usually, they are called advisors. 
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4. Informed (I) 

Informed party who obtains information related to 

the activity ongoing, results, and decisions taken. 

III. METHOD 

The method used in this study is to use a 

framework COBIT work 2019 which is the most 

recent version of the framework COBIT which has 

been updated by ISACA. This type of research is 

research qualitative which uses literature and interview 

methods for collecting the necessary data.  

This study uses a framework in the form of an 

overview of the process flow of research conducted 

using the audit stages described by Gallegos. 

1. Planning 

The first step in this research is planning by first 

determining the object of research, namely at PT XYZ. 

When the research object has been determined, a pre-

interview is conducted to ask for permission while 

simultaneously identifying the outline of areas that are 

a problem in the company, as well as determining the 

2019 COBIT domain will be used as a focus in this 

study based on the results of interviews with the 

company. 

2. Field Work 

The second stage is the stage of collecting the 

necessary data. Researchers conduct a literature study 

to understand more deeply the topics and objects of 

this research and conduct research directly to PT XYZ 

to see real problems to be faced. At this stage also 

carried out follow-up interviews. 

3. Reporting 

This third stage is the stage of writing a report 

from the data that has been collected. Analyzing these 

data to get conclusions and evaluation results in the 

form of recommendations on the problem faced by PT 

XYZ. 

4. Follow Up 

The final stage is to report to PT XYZ so that you 

can use it as a reference or recommendation for 

improvements necessary and can be used as a 

reference for further audits. 

This study conducted a literature study using 

references the 2019 COBIT book provided by ISACA 

(Information Systems Audit and Control Association) 

entitled “COBIT Framework 2019 Governance and 

Management Objectives” and using research journals 

before as a reference.  

This study also requires an interview stage to 

collect the data needed in the research. The interview 

stage involves representatives of divisions in PT XYZ. 

Self-interview will be conducted several times both 

online and offline. If done by online via video 

conferencing via zoom meeting or google meet. 

However, if the interview is conducted offline the 

researcher will meet directly with representatives of 

related divisions from PT XYZ. Data collected from 

stage This interview will be used as a tool to measure 

the maturity level of governance information 

technology in PT XYZ. 

The data analysis method used in this study is to 

use a measurement scale (ISO/IEC 33004) for the 

results of the interviews as follows. 

• N – Not Achieved (0% to 15%) 

Companies have little or no evidence of achieving 

the attributes assessed in the defined process. 

• P – Partially Achieved (>15% to 50%) 

The company has some evidence of the approach 

and some evidence of the achievement of the 

attributes assessed in the process which is defined 

by the aspect of achievement of the attributes 

being unpredictable. 

• L – Largely Achieved (>50% to 85%)  

The company has evidence of a systematic 

approach for significant achievement of the 

attributes assessed in the defined process but still 

has some weaknesses in the assessment process. 

• F – Fully Achieved (>85% to 100%) 

The company has completed and systematic 

evidence for the full achievement of the assessed 

attributes in the defined process and has no 

significant weaknesses in these attributes in the 

assessment process. 

IV. RESULT AND DISCUSSION 

Data collection was carried out by interviewing 

related parties. The earliest stage carried out in 

research is to decide with XYZ company to do 

research on the company. After that, determine the 

focus of the research area in the company. The areas in 

this research are covers IT governance in XYZ 

company to determine the process domains in COBIT 

2019. This research was conducted to measure the 

capability Maturity level of PT XYZ's IT governance 

using the framework COBIT 2019. 

The COBIT 2019 process domain was selected 

based on identified issues conducted at PT XYZ. The 

problems found are related to problems with work on 

several company projects that often experience delays 

until the workflow changes. This problem arose 

because of a change in human resources that often 

changes every several time periods. The company 
gives responsibility for working on several projects to 

their human resources are usually only apprentices 

stayed for 1 semester in the company. This human 

resource problem has sufficient impact on project 

completion due to the capabilities of each resource 

humans are very diverse. Some are very good at the 

language programming used and some do not 
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understand the language at all programming used. This 

causes the work process to run slow depending heavily 

on the ability of each individual resource the human. 

Project handlers for project workflow details are 

also managed by interns where every change of team, 

of course, has a slightly different way of handling 

projects. The company provides a work timeline but 

only broadly speaking. In this case, company 

employees do play a role as the person in charge and 

mentor for the apprentices, but the limited number of 

employees causes one employee to handle many 

projects at once so you can't focus on just one project. 

Not to mention, the person in charge and the mentor 

still has to teach every apprentice who doesn't 

understand yet language used. Broadly speaking this 

problem is influenced by the way companies and 

resources handle the project. 

In addition, there are budget and cost factors that 

are often needed in the process of working on projects 

for developer purposes such as buying domains and so 

on sometimes inadequate in terms of funds. Therefore, 

selected domains related to the problem. 

Based on interviews with several IT governance 

parties in the company XYZ, it is found that there are 

3 domains that are quite relevant to the problem that 

happened, namely APO06 –Managed Budget and 

Costs, APO07 – Managed Human Resources, BAI11 – 

Managed Projects. 

A. RACI 

The RACI in Table 1 shows the divisions involved 

in the 3 domains selected, namely APO06 – Managed 

Budget and Costs, APO07 – Managed Human 

Resources, and BAI11 – Managed Projects. Each 

division has a different role for each domain which 

will be described in the following tables. 

TABLE I.  RACI CHART 

Domain CEO BD HR PM 

APO06 – Managed 

Budget and Costs 

A R C I 

APO07 – Managed 

Human Resources 

A C R I 

BAI11 – Managed 

Projects 

A C I R 

In the APO06 domain, the business development 

team plays an active role in preparing the company's 

IT budget. They design and build methods to make 

planning related to the required IT budget. Collaborate 

with the IT human resource division to assess 

employee and IT needs, but if you want to plan the 

usual allocation of funds involve the project manager 

as well. 

In the APO07 domain, the team responsible for 

implementation is human resources. They work inside 

Recruitment of employees needed according to IT 

needs company. In addition, the human resource 

division also deals with work contracts to employee 

administration. 

In this BAI11 domain, the person in charge is the 

manager project. A project manager usually plays an 

active role in planning and directing project execution. 

Project planning also involves several related parties 

such as: finance and human resources. A project 

manager oversees Monitor project implementation and 

be responsible for the process the process. 

B. Result 

The results of measuring the capability of 

information technology governance at PT XYZ are 

simplified as follows. 

TABLE II.  RESULT 

Process Domain 

Achieved 

Capability Level 

1 2 3 4 5 

APO06 – Managed Budget 

and Costs 

     

APO07 – Managed Human 

Resources 

     

BAI11 – Managed Projects      

Based on Table 2, the results of measuring the 

level of capability at PT XYZ company which were 

obtained from the results through interviews 

concluded that in the domains APO06, APO07, and 

BAI11 reached the same level, namely level 2 or it 

can be said (Fully Achieved) 

C. Analysis Results 

The interview results will be measured based on the 

rating scale from Table 1. The answers of each 

informant are categorized based on the criteria listed 

in the description column. The answers in each 

subdomain will be averaged and the value of the 

average is the final value obtained from each domain. 

A domain can be said to be successful or continue to 

the next level if the sub-domain of the previous level 

gets an average value of greater than 85% but if the 

domain does not reach or is less than 85% then it is 

declared to stop at that level and cannot continue. 

Assessment of the domain and its sub-domains will be 

described as follows. 
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1. APO06 – Managed Budget and Costs 

TABLE III.  APO06 LEVEL 2 ASSESMENT 

APO06 – Level 2 

Sub-Domain Score 

APO06.01 77.5 

APO06.02 80 

APO06.03 79.25 

APO06.05 85.7 

Total 322.45 

Average 322.45/4 = 80.6% 

Table 3 shows the results of calculations from the 

APO06 domain regarding how companies 

manage IT budgets in companies. Sub-domains 

are at level 2 with APO06.01 having an average 

value of 77.5, APO06.01 having an average value 

of 80, APO06.03 having an average value of 

79.35, and APO06.05 having an average value of 

85.7. So, the overall average for the APO06 level 

2 domain is 80.6%, which means that the audit 

stops at level 2 and cannot continue to level 3 

because the average domain has a value of less 

than 85%. The results of the interviews in this 

domain show quite good results because almost 

all activities in managing the IT project budget 

recommended by the 2019 COBIT framework 

are carried out by the company, but some things 

are still lacking and have some weaknesses. 

2. APO07 – Managed Human Resources 

TABLE IV.  APO07 LEVEL 2 ASSESMENT 

APO07 – Level 2 

Sub-Domain Score 

APO07.01 76.7 

APO07.02 84.3 

APO07.03 77.5 

APO07.04 86.75 

APO07.05 85 

APO07.06 86 

Total 496.25 

Average 496.25/6 = 82.7% 

 

Table 4 shows the results of calculations from the 

APO07 domain related to human resource 

management in companies. Sub-domains are at 

level 2 with APO07.01 having an average of 

76.7, APO07.02 having an average of 84.3, 

APO07.03 having an average of 77.5, and 

APO07.04 having an average of 86.75, APO07 

.05 has an average of 85, and APO07.06 has an 

average of 86. So, the average in the APO07 

level 2 domain is 82.7%, which means that the 

audit stops at level 2 and cannot continue to level 

3 because the average domain has a value of less 

than 85%. The results of the interviews in this 

domain show good results because almost all the 

activities recommended by the 2019 COBIT 

framework related to human resources for IT 

have been carried out by the company, but there 

are still deficiencies in outsourcing arrangements 

and gaps in some individuals between the 

capabilities needed and the talent required. 

owned. These problems cause a lack of 

percentage obtained. 

3. BAI11 – Managed Projects 

TABLE V.  BAI11 LEVEL 2 ASSESMENT 

BAI11 – Level 2 

Sub-Domain Score 

BAI11.01 72.5 

BAI11.02 87 

BAI11.04 83.2 

BAI11.05 90 

BAI11.06 85 

BAI11.07 87 

BAI11.08 86 

BAI11.09 85 

Total 675.7 

Average 675.7/8 = 84.5% 

Table 5 shows the results of calculations from the 

BAI11 domain related to project management in 

companies. The sub-domains are at level 2 with 

BAI11.01 having an average of 72.5, BAI11.02 having 

an average of 87, BAI11.04 having an average of 83.2, 

BAI11.05 having an average of 90, BAI11. 06 has an 

average of 85, BAI11.07 has an average of 87, 

BAI11.08 has an average of 86, and BAI11.09 has an 

average of 85. So, the average in the BAI11 level 2 

domain is 84.5% which is classified as a high average 

value because it is close to 85%, but still cannot 

continue to level 3 because the average domain still 

has a value of less than 85%. The interview results in 

this domain show good results because almost all the 

activities recommended by the 2019 COBIT 

framework related to managing IT projects have been 

carried out by the company, but there are still 

deficiencies in the lack of training carried out and 

project planning which sometimes tends to be too 

flexible. 

D. Findings and Impacts 

Identify the findings and impacts based on the 

results of the interviews that have been conducted. 

These findings and impacts outline the constraints in 

the company. The following are the findings and 

impacts found. 

1. APO06 – Managed Budget and Costs (Level 2) 

a. Finding: The company does not have a fixed 

scheme to identify all IT-related elements. 

Budgets tend to be flexible. 

Impact: IT needs sometimes experience 

delays, especially for several small matters 
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related to costs because the scheme changes 

and is not fixed, which makes it difficult for 

third-order funds to be needed for small 

needs. 

b. Finding: The company does not have a 

specific procedure for communicating 

budget decisions and reviewing them with 

business unit budget holders. 

Impact: The need for funds becomes 

irregular. Can cause miscommunication to 

the business unit. 

c. Finding: The company does not maintain a 

formal IT budget, including all expected IT 

costs of IT-enabled programs, services, and 

assets. 

Impact: Budgets become too flexible and 

unpredictable when companies have to issue 

budgets. As a result, when needed, 

disbursing funds is quite time consuming. 

2. APO07 – Managed Human Resources (Level 2) 

a. Finding: The company does not set rules for 

using external contract employees, third 

party services, and using transfers to support 

business needs. 

Impact: One employee can sometimes work 

on many projects at once. Sometimes there is 

still dependence on one individual. 

b. Finding: The company pays little attention to 

the gap between the required skills and the 

available human resources. Rarely do 

individual placements repeatedly. 

Impact: Project work can be hampered due 

to a lack of skills needed to work on a 

project because you still have to learn it first. 

3. BAI11 – Managed Projects (Level 2) 

a. Finding: Companies do not provide project 

management training. But still considering 

certification for project managers. 

Impact: Some of the company's goals can be 

hampered due to the lack of training 

provided by the company. 

b. Finding: In maintaining the project plan 

along with the risk assessment, the company 

carries out direct follow-up with 

stakeholders. 

Impact:  Several changes to the plan could be 

forgotten to be conveyed to stakeholders 

because there was only verbal follow-up. 

E. Recommendations 

Provision of recommendations is made after 

obtaining the findings and the impact of the problems 

that exist in the company which is carried out through 

a series of interviews with the PT XYZ company and 

conducting a review of some data related to the 

selected domain. Some recommendations for 

improvements that can be made by the company are 

as follows. 

1. APO06 – Managed Budget and Costs (Level 2)  

a. Companies must have a fixed scheme to 

identify all IT related cost elements such as 

operational costs, hardware costs, software 

costs, personnel, and others. Must have clear 

details and calculations. 

b. Companies should have a fixed procedure 

for communicating budget decisions and 

reviewing them with the company's business 

units and carried out regularly. 

c. Companies need to have a formal IT budget 

or some sort of record keeping for the 

expected formal IT budget estimates of the 

programs, services, and assets that support 

IT. 

2. APO07 – Managed Human Resources (Level 2) 

a. Companies need to maximize the provision 

of flexible resource arrangements, such as 

the use of transfers, external contracting 

personnel, and third-party service 

arrangements to support changing business 

needs. 

b. Companies need to identify the gaps between 

the skills needed and those available on a 

regular basis. Especially if the employee is 

an apprentice. This can be done by 

developing a few things, such as providing 

training for both technical and behavioral 

skills, re-deployment or rotation, and making 

changes to the procurement strategy. These 

things are to overcome the gap individually 

and collectively. 

3. BAI11 – Managed Projects (Level 2) 

a. Companies need to provide project 

management training as well though are 

considering certification for project 

managers. Certification should be 

accompanied by the provision of project 

management training for project managers. 

Companies need to improve how to maintain 

project plans and dependent plans such as risk plans, 

quality plans and benefits realization plans. Ensure 

that the plan is always updated and reflects actual 

progress and approved material changes. Apart from 

carrying out direct follow-up with stakeholders, you 

can also always document changes in detail for every 

aspect of the project work process to serve as a 

reference document for the next team change and 
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ensure that communication between team members 

runs well to avoid miscommunication. 

V. CONCLUSION 

After measuring the level of information 

technology governance in a management consulting 

company using the 2019 COBIT framework, it was 

concluded based on interview results that the problem 

with PT XYZ was in handling the projects they had 

and influenced the way the company handled IT 

budgets and resources. possessed human resources. 

There are 3 domains chosen based on these problems, 

namely APO06 – Managed Budget and Costs, APO07 

– Managed Human Resources, and BAI11 – Managed 

Projects. Apart from the existing problems, the domain 

selection is also adjusted to the RACI table which 

contains the parties involved in the running of a 

project. 

In the APO06 – Managed Budget and Costs and 

APO07 – Managed Human Resources domain 

processes, the average yield is 80.6% and 82.7%. The 

results of these two domains are in accordance with 

company targets that are at level 2 in the Fully 

Achieved category, so there is no GAP in this process 

domain and in the process domain BAI11 – Managed 

projects get an average yield of 84.5% which is at 

level 2 which the company's target is level 3 so as to 

create a GAP in the analysis of 1. 

The measurement results are obtained from the 

findings and impacts to obtain recommendations for 

the company to improve or maximize it in accordance 

with the recommendations given by COBIT 2019 so 

that the value achieved by the company can increase 

the level obtained by the company. 

For further research, it can measure the capability 

again and measure the level increase made by the 

company. 
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Abstract— Customer satisfaction is a crucial factor for 

the sustainability of a company, including tech companies 

like Gojek. This condition exists because customer 

satisfaction affects the continuation of customers 

purchasing or reusing the company's services. 

Promotions or offers are commonly applied strategies by 

companies to enhance attractiveness among competitors 

and improve customer satisfaction. Therefore, this 

research aims to understand customer sentiments 

towards promotions or offers provided by the Gojek 

company to develop better promotional strategies by 

increasing customer satisfaction. The data source for this 

research comes from user tweets on the social media 

platform Twitter which has now changed to "X". The 

method used to determine the sentiment of this data is the 

support vector machine. 

Index Terms—user satisfaction; promotion; sales; 

sentiment analysis; suport vector machine; 

I. INTRODUCTION 

The rapid advancement of technology has brought 

about significant changes across various sectors of 

society, including the business world. One example is 

the emergence of companies that embrace technology 

concepts, such as Gojek. Gojek is a private company 

that harnesses the advancement of information and 

communication technology to establish an app-based 

online transportation service business. This company 

has been established and has pioneered online 

transportation in Indonesia since 2010 [1]. 

Several companies now offer online transportation 

services like Gojek. This condition is due to the 

convenience and efficiency of online transportation in 

connecting potential passengers with transportation 

drivers, leading to a booming trend of using online 

transportation apps to support daily life within the 

community [2]. Therefore, Gojek must implement the 

right competitive strategies to compete with other 

competitors in the online transportation market. 

According to Putra and Seminari [3], the key to 

winning the competition is for companies to recognize, 

understand, and satisfy the desires and needs of their 

customers. By doing this, customers will not look to or 

switch to other competitors offering similar products 

and services, which increases the likelihood of repeat 

purchases. Furthermore, understanding customer 

satisfaction can also be a benchmark and foundation for 

improvement in the quality of products or services and 

company marketing strategies [4]. One factor that can 

influence customer satisfaction and act as an attraction 

for customers includes price related elements, such as 

discounts [5]. 

This research aims to analyze the sentiments of 

Gojek customers regarding sales promotions in the 

form of discounts offered by the company. The results 

of this study will assist Gojek in understanding 

customer satisfaction from a promotional or offer 

perspective and help the company implement better 

promotional strategies to stay competitive against other 

competitors. The sentiment is collected from Twitter, 

an interactive social media platform that allows its users 

to voice opinions or critiques on matters in real time [6]. 

It's important to note that this research was conducted 

before Twitter changed its name to "X" so the data still 

references the original "Twitter" name. The sentiment 

analysis will be performed using the Support Vector 

Machine (SVM) classification method. This method 

has been selected for its effectiveness in high-

dimensional spaces, which is typical of text data. 

Additionally, it can identify intricate decision 

boundaries through kernel functions. 

II. LITERATURE 

A. Customer Satisfaction 

Customer satisfaction is a customer's feeling that 

come out by comparing what they expected with what 

they received, be it feelings of disappointment or 

happiness. There are five aspects that influence 
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customer satisfaction: product quality, service quality, 

emotions, price, and cost. Customer satisfaction is 

closely related to customer loyalty, profit, and market 

share [5]. 

B. Sales Promotion 

Sales promotion is one of the trend tools in current 

marketing practices. Sales promotions are effective in 

grabbing the attention of customers and target markets, 

and can encourage them to make purchases. Sales 

promotions provide benefits that impact customer 

evaluations of a company's products or services 

psychologically (utilitarian benefits), such as in terms 

of cost savings, usefulness, and convenience, and 

emotionally and intrinsically (hedonic benefits), such 

as entertainment and the feelings of satisfaction 

obtained. The utilitarian benefits of this sales 

promotion become one of the things that can help the 

company achieve customer satisfaction [7]. 

Sales promotions for marketing new products or 

services can be in the form of coupons, samples, and 

refills. Meanwhile, for marketing old products or 

services, the company can give discounts. A discount 

or price cut is a form of price reduction given by the 

seller to the buyer directly for a product or service in a 

certain period based on policies and objectives set by 

the seller [8]. 

C. Sentiment Analysis 

Sentiment analysis is an analytical approach aimed 

at determining the subjectivity of a text [9][10][11]. 

Through this analysis, the sentiment expressed from a 

text can be identified as positive, negative, or neutral 

[12][13][14]. For this research, only positive and 

negative sentiments were identified. 

D. Support Vector Machine 

The Support Vector Machine (SVM) is one of the 

methods of supervised machine learning and can be 

defined as a binary classification algorithm. SVM is a 

probabilistic-based binary classifier, a classifier that 

makes predictions based on inputs that match 

predefined classes. Compared to other classification 

algorithms, SVM classifiers are one of the most popular 

because of their accuracy and speed, making them most 

suitable for analyzing and classifying tweets based on 

positive and negative polarities, providing more 

appropriate and significant output [15][16]. 

The main principle of SVM is to find the 

hyperplane, a line in two dimensions, or a flat plane in 

multiple dimensions, which is best for separating two 

types of classes in the input space. There are three types 

of SVM kernel functions used for mapping the initial 

dimension or lower dimension of a dataset to a new 

dimension or higher dimension, namely the linear 

kernel function (1), gaussian radial basic function 

(RBF) (2), and polynomial (3)[17]. 

𝑲(x, y)  = 𝑥 . 𝑦                                                         (1) 

𝑲(𝑥𝑖 , 𝑥𝑗)  = exp (−
−‖𝑥𝑖−𝑥𝑗‖

2𝜎2

2

)                                 (2) 

𝑲(𝑥𝑖 , 𝑥𝑗)   = ((𝑥𝑖 . 𝑥𝑗) + c)𝑑  (3) 

III. METHODOLOGY 

Based on research goals and previous studies on 

sentiment analysis [10][11][12]. There are five stages in 

this research methodology that can be shown in Fig. 1. 

Initially, the research will focus on Data Collection, 

wherein relevant data will be accumulated, ensuring a 

comprehensive and representative analysis. After data 

accumulation, Data Labeling will be carried out, where 

each piece of data will be classified as positive and 

negative. This step is crucial, as the labeling quality will 

significantly influence the ensuing classification 

model's accuracy. The third phase, Data Preprocessing, 

involves refining the collected data by removing noise, 

cleaning, and other necessary adjustments, ensuring the 

data's readiness for efficient model training. The next 

phase involves Model Training and Evaluation, where 

the processed data will be trained utilizing the Support 

Vector Machine (SVM) classification algorithm using 

Linear Kernel Function. Upon model training, an 

evaluation will be conducted to ascertain its accuracy 

and readiness for sentiment analysis. The results of the 

research will then be visualized, providing a clear and 

comprehensible depiction of the sentiments discovered. 

To streamline this entire process and guarantee 

seamless integration across all stages, the author has 

opted to utilize the Anaconda application, explicitly 

leveraging the Jupyter Notebook platform for its 

flexibility and support for various libraries essential for 

such research. 

 

Fig. 1. Methodology 

A. Data Collection 

During the Data Collection phase, data crawling is 

conducted to gather tweets from Gojek application 

users on the social media platform, Twitter, utilizing the 

Twitter API. The collected data comprises tweets where 

users have tagged Gojek's official Twitter account 

"@gojekindonesia" and contain keywords such as 

"promo","potongan","diskon" and/or "voucher". This 

process uses the Twitter API to collect data from 

Twitter. Once the tweet data is obtained, these datasets' 

files will be merged. Then, all the datasets will be 

checked, and any duplicate tweet data identified will be 

removed. 

B. Data Labeling 

During the Data Labeling phase, tweets are labeled 

to categorize them as either positive or negative 

sentiments. Tweets categorized as positive are labeled 

"1" and represent tweets expressing advantages or 
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customer satisfaction regarding Gojek's promotional 

features or sales promotions. Then, tweets categorized 

as negative are labeled "2" and represent tweets raising 

questions about customer issues with the sales 

promotion features, as well as statements concerning 

the shortcomings and customer dissatisfaction 

regarding Gojek's sales promotions. This labeling 

process utilized annotation techniques carried out by 

author. 

C. Data Preprocessing 

In the data preprocessing stage, the labeled tweet 

data will be transformed or cleaned from irrelevant data 

to facilitate and enhance the accuracy of the sentiment 

analysis in the subsequent stage [18]. This 

preprocessing phase is executed utilizing several 

available Python libraries. The preprocessing steps 

include case folding, filtering, normalization, stopword 

removal, and stemming shown in Fig. 2.  

 

Fig. 2. Preprocessing Steps 

• Case Folding 

Case folding is the process of converting all letters in a 

dataset to lowercase. This is done to ensure that the 

algorithm treats different cases of the same word 

equally, such as "Minimum","minimum", and 

"MINIMUM" which should all be considered the same 

word. 

• Filtering 

Filtering is the process of cleaning text by removing 

components that are considered to have no meaning or 

relevance for sentiment analysis. These components 

include characters, punctuation, emoticons, and URLs. 

By filtering out these elements, the focus is placed on 

the significant parts of the text that contribute to 

understanding sentiment, thereby improving the 

quality of the analysis. The filtering process can 

significantly reduce noise in the data and help highlight 

the sentiment-bearing words. 

• Normalization 

Normalization is the process of converting words in the 

text into their standard form. In this study, the standard 

reference for the normalization process is the 

Indonesian Language Dictionary, and the author has 

created a list containing non-standard words along with 

their standard forms, which are stored in a glossary file 

at "normalisasi.csv" shown in Fig. 3. 

 
Fig. 3. Python Code for Normalization 

• Stopword Removal 

Stopword removal is the process of filtering out words 

that do not carry meaning in the text. These 

meaningless words include conjunctions, adverbs, 

affixes, and so on. This research utilizes the Python 

library "Sastrawi" (StopWordRemover) along with 

supplemental stopwords data acquired from various 

sources and through an analysis of tweet data. These 

additional stopwords are merged into a file named 

"more-stopwords.txt". 

• Stemming 

Stemming is the process of transforming words into 

their base form within a text [1] [19] [20]. The research 

uses the Python library "Sastrawi" (Stemmer) for the 

stemming process. 

D. Model  

 This research data will be used to train the sentiment 
analysis model after the tweet data has been cleaned 
through the preprocessing stage. The sentiment analysis 
model training is carried out by classifying each word 
into positive or negative sentiment. Then, sentiment 
analysis will be conducted on each tweet containing the 
categorized words using the SVM classification 
algorithm. The research employs the SVM algorithm 
due to its robust capability in navigating the complex 
text data derived from Twitter [16] [17].  SVM stands 
out as it can sift through vast quantities of text data 
while pinpointing patterns with precision [15]. 

 After the model training process is complete, the 

model is evaluated to determine its accuracy level in 

performing sentiment analysis. This research uses the 

Python libraries "NLTK" and "SKLEARN" to conduct 

the training and evaluation processes for this sentiment 

analysis model. 

E. Visualization 

After the sentiment analysis model has been created, 

the final step is to visualize the training data from the 

previous stages. The visualizations to be created will 

present the words that frequently appear in tweet data 

with negative sentiment to make improvements for 

negative sentiment. This visualization process will be 

conducted using Python libraries, and the results will 

be displayed as pie charts and word clouds. 
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IV. RESULT 

This result part consist of data collection, data labeling, 

data preprocessing, model and evaluation, and 

visualition. 

A. Data Collection 

 The research obtained 566 tweet data entries for this 

study shown in Fig. 4. The data collection period from 

November 12, 2022 to December 6, 2022. 

 
Fig. 4. Data Collection 

B. Data Labelling 

 Data labelling was conducted manually from the 

collected tweet data, with a significant majority 

displaying negative sentiment. Out of 566 tweets, 49 

were identified as having positive sentiment, while the 

remaining 517 tweets were categorized as having 

negative sentiment. Fig. 5 is an example of annotated 

tweet data labelled according to its sentiment. 

 
Fig. 5. Python Code for Data Labelling 

C. Data Preprocessing 

The data preprocessing stages in this research 

consist of case folding, filtering, normalization, 

stopword removal, and stemming. Then, the labeled 

tweet dataset is divided into training and testing data, 

with a distribution ratio of 70:30. Fig. 6.,Fig. 7., Fig. 8., 

Fig. 9., Fig. 10., and Fig. 11, are examples of the results 

of several tweet data that have gone through each stage 

of preprocessing. 

 
Fig. 6. Data Before Preprocessing 

 
Fig. 7. Data After Case Folding 

 

 

Fig. 8. Data After Filtering 

 

 
Fig. 9. Data After Normalization 

 

 
Fig. 10. Data After Stopword Removal 

 

 

Fig. 11. Data After Stemming 

D. Model and Evaluation 

After training the model using the SVM 

classification algorithm an accuracy rate of 

approximately 93% was achieved.  

E. Visualization 

From the tweets that were obtained, processed, and 

analyzed, the visualization results show that there are 

ten words commonly found in tweets with negative 

sentiment which are "promo", "voucher", "use", 

"minimum", "gofood", "goride", "code", "softbanned", 

"get", and "gocar". The the visualization result can be 

seen in Fig. 12. 

 
Fig. 12. The visualization results are presented as a pie chart and     

a word cloud. 

From the obtained visualization, there are still 

numerous complaints about Gojek's sales promotions, 

particularly regarding policy, usage, and acquisition of 

promotions. The types of promotions most frequently 

discussed include those for GoFood, GoRide, and 
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GoCar services. To increase the efficiency of Gojek's 

promotions, it is essential to have transparent 

communication of the terms, simplify the redemption 

process for better usability, and put in place a strong 

feedback mechanism to address customer issues.  

V. CONCLUSION AND RECOMMENDATION 

Based on the sentiment analysis conducted on the 

promotional sales of Gojek's app services, it is 

concluded there are still numerous complaints 

indicating customer satisfaction still needs to be 

optimal. From the data obtained, the company needs to 

revisit its policies, usage processes, and the acquisition 

of promotions or discounts offered to customers and 

consider better promotional sales strategies for services 

like GoFood, GoRide, and GoCar. 

 Future research could add neutral sentiment 

category and expand the dictionary used for 

normalization and stopwords removal during the 

preprocessing phase. This would likely result in a more 

accurate sentiment analysis. Additionally, assessing 

sentiment based on service quality categories could 

offer deeper insights [21]. By categorizing sentiments 

into specific aspects of service, organizations can 

discern which areas are receiving negative feedback 

and require improvement. This approach allows for a 

targeted response to enhance overall customer 

satisfaction. It would also be valuable to explore and 

compare different classification algorithms in sentiment 

analysis to identify the most effective and precise 

algorithm for the scope of the research, especially in the 

context of service quality theory. 
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Abstract— This study conducts an in-depth survey of 

mind map utilization in higher education from 2003 to 

2022, addressing the challenge of conveying complex 

topics to diverse learners. It examines the implementation 

of mind maps, focusing on development techniques, 

target audiences, objectives, and outcomes. Mind maps, 

recognized for enhancing memory retention, 

comprehension, and engagement, are used in two main 

scenarios: Learner-Driven for revision and 

understanding, and Lecturer-Driven as visual aids for 

content organization. The research underscores the 

importance of inclusivity and diverse learning 

preferences, advocating for mind maps as part of a 

comprehensive educational toolkit. It also identifies a gap 

in current mind map creation tools, particularly the lack 

of advanced technology integration like AI and deep 

learning. The study proposes developing an AI-based tool 

to facilitate lecturer involvement in mind map creation, 

enhancing teaching methods. Ultimately, it emphasizes 

the vast possibilities of integrating mind maps in 

academic settings, enhanced by technological progress, 

indicating transformative opportunities for future 

applications involving educational technology. 

Keywords—mind maps, educational technology, higher 

education, learning preferences, memory retention. 

I. INTRODUCTION 

Higher education, as a pivotal milestone in shaping 

one's intellectual and professional development, plays a 

crucial role in fostering a profound understanding of 

various academic disciplines. Students in the higher 

education environment exhibit increasing diversity in 

their learning styles, backgrounds, and academic 

abilities, compelling lecturers to adapt their 

instructional methods. Presently, the challenge lies in 

effectively delivering knowledge to students with 

varying learning preferences. In addressing this 

challenge, lecturers, acting as learning facilitators, 

continue to innovate in their approaches to delivering 

course materials. One increasingly popular approach is 

the adoption of active learning, wherein students 

actively engage in the learning process through 

discussions, collaboration, and direct interaction with 

course content [1]. Active learning holds the potential 

to enhance students' understanding of concepts and 

their overall engagement in the learning process. 

Another long-standing tool employed to bolster the 

effectiveness of teaching is the visualization of course 

materials. Visualization aids in illustrating the 

relationships among complex concepts, assists students 

in grasping key ideas, and synthesizes crucial 

information. This technique is commonly referred to as 

mind mapping. The other technique is concept mapping 

[2] which represents knowledge and shows the 

relationships between different concepts in more 

structured and formal style than a mind map. 

Mind mapping, introduced by Tony Buzan in the 

1970s [3], is a centralized and radial visual technique 

that begins with a core concept from which related ideas 

branch out. It's predominantly utilized for 

brainstorming, organizing thoughts, and as a memory 

aid, often adopting a more personal and less structured 

approach [4]. Unlike other visual tools, mind maps do 

not typically label relationships explicitly. They are 

distinctively characterized by vibrant colors, imagery, 

and curved lines to depict and connect ideas. 

Mind maps, as an educational medium, offer a 

visual platform for both students and lecturers to 

represent and communicate knowledge. They serve as 

a creative tool that bolsters memory and understanding 

[5]. With technological progress, mind maps have 

evolved into pivotal learning mediums across various 

educational stages. In higher education, they not only 

promote active learning, motivating students to 

visualize and structure their thoughts, but also aid 

lecturers in transmitting complex topics, curriculum 

design, and providing feedback. When crafted by 

learners, mind maps facilitate a deeper grasp of intricate 

subjects, emphasizing concept interconnectedness and 

kindling creativity in learning. Concurrently, lecturers 

harness this medium to enhance the teaching-learning 

experience, making abstract ideas more tangible and 

accessible [6], [7].  

The highlight of this research centers on the 

development and assessment of the effectiveness of 
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mind map generation methods in aiding learners in 

planning, organizing, and recalling information, as 

previously explored in other studies [8]. This research, 

however, identifies an opportunity for educators to 

utilize mind maps to provide a comprehensive 

overview of topics or subjects taught, thereby 

encouraging students to create their own mind maps 

after learning sessions. 

This study's primary objective is to present an 

exhaustive overview of research related to the creation 

of mind maps in higher education. It aims to uncover 

gaps in existing research and proposes subsequent steps 

for future studies to address these gaps. The method 

involves reviewing empirical evidence and findings 

that underscore the efficacy of mind maps as a learning 

tool in higher educational settings. This approach 

intends to contribute significantly to the understanding 

and application of mind maps in educational 

methodologies. 

II. RESEARCH METHOD 

The study adopted a multi-step survey methodology 

to examine the application of mind maps in higher 

education comprehensively. This approach comprised 

several distinct phases, each designed to ensure a 

systematic exploration of relevant literature. 

a) Keyword Definition and Initial Search: The 

research began by defining the primary keyword: 

"mind map in higher education". This keyword was 

strategically chosen to focus the search on the most 

relevant studies. 

b) Utilizing Elicit Platform (elicit.com): Leveraging 
the Elicit platform [9], which uses advanced 
language models like GPT-3, an initial search was 
conducted. Elicit's algorithms enabled efficient 
sifting through extensive databases, identifying 
studies that specifically mentioned the keyword. 
Elicit conducts its searches through a vast database 
of 200 million scholarly articles provided by the 
Semantic Scholar corpus, encompassing a wide 
range of academic fields. When pulling data from 
these papers, Elicit utilizes the complete text 
wherever accessible, or defaults to the abstract in 
cases where the full text is not available. 

c) Inclusion and Exclusion Criteria: To refine the 

search results, clear inclusion and exclusion criteria 

were established. Studies were included if they 

focused on the application of mind maps within 

tertiary educational contexts. Works not explicitly 

addressing mind maps in higher education, such as 

those discussing mind maps in general terms or their 

use in primary and secondary education, were 

excluded. 

d) Data Extraction and Categorization: Upon 

identifying relevant studies, key data points were 

extracted. This included the year of publication, the 

development techniques used in the studies, their 

primary objectives, and main findings. Each study 

was then categorized based on these parameters to 

facilitate an organized analysis. 

e) Analysis and Synthesis: With the data collated, a 

thorough analysis was conducted, synthesizing the 

findings to draw out trends, common techniques, 

and notable outcomes in the use of mind maps in 

higher education. 

f) Cross-Verification with Elicit: To ensure the 

accuracy and comprehensiveness of the findings, 

data was cross-verified with the results generated by 

the Elicit platform. This step was crucial in 

confirming the relevance and reliability of the 

studies included in the analysis. 

g) Final Compilation: The final step involved 

compiling the findings into a coherent narrative, 

highlighting the application of mind maps in higher 

education, their evolutionary use over time, and the 

main outcomes reported in the literature. 

 

III. RESULTS 

Table I presents a summary of all the papers 
collected for this survey. The emphasis of the survey is 
on the mind map generation technique, target audience, 
the purpose of each study, and its results, in addition to 
the year of research publication. 

TABLE I.  SUMMARY OF COLLATED PAPERS 

No Year Techniques Audiences Goals Results 

1 2003 [10] 

using Paper-

based MM 

and existing 
Digital MM 

Undergraduate students in 

School of Art and Design 

(SAD) and students in 

School of Computing and 
Information Technology 

(SCIT) 

To investigate the idea of 

mind mapping and the 

application of MindManager 

software to help and enhance 
students' academic 

achievement 

Because of their visual culture, SAD students were 

more confident in their ability to comprehend mind 

mapping than SCIT students were, but most 

students from both institutions thought it was 

useful, particularly for project management in 
group projects. 

2 2007 [11] 
using Paper-
Based MM 

Undergraduate students in 
Medical 

To help university students 
learn on their own. 

Most participants thought it was a useful 

summarizing method and that it would be 
interesting to investigate mind maps in more detail 

in future research. They also thought it helped with 

information memorization. 
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No Year Techniques Audiences Goals Results 

3 2009 [12] 
using Paper-

Based MM 

Undergraduate students in 

Industrial Engineering 

Program 

To maximize the amount of 
time allotted to industrial 

engineering departments' 

innovation development 

initiatives. 

It is preferred to use integrative maps that include 
written and visual elements. The mind map 

applications that lecturers suggested were the most 

beneficial, and using the approach in industrial 

engineering education produced encouraging 

results, encouraging more students to attempt the 
method. 

4 2012 [13] 

using existing 

Digital MM 

tools 

Undergraduate students of 

educational psychology 

To investigate potential 

differences in the effects of 

several socially mediated 

mind mapping activities on 

variables associated with 
students' motivation and 

effort. 

Students' rankings of the three mind mapping 
exercises revealed a range of preferences, 

enjoyment, and learning even though there were no 

average variations in perceptions based on the 

MUSIC model or effort. The effectiveness of all 

three activities in terms of student motivation was 
further validated by quantitative analysis. 

5 2013 [14] 

using existing 

Digital MM 

tools 

The domain of this research 

article is applied in various 

educational contexts, such as 

schools, universities, and 
training programs. 

To investigate the application 

of mind maps as a tool to 
raise educational standards 

and to offer information on 

how well mind maps work to 

improve student learning. 

When it comes to observing constructivist learning, 

mind maps can be a useful substitute for concept 
maps, particularly in technical fields. Expert map 

templates outperform full expert maps as learning 

scaffolds, and their collective creation improves 

learning quality by helping students move from 

associative to relational thought, predicting expert 
ratings, and encouraging cooperative group work. 

These benefits are particularly evident in 

undergraduate engineering programs. 

6 2014 [15] 
using Paper-

Based MM 

Undergraduate students in 

Geography 

To help undergraduates 

studying geography learn 

more creatively, 

collaboratively, and 
innovatively. 

Undergraduate geography students found that mind 
mapping was a useful tool for encouraging creative 

and collaborative learning; active engagement 

produced a wide range of creative and inventive 

mind maps. Small group work facilitated more in-

depth topic study, increased student self-assurance, 
and demonstrated a diversity of thought processes, 

with some groups exhibiting enhanced knowledge 

of particular subjects, such as cartography. 

7 2015 [16] 

using Paper-

based MM 
and existing 

Digital MM 

Undergraduate students in IT 
and Computing 

To ascertain the results of 

employing DMM and the 
improvement in students' 

answers 

The study indicated the use of Java 2 Micro Edition 

(J2ME) for mobile phone operating systems and 
highlighted the advantages of software-based mind 

maps, which demonstrated higher accuracy than 

student-created ones. It also detailed the technical 

requirements for Electronic Mind Mapping (EMM) 

tools, with students favoring EMM due to its speed 
and availability. 

8 2015 [17] 
using existing 
Digital MM 

tools 

Master students in Education 

Program 

To investigate the effects of 

electronic mind maps on 
instruction and learning in a 

course on educational 

research methods 

Quantitative evidence indicated that students' 

attitudes toward research increased after using the 

Free Mind program, making it the program of 

choice. The value of teachers' approaches and 
knowledge transfer in boosting students' 

knowledge and good research attitudes was further 

highlighted by the qualitative findings, which also 

highlighted students' enjoyment of mind maps in 

research learning. 

9 2015 [18] 

using Paper-

based MM 

and existing 
Digital MM 

Undergraduate students in 

learning English as a second 

laguage (ESL) 

To determine the subjects' 

views regarding creating 

computerized mind maps for 
reading comprehension as 

well as the possible impact of 

the self-generated mind maps 

created by college students 

on their reading 
comprehension 

According to the study, students who were taught 

to read using computerized mind maps that they 

had created themselves demonstrated greater 

reading achievement and more positive attitudes 

about the teaching approach. The benefits of the 
method were ranked as follows: educational, 

mental, useful, and enjoyable. These results, which 

are in line with earlier studies, highlight the 

potential of electronic mind mapping to improve 

collaborative learning and reading comprehension. 
This makes a substantial contribution to cutting-

edge teaching practices, particularly in the Gulf 

region. 
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10 2016 [19] 

using existing 

Digital MM 

tools 

Undergraduate students in 
Accounting Program 

Present MM as a substitute 

for attaining the desired 

learning objective in 
accounting education. 

emphasizes the value of 

utilizing cutting-edge and 

interactive teaching and 
learning resources, 

particularly for students who 

are accustomed to using 

digital devices. 

Most students thought iMindMap was more 
interesting than conventional teaching techniques, 

praising its ability to clearly illustrate relationships 

between ideas. While 49% strongly agreed that 

iMindMap effectively imparted knowledge in 

lectures, more than half thought it was interactive 
and engaging, and its flexibility was seen to foster 

critical thinking, creativity, and engagement. 

Multimedia components catered to a variety of 

learning styles and improved the quality of the 

educational experience. 

11 2016 [20] 
using Paper-

Based MM 

Undergraduate students in 

Biology 

To evaluate students' 

capacity for original thought 

in a biotechnology course 

through mind mapping 

Biology Education students were split into two 

teams for a study that employed mind mapping to 

assess students' creative thinking abilities in a 
biotechnology course. The majority of pupils on 

Team A demonstrated a notable enhancement in 

their creative thinking abilities, resulting in high 

marks. Team B, on the other hand, showed a minor 

improvement, with the majority of kids receiving 
low scores. 

12 2018 [21]  

using Paper-

based MM 

and existing 
Digital MM 

Undergraduate students in IT 

and Computing 

To improve students' 

comprehension, encourage 

the growth of their life-wide 

learning mindset, and fortify 
their capacity for both 

creative and logical thought. 

When used in programming language training, 
mind mapping strengthens students' ability to think 

creatively and logically, which supports their 

holistic knowledge and attitude to lifelong learning. 

It helps with practical computer language learning 

by strengthening software engineering ideas and 
stimulating creative thought. Furthermore, mind 

mapping facilitates ongoing learning and 

encourages diverse thinking, creative reasoning, 

and problem-solving abilities by providing a visual 

clarification of course content, instructional 
objectives, and abstract concepts. 

13 2019 [22] 

develop 

Digital MM 

tools (AI-
based) 

Undergraduate students in 

Environmental Engineering 

Program and Management 
and Production Program 

To showcasing how digital 

mind maps may be used to 
make classrooms more 

visually appealing and 

inspire students to make their 

own connections and learn 

more. 

The study demonstrates the range of respondents' 

attitudes four years later and the number of 

affirmative answers to questions. 

14 2019 [23] 
using Paper-

Based MM 

Master students in 

Accountancy Program 

To learn how the mind map, 

as a process, can support 

professional development 
and identity within any field 

of study; and how, as a 

product, it provides a 

concrete, fundamental 

function upon which to 
construct and build additional 

communicative goods. 

Mind maps support professional development, 

identity creation, and improved comprehension 

through peer evaluation. They are emphasized in 

professional communication courses in higher 

education, as well as the end result and the 
mapping process itself. Examining these maps 

demonstrates how students have developed their 

thinking, fostering work-readiness and a sense of 

self as future professionals. Their design can 

improve text comprehension, clear up 
misunderstandings, and provide a multi-layered, 

cycle of analysis that can be used to build 

additional communicative products in a variety of 

fields. 

15 
2019 [24] 

 

using existing 
Digital MM 

tools 

Undergraduate students in 

Education 

Create a new teaching 
strategy focused on mind 

mapping and thinking 

development. This is crucial 

to assisting students in 

integrating their information 
and rationalizing their 

reasoning. 

The learning outcomes of students in health fitness 
education were greatly improved by using a mind 

mapping-based teaching style. In comparison to the 

control group, the experimental group, who 

received instruction in mind mapping-based 

thinking development, significantly outperformed 
them on the post-test. 

16 
2020 [25] 

 

using existing 

Digital MM 

tools 

Master students in Education 

Program 

To investigate the impact of 

argument mapping and 

software-assisted mind 

mapping on academic 
performance in higher 

education. 

Students' academic progress and skill set were 

greatly improved using software-assisted mind and 

argument mapping tools. The results of the study 
were obtained through a combination of qualitative 

and quantitative measures, including interviews, 

achievement tests, self-evaluations, and reflective 

diaries. 
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17 
2021 [26] 

 

using existing 

Digital MM 

tools 

Undergraduate students in 
Pharmacy 

To assess the students' 

performance and their sense 

of having learned something 

significant in a 
pharmaceutical course on 

drug formulation design 

using the mind mapping 

approach 

Students created well-structured and lucid mind 
maps; many preferred the two-layered "tree" style. 

Color-coding groups demonstrated greater interest 

and improved grades. Test scores were typically 

lower than those from mind map assignments. In 

terms of final course marks, the intervention group 
performed marginally better than the control group. 

The second term's scores for students in a later 

Large-Scale Drug Formulation course were worse 

than the first. In general, a sizable majority thought 

that concept retention might be achieved with the 
help of mind mapping. 

18 2021 [27] 
using existing 
Digital MM 

tools 

Undergraduate students in 

Islamic Higher Education 

To comprehend the 

advantages of mind mapping 

approaches in organizing 

ideas, comprehending 

subjects, and coming up with 
writing ideas, it is important 

to investigate the impact of 

flow mind maps on writing 

accuracy and learning 

motivation at Islamic Higher 
Education. 

The study looked at how students at an Islamic 

higher education institution in Kalimantan were 

affected by flow mind maps in terms of writing 

correctness and learning motivation. 

19 2021 [28] 

using Paper-

based MM 

and existing 
Digital MM 

Undergraduate students in 

Science Teaching Program 

Aids in the development of 

target audiences' thoughts 

about various mind mapping 

approaches as well as their 
experience in producing both 

paper-based and digital MM. 

Participants had positive opinions on mind maps, 
praising their usefulness in enhancing and 

visualizing learning, bringing teachings to life, and 

being simple to use. Mind maps could be used for a 

wide range of subjects and contexts. Although they 

had technological issues, digital mind maps had 
advantages including simple revisions and 

multimedia integration. On the other hand, mind 

maps created on paper promoted the development 

of psychomotor skills and experiential learning; 

nevertheless, their ability to integrate multimedia 
and modify data was restricted. Notably, digital 

mind maps improved students' creativity, 

imagination, and engagement with both spoken and 

visual symbols. 

20 2022 [29] 
using Paper-

Based MM 

Undergraduate nursing 

students. 

The significance of 
implementing innovative 

teaching strategies that 

promote critical thinking and 

learning 

The pass rates of the control and intervention 

groups were similar prior to the intervention. The 

experimental group's pass rate increased to 92% 
after the intervention, whereas the control group's 

pass rate remained at 52%. In spite of this, in 

another measure the control group fared better than 

the experimental group. The mind-mapping method 

was well received by the experimental group, who 
also saw a significant relationship between it and 

their results. Both groups were made up of 

undergraduate nursing students, the majority of 

whom were female, and whose median age was 

eighteen. 

 

A. Overview of Publication Years 

This rigorous survey culminated in the collation of 
20 papers spanning the years 2003 to 2022. The number 
of publications related to the development and 
implementation of mind maps in higher education has 
seen an increase over the years, with more recent years 
having a higher number of publications. 

B. Techniques Used 

Digital mind maps offer benefits like multimedia 

integration, which can enhance students' imagination, 

creativity, and engage them both visually and verbally. 

On the other hand, paper-based mind maps promote 

hands-on learning and psychomotor development, 

even though they might be limited in editing 

capabilities. 

"Using existing Digital MM tools" appears to be the 

most common technique adopted in the surveyed 

papers. There's also a significant number of studies that 

utilize both "Paper-based MM". For example, students 

found tools like iMindMap to be more engaging than 

conventional teaching methods. The clarity with which 

mind maps show connections between points was 

highlighted. Over half of the students found it 

interactive and appealing. Its flexibility was observed 

to enhance creativity, engagement, and critical 

thinking. 
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C. Target Audiences 

From the collected papers, the majority of target 

audiences hail from the fields of education and 

engineering. However, there is also a diverse array of 

additional target audiences, encompassing fields such 

as medicine, psychology, biology, and accounting. This 

indicates that mind mapping techniques have been 

extensively investigated across a multitude of 

disciplines within higher education. 

Participants perceived mind maps as multifaceted 

and beneficial across a range of topics and contexts. 

They underscored the efficacy of mind maps in 

fortifying and illustrating learning, invigorating 

instructional sessions, and their inherent user-

friendliness. 

D. Research Goals 

Based on the analysis of the results of the research 

papers, here are the most common keywords/themes: 

• Students: This suggests that a significant portion of 

the research outcomes relates to the impact or 

benefits of mind mapping on students. 

• Mapping and Maps: Both terms reinforce the central 

theme of the surveyed papers. 

• Group: This might indicate discussions related to 

group activities or comparisons between groups in 

the studies. 

From this preliminary analysis, we can deduce that 

a significant portion of the surveyed papers focuses on 

the benefits or impacts of mind mapping on students' 

learning processes and outcomes. 

IV. DISCUSSION 

There are two common scenarios in the higher 
educational context when it comes to mind mapping: 

• Learner-Driven Development: Here, learners 

(students) create mind maps after class sessions, 

often as a part of their revision or study routine. This 

helps them consolidate their understanding, identify 

knowledge gaps, and prepare for assessments. The 

process of creating the mind map can also enhance 

memory retention and improve comprehension. 

• Lecturer-Driven Development: In this scenario, 

lecturers (teachers or lecturers) create mind maps to 

support their teaching process. These mind maps are 

often used as visual aids during lectures or 

presentations to help students understand complex 

topics. The lecturer uses the mind map to structure 

the subject matter, delineate relationships between 

concepts, and provide a bird's-eye view of the topic. 

The majority of papers focus on the learners 

(students) when discussing the goals and results of their 

research related to mind maps. This suggests that many 

papers might be looking at the benefits, challenges, or 

practices of students creating or utilizing mind maps. 

Only a negligible number of papers seem to mention 

lecturers in the context of the results, indicating that the 

focus on lecturer-driven development of mind maps in 

the surveyed papers is limited. 

This data seems to support the notion that the 

primary participants in the development and utilization 

of mind maps, as discussed in the surveyed papers, are 

the learners themselves.  From an educational 

perspective: 

• Lecturers might prefer concept maps due to their 

structured nature [2], which can aid in explaining 

complex topics and showing relationships between 

concepts. Concept maps are especially useful for 

curriculum planning or presenting hierarchical or 

interconnected information. 

• Learners (students) might gravitate towards mind 

maps because of their flexibility and the creative 

freedom they offer, making them great tools for 

brainstorming, note-taking, and revision. 

The employment of mind maps by lecturer in 

delivering educational material represents a beneficial 

approach, assisting them in planning, organizing, and 

visualizing concepts more effectively [30]. This not 

only facilitates a more structured material delivery but 

also enables lecturers to comprehend student 

perspectives and can inspire students to adopt similar 

techniques, enhancing material understanding and 

retention. 

Nevertheless, the use of mind maps by lecturers 

should be inclusive, accommodating diverse student 

learning styles, and be a component of a broader 

teaching toolkit. In conjunction with other teaching 

methods, the utilization of mind maps can amplify 

instructional creativity and render learning more 

engaging and efficacious. 

V. FUTURE RESEARCH 

Current research indicates that the majority of mind 

map design and utilization is student-driven, 

highlighting their role in expressing creativity and 

evaluating learning. However, the potential benefits of 

lecturers employing mind maps in teaching, particularly 

in material enrichment, are substantial. Mind maps are 

currently underutilized by lecturers in preparing lesson 

materials, signifying a need for a tool that can facilitate 

mind map generation using additional information for 

enrichment purposes. 

Present tools for creating mind maps do not 

extensively utilize advanced technologies like artificial 

intelligence and deep learning. There is an opportunity 

to develop a deep learning model that can generate 

mind maps from various textual sources, assisting 

lecturers in material enrichment and effective content 

delivery. 

The integration of advanced technology in mind 

map creation holds promise for automation and 
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personalization in the generation process. An AI-based 

tool could suggest conceptual connections based on 

academic literature or historical data, or adapt the map 

to suit the learning needs and preferences of students. 

This technological advancement can significantly 

augment the utility and effectiveness of mind maps in 

educational settings. 

VI. CONCLUSION 

The existing literature primarily highlights the 

benefits of mind maps in higher education. The 

integration of mind maps into active learning processes 

by lecturers, providing overarching views of subjects, 

can unlock further potential. Coupling this approach 

with encouraging students to generate mind maps after 

classes can significantly enhance understanding. The 

future of mind mapping in education, especially with 

the integration of advanced technologies, is highly 

promising. Leveraging these technological 

advancements can lead to transformative changes in 

teaching and learning methodologies, greatly benefiting 

the educational landscape. 
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Abstract— The issue of image forgery through 

splicing has become increasingly relevant in the current 

digital era. Splicing involves the manipulation of images 

by combining parts of two or more different images to 

create a deceptive composite image. This technique can 

be employed for various purposes, including the 

dissemination of false information, damaging someone's 

reputation, or even creating confusion in specific 

contexts. Several techniques used to detect splicing 

involve statistical analysis, color analysis, and texture 

analysis. Additionally, artificial intelligence 

developments, such as deep learning, have been applied 

to enhance detection capabilities. In this study, we 

employed a Convolutional Neural Network (CNN) 

model to identify image deviations caused by splicing. 

Optimization was performed on the convolutional layers 

of the model to improve CNN performance. The 

integration of Error Level Analysis (ELA) was also 

implemented to aid in identifying splicing forgeries, 

where portions of one image are combined with parts of 

another. Areas that have undergone splicing may exhibit 

noticeable differences in error levels. The dataset 

utilized for this research was sourced from DVMM and 

CUISDE. The validation accuracy results for our CNN 

model before incorporating ELA were 61% for DVMM 

and 74% for CUISDE. After adding ELA, the CNN 

model demonstrated improved detection accuracy, 

achieving validation rates of 72% for DVMM and 71% 

for CUISDE. 

Index Terms—image forgery detection; splicing; 

error level analysis; cnn 

I. INTRODUCTION 

In the contemporary digital era, the pivotal role of 

images in disseminating information across diverse 

platforms, including social media, healthcare, 

television, and various online applications, cannot be 

overstated. The ubiquitous availability of image 

editing tools and software on portable devices, such as 

smartphones and laptops, has facilitated the 

manipulation of images for various purposes, 

rendering them easily accessible. While images may 

undergo editing for benevolent purposes, intentional 

alterations with malicious intent are categorized as 

manipulation or forgery. Manipulative practices may 

involve concealing crucial information, such as 

obscuring individuals or objects within the image. 

Such manipulated images are occasionally employed 

as deceptive evidentiary material in legal proceedings, 

for financial gain through heightened engagement on 

social media, or for attaining popularity in the media 

sphere. Consequently, authenticating the integrity of 

images assumes paramount significance in thwarting 

the dissemination and endorsement of misinformation. 

Furthermore, validating the authenticity of images is 

imperative to deter the reliance on edited visual 

content as legal evidence [1]. 

Image forgery detection techniques can be broadly 

classified into two main categories: active and passive 

methods. Active techniques involve incorporating 

specific information into the image during its creation. 

This may encompass embedding watermarks or digital 

signatures as deliberate markers or signatures 

indicating the image's authenticity. The objective of 

active techniques is to furnish authentication or 

verification, thereby rendering it more challenging to 

forge or tamper with the image without modifying or 

eliminating these embedded features [2]. 

Passive detection techniques, such as those 

employed in identifying copy-move and splicing, are 

preferred for their efficiency. Unlike active techniques, 

passive methods do not require incorporating 

additional information into the image during its 

creation. Instead, they rely on analyzing the intrinsic 

characteristics and patterns within the image itself. 

This makes passive techniques quicker to execute, as 

they do not involve the processing overhead of adding 

extra information to the image. Passive methods are 

particularly effective in detecting certain types of 

image manipulations without the need for additional 

embedded features [3]. 

Image manipulation, particularly through 

techniques like copy-move or splicing, involves a 

straightforward procedure of copying and pasting 

elements within the image. When this pasting 

operation occurs, it introduces clear structural changes 

to the original image. The micro-texture pattern 

present inside the pasted area and along its boundaries 

undergoes modifications, creating differences and 

irregularities that become apparent along the edges of 

the altered region [4].  
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The Convolutional layer comprises a sequence of 

kernels or filters adaptable for extracting local features 

from the input. Each kernel performs calculations on a 

feature map. The Pooling layer also called the 

downsampling layer, reduces the resolution of the 

preceding feature maps. Pooling introduces invariance 

to minor transformations and distortions by dividing 

inputs into separate regions with a specified size, 

generating one output from each region [5]. The Fully 

Connected layer is typically deployed at the network's 

conclusion for classification purposes. Diverging from 

pooling and convolution, it constitutes a global 

operation, aggregating input from the feature 

extraction stages and comprehensively analyzing the 

output from all preceding layers [6]. 

Numerous studies have been conducted on image 

forgery detection, as referenced in [7][8][9]. The 

existing research indicates that the outcomes in 

detecting image splicing forgery remain suboptimal. 

Therefore, our objective is to investigate this 

phenomenon using the model we have developed. 

This study proposes a deep learning algorithm 

incorporating a CNN and ELA to identify images 

subjected to splicing manipulation. The model is 

introduced and evaluated using image-splicing 

datasets available on the internet, including the 

DVMM and CUISDE datasets. 

II. RESEARCH MATERIALS 

A. Deep Learning  

 Deep learning is a machine learning technique that 

leverages neural networks. It is characterized by 

multiple processing layers structured to extract 

progressively intricate features from the data. The 

hierarchical architecture of deep learning networks 

enables them to autonomously learn and represent 

complex patterns and features as they progress through 

the layers. This characteristic makes deep learning 

particularly effective for tasks such as image and 

speech recognition, where the data exhibits 

hierarchical and intricate structures [10]. 

B. CNN 

CNN are a type of neural network widely 

recognized for their exceptional accuracy in image 

classification tasks. CNNs are organized into several 

layers, comprising three key components: the 

Convolutional layer, the Pooling layer, and the Fully 

Connected layer. Tailored for tasks such as image 

recognition and classification, CNNs derive their 

effectiveness from the architectural design of these 

layers—specifically, the Convolutional, Pooling, and 

Fully Connected layers. This design plays a pivotal 

role in achieving high accuracy in tasks of this nature 

[11].  

C.  Error Level Analysis (ELA)  

ELA is acknowledged as a significant method for 

detecting image alterations. This method involves 

saving the image at specific compression levels and 

assessing the variance resulting from the compression. 

When an image is initially saved as a JPEG, 

compression takes place, facilitated by various editing 

software tools such as Adobe Lightroom, GIMP, and 

Adobe Photoshop. ELA serves as a technique to 

emphasize differences between authentic and 

manipulated images by analyzing the error levels 

introduced during compression [7]. ELA is a forensic 

method involving the recompression of an image with 

a predetermined error rate after the initial compression 

using lossy techniques. The fundamental principle is to 

measure the absolute difference between the original 

and recompressed images under controlled error 

conditions. These calculated differences can reveal 

inconsistencies or variations that may arise during 

image manipulation or forgery [12]. 

III. RELATED WORK 

Detection methods for image forgery are primarily 

designed to identify irregular patterns that should not 

be present in manipulated images. Two approaches 

exist for detecting image forgery: active and passive 

[13]. Several researchers have studied detecting copy-

move and image splicing using convolutional neural 

network algorithms. In the paper by Mallick et al. [8]. 

CNN is employed with various models such as ELA, 

VGG16, and VGG19 to detect copy-move and 

splicing. The method was tested using CASIA V2 and 

NC2016 datasets, yielding accuracy values for the 

ELA model of 70%, VGG16 of 71%, and VGG19 of 

72%. 

In the following research conducted by 

Vijayalakshmi K et al. [7], ELA is employed to detect 

copy-paste images. The method was tested using the 

MICCF200 dataset. The MICCF200 dataset 

underwent an augmentation process in this study to 

maximize the image size. The dataset produced an 

accuracy value of 99% for detecting copy-paste 

images. 

 In a subsequent study by Pandey et al. [14], ELA 

was utilized to identify tampered images. The 

methodology was tested using the CASIA v2 dataset, 

and in this research, a localization process was applied 

to the CASIA v2 dataset. The outcomes of the dataset 

localization process resulted in an accuracy value of 

88% for detecting tampered images.  

 The research conducted by Muniappan et al. [9] 

employed a CNN to identify copy-move and splicing 

occurrences. The proposed method underwent testing 

on the MICCF2000, CASIA V1, and CASIA V2 

datasets. Specifically, on the MICCF2000 dataset, 

CNN was utilized to detect copy-move images, 

yielding an accuracy of 76%. For the CASIA V1 
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dataset, CNN was employed to identify splicing 

images, achieving an accuracy of 79%. Additionally, 

on the CASIA V2 dataset, CNN was utilized to detect 

copy-move and splicing images, demonstrating a 

notable accuracy of 89%. 

IV. METHODOLOGY 

CNN are advanced deep learning networks 

expertly trained for various computer vision 

applications. A notable advantage of CNNs lies in 

their adept utilization of local spatial coherence within 

input images, facilitating parameter sharing and 

reducing overall weight. Typically, a CNN consists of 

three key layers: the convolutional layer, the pooling 

layer, and the fully connected layer. Each of these 

layers performs a unique function in the overall 

processing of the network [15]. 

The convolutional layer consists of a sequence of 

kernels or filters that can be tailored to extract local 

features from the input. Each kernel is utilized to 

conduct computations on a feature map. The pooling 

layer, also known as the downsampling layer, 

diminishes the resolution of the preceding feature 

maps. Pooling introduces invariance to minor 

transformations and distortions by partitioning the 

inputs into distinct regions with a specified size, 

thereby generating one output from each region [5]. 

The fully connected layer is commonly employed after 

the network for classification purposes. Diverging 

from pooling and convolution, it constitutes a global 

operation. This layer aggregates input from the feature 

extraction stages and comprehensively analyzes the 

output from all preceding layers [6]. 

Building on prior research, we adopt ELA image 

processing [7]. This approach has exhibited a high 

accuracy score, prompting our interest in evaluating its 

performance on a model that we have developed. 

This study's methodology comprises six processes: 

data collection, preprocessing, data splitting, 

modelling, model evaluation, and model optimization. 

Data collection involved accessing the Columbia 

University repository, specifically utilizing the 

datasets titled "Columbia Image Splicing Detection 

Evaluation Dataset (DVMM)" and "Columbia 

Uncompressed Image Splicing Detection Evaluation 

Dataset (CUISDE)." Subsequently, during the 

preprocessing stage, the dimensions of images across 

all datasets were adjusted to 224 x 224 pixels and 

converted to the .jpg format. 

After preprocessing and data splitting, the dataset 

was divided into training, testing, and validation data. 

The subsequent step involved modelling the dataset. 

Following the modelling phase, the model underwent 

evaluation using the test data, and subsequent 

optimization was conducted to enhance the model's 

outcomes. 

 

Fig. 1. Research Methodology 

A. Data Collection 

In this study, datasets were obtained from the 

GitHub website under the titles "Columbia Image 

Splicing Detection Evaluation Dataset (DVMM)" and 

"Columbia Uncompressed Image Splicing Detection 

Evaluation Dataset (CUISDE)." The dataset comprises 

images categorized into two groups: "Au", 

representing original images, and "Sp", representing 

images tampered with. 

The DVMM Dataset includes a total of 1,845 

images, with 933 being original images and 912 being 

tampered images. Similarly, the CUISDE Dataset 

comprises 365 images, with 184 original images and 

181 tampered images. 

B. Pre-Processing 

The deep learning algorithm necessitates a 

consistent and standardized image format and size to 

ensure effective model training. Consequently, all 

datasets utilized in this research underwent a process 

of resizing and conversion. The images were resized 

to 224 × 224 pixels and converted to the .jpg format. 

Augmentation was implemented for the CUISDE 

dataset. This decision was motivated by the limited 

size of the image data and the need to maximize 

accuracy. The augmentation technique employed 

involved adding horizontal flips to diversify the 

dataset. Before processing the data, pre-processing is 

essential to undergo a cleaning process to eliminate 

duplicate entries and rectify or remove inconsistent 

and incomplete data. Transformation data 

transformation converts or consolidates data into a 

predefined format [16]. 

C. Split Dataset 

Additionally, the two datasets, featuring the 

categories 'Au' and 'Sp,' were partitioned into training, 

test, and validation data. Precisely, 10% of each 
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category was assigned to the test data, while the 

remaining 90% was split in an 80:20 ratio for training 

data and validation data, respectively. 

TABLE I.  SPLIT DATASET 

Dataset 

Number of Dataset 

Training Testing Validation 

Au Sp Au Sp Au Sp 

DVMM 587 574 94 92 252 246 

CUISDE 131 129 19 18 33 33 

D. Modelling 

The pre-processed dataset will be utilized to 

construct a model compatible with the CNN 

architecture. CNN provides flexibility in determining 

the desired number of convolutional layers. The 

activation function employed in the CNN is the 

Rectified Linear Unit (ReLU). The CNN model 

employed in this study consists of 5 layers. There are 

32 filters in the initial convolutional layer, followed 

by 64 filters in the second and third convolutional 

layers. The subsequent layer employs 128 filters in 

the fourth and fifth convolutional layers. The kernel 

size for each convolutional layer is 3x3. Additionally, 

the pooling window on the pooling layer is set at 2x2 

TABLE II.  CNN STRUCTURE MODEL 

Layer Type Activation 

Function 

Output  

Shape 

Kernel 

Size 

Total 

Filter 

1 input ReLu    

2 2D 
Convol

ution 

ReLu 224 3 32 

3 2D 

Max 

Poling 

ReLu 224 3 32 

4 2D 

Max 

Poling 

ReLu 109 3 64 

5 2D 
Convol

ution 

ReLu 54 3 64 

6 2D 

Max 

Poling 

ReLu 52 3 64 

7 2D 

Convol

ution 

ReLu 26 3 64 

8 2D 

Max 
Poling 

ReLu 24 3 128 

9 2D 

Convol

ution 

ReLu 12 3 128 

10 2D 
Max 

Poling 

ReLu 10 3 128 

11 Flatten - 5   

12 Dropou

t 

- 3200   

13 Dense - 3200   

E. Evaluation 

After successfully creating the model, a 

performance evaluation is carried out to assess the 

accuracy value. This evaluation involves examining 

various metrics, including accuracy and F1 score. The 

metrics are calculated using a confusion matrix and 

ROC curve. If the accuracy results are suboptimal, the 

subsequent step optimises model performance. 

 

  (1) 

 

  (2) 

F. Optimization Model 

Optimization steps are implemented after creating 

and evaluating the model if the achieved accuracy is 

deemed unsatisfactory. This optimization involves 

making adjustments, such as adding or modifying 

convolutional layers, adjusting the optimizer, and 

tweaking optimizer parameters. Multiple simulations 

of various experiments in model creation are 

conducted to identify the optimal configuration 

leading to the highest accuracy value. 

A low accuracy value was observed in the 

simulation conducted on the CNN model with four 

layers. In contrast, a notably improved accuracy was 

achieved when employing a CNN model with five 

layers. Consequently, the optimization strategy is 

focused on utilizing a CNN architecture with five 

layers. 

V. RESULT AND DISCUSSION 

We conducted experiments using the CNN 

architecture to develop a model for detecting forgery 

in spliced images. Subsequently, we integrated CNN 

with ELA to assess their accuracy values following the 

compression of the dataset using ELA. The training of 

the CNN model involved using an early stopping 

feature, a batch size of 10, and an error level of 90%, 

which was applied to ELA. 

The evaluation of the generated models included 

assessing their performance through a confusion 

matrix, providing a comprehensive breakdown of the 

performance of each model. The confusion matrix was 

generated in the evaluation phase using validation data 

specific to each dataset. 



 

 

 

 

 

Ultima Infosys : Jurnal Ilmu Sistem Informasi, Vol. 14, No. 2 | December 2023 83 

 

ISSN 2085-4579 

 

(A) DVMM  

 

 

(B) CUISDE  

Fig. 1  Confusion matrix CNN Models for validation data of 

DVMM and CUISDE dataset 

Based on the provided confusion matrix, the 

validation accuracy value for our CNN model is 61% 

for DVMM and 74% for CUISDE. The F1 score 

values are 0.565 for DVMM and 0.690 for CUISDE. 

The performance for DVMM is lower than that of 

CUISDE, possibly due to the DVMM dataset 

containing grayscale or black-and-white images. 

Using a small batch size can impact the training 

process on this dataset, potentially affecting the 

attainment of a high accuracy value. 

 

 
(A) DVMM  

 

 

 
(B) CUISDE  

 

Fig. 2  ROC Curves using CNN models validation dataset 

The performance of each model is also evident 

from the ROC curve. As depicted in the figure above, 

the ROC curve for CUISDE is superior to that of 

DVMM, consistent with the findings of the confusion 

matrix, which indicates higher performance for 

CUISDE compared to DVMM. 
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(A) DVMM  

 

 

 

 
(B) CUISDE 

 

Fig. 3  Confusion matrix CNN Models for testing data of 

DVMM and CUISDE 

According to the presented confusion matrix, the 

testing accuracy values for our CNN model are 59% 

for DVMM and 64% for CUISDE. 

 

 
 

 
 

(A) DVMM+ELA 
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(B) CUISDE+ELA 

 

Fig. 4  Confusion matrix and ROC Curva CNN + ELA Models 

for validation data of DVMM and CUISDE 

Based on the presented confusion matrix, the 

validation accuracy values for our CNN+ELA model 

are 72% for DVMM and 71% for CUISDE. The F1 

score values are 0.702 for DVMM and 0.783 for 

CUISDE. In the CUISDE dataset, we implemented 

augmentation by enabling horizontal flip to improve 

the accuracy value. 

 

 
 

 
(A) DVMM+ELA 

 

 
 

 

 
 

(B) CUISDE+ELA 

 

Fig. 5  Confusion matrix and ROC Curva CNN + ELA Models 

for testing data of DVMM and CUISDE 
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According to the provided confusion matrix, 

the testing accuracy values for our CNN+ELA model 

are 66% for DVMM and 72% for CUISDE. The 

resulting ROC curve values are 0.587 for DVMM and 

0.623 for CUISDE. 

TABLE III.  THE PERFORMANCE RESULT OF OUR CNN MODEL 

Dataset 

Evaluation Metrics 

Val 

Accuracy[%] 

F1-Score ROC-AUC 

DVMM 61.24 0.565 0.599 

CUISDE 74.24 0.690 0.742 

DVMM

+ELA 

72.09 0.702 0.650 

CUISDE

+ELA 

71.21 0.783 0.758 

TABLE IV.  THE PERFORMANCE COMPARISON OF OUR CNN 

MODEL AND RELATED WORK 

Work Dataset Method Accuracy 

(%) 

 

Mallick[8] 
CASIA V2 

NC2016 

ELA 70.00 

VGG 16 71.00 

VGG 19 72.00 

Vijayalakshmi 

K et al[7] 

MICC-F200 ELA 99.00 

Pandey & 

Mitra [14] 

CASIA V2 ELA+CNN 88.00 

 

Proposed 

 

DVMM 

CUISDE 

CNN 61.00 

CNN 74.00 

CNN+ELA 72.00 

CNN+ELA 71.00 

V. CONCLUSION 

In this study, a CNN model augmented with ELA 

was developed to detect image splicing, resulting in 

an increased validation accuracy of 72% from the 

initial 61% for DVMM. For CUISDE, the validation 

accuracy changed slightly from 74% to 71%, with an 

improvement in testing results from 64% to 72%. In 

conclusion, this research successfully applied CNN 

with ELA to identify image splicing, enhancing 

accuracy in the DVMM and CUISDE datasets. These 

findings underscore the potential of deep learning 

models in addressing challenges associated with 

digital image manipulation. As research progresses, 

ongoing efforts will be directed towards refining and 

expanding the capabilities of the CNN model for 

more accurate and reliable image splicing detection. 
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Abstract— This research addresses the substantial 

challenges arising from the prolonged reliance on 

manual inputting methods, notably paper and Excel, 

within the operational framework of PT. Mutiara Cinta 

Imani in the context of Hajj and Umrah travel. The 

inherent inefficiencies, potential errors, and constraints 

associated with traditional data management practices 

have prompted a critical examination of the existing 

system. Recognizing the imperative for a more 

contemporary approach, this study focuses on the 

development and implementation of a Web-based 

Information System. The primary goal is to enhance 

operational efficiency, mitigate errors, and overcome the 

limitations inherent in manual data management. By 

conducting a case study on PT. Mutiara Cinta Imani, 

this research seeks to provide a comprehensive 

understanding of the challenges faced and propose a 

technologically advanced solution to optimize data input 

processes. The envisioned Web-based Information 

System aims to revolutionize operations, offering real-

time access, scalability, and increased reliability, thereby 

paving the way for improved practices in the Hajj and 

Umrah travel domain. 

Index Terms—hajj; travel agency; umroh, web-based 

Information System.  

I. INTRODUCTION 

 

In the context of Hajj and Umrah, information 
system innovation has significantly enhanced various 
facets of the pilgrimage journey through technological 
interventions [1]. A specific focus on Hajj involves a 
study [2] investigating the use of information and 
communication technology (ICT) for crowd 
management, presenting cutting-edge strategies and 
tools to improve coordination and security during the 
pilgrimage, offering valuable insights for the crowd 
management community. Another study [3] 
concentrates on the implementation of a website for 
booking Hajj, Umrah, and tour tickets using the 

Waterfall Method, emphasizing a systematic 
development approach. Additionally, a separate paper 
[4] introduces web-based information system Hajj 
simulation software, emphasizing the importance of 
interactive tools in facilitating Hajj learning and 
contributing to the broader discourse on technology in 
religious education. 

The integration of digital tools, internet platforms, 

and mobile applications has revolutionized 

communication and pilgrimage management for both 

pilgrims and organizing entities [5],[9],[13]. Khan and 

Shambour's research [6] provides an analytical 

examination of mobile applications for Hajj and 

Umrah services, exploring their features and 

functionalities. Another contribution by Ilias et al. [7] 

discusses the development of mobile applications for 

monitoring and managing Hajj and Umrah 

pilgrimages. Furthermore, Elazhary introduces a 

cloud-based, context-aware mobile application and 

framework for Hajj and Umrah management [8]. 

Together, these endeavors shape the evolving 

landscape at the intersection of technology and 

religious education, enhancing the overall pilgrimage 

experience. 

Various studies have contributed to the integration 
of technology in the management and enhancement of 
Hajj and Umrah experiences. Yamin et al. [10] discuss 
the integration of social media and mobile apps into 
Hajj management, providing insights into leveraging 
these platforms for effective coordination and 
communication during the pilgrimage. Elazhary [11] 
introduces a cloud-based, context-aware mobile 
application and framework for Hajj and Umrah 
management, offering a technological solution to 
streamline pilgrimage logistics. 

Sayudin et al. [12] contribute a management 

analysis of Hajj and Umrah travel services, providing 

practical insights into the operational aspects of 

mailto:rosalina@president.ac.id1


 

 

 

 

88 Ultima Infosys : Jurnal Ilmu Sistem Informasi, Vol. 14, No. 2 | December 2023 

 

ISSN 2085-4579 

pilgrimage travel. Budiawan and Afrianto [13] focus 

on the development of an Android-based monitoring 

application for Hajj and Umrah pilgrims, 

demonstrating the potential of mobile technology in 

enhancing the monitoring and management of 

pilgrimage activities. Kabir et al. [14] explore a virtual 

reality (VR)-based interactive and educative 

experience of Hajj and Umrah for the people of 

Bangladesh, showcasing the application of VR 

technology in religious education. Suhaimi et al. [15] 

contribute to the development of a Pilgrim's Automatic 

Counting System and Health Monitoring using 

Machine Learning, showcasing the potential of 

machine learning in ensuring the well-being of 

pilgrims during their journeys. Together, these studies 

exemplify the diverse applications of technology in 

optimizing various aspects of the Hajj and Umrah 

experiences, ranging from logistics and management 

to education and health monitoring. 

Utilizing manual paper-based procedures and 
antiquated systems to manage participant data, PT 
Mutiara Cinta Imani, a pilgrimage travel company 
with operations in Gresik, Probolinggo, Madura, 
Pasuruan, and Lamongan, is currently facing 
difficulties. The business's reliance on antiquated 
techniques emphasizes how urgent it is to adopt 
technologically advanced solutions for streamlining 
and improving operations. Data management can be 
revolutionized by switching from manual to automated 
information systems, improving workflow overall and 
efficiency and precision. Upgrading to modern 
technologies should increase the organization's 
capability and guarantee a more efficient functioning. 
At this crucial point, PT Mutiara Cinta Imani has to 
embrace new information technology in order to fully 
realize its potential in today's digital landscape. 

The need to address issues with manual entry 
methods—which primarily use paper and Excel—
motivates this research at PT. Mutiara Cinta Imani. 
Acknowledging inefficiencies and possible mistakes in 
these conventional methods, the business actively 
works together to describe the participant data input 
procedure as it is currently implemented. The goal of 
the project is to present a game-changing technical 
solution that will improve accuracy, optimize 
processes, and create a more effective data 
management system. This modernization addresses the 
shortcomings of the current data input procedures and 
is in line with industry trends. It also highlights PT. 
Mutiara Cinta Imani's proactive attitude to enhancing 
operational capabilities and competitiveness in the 
changing travel industry landscape. 

II. METHODS 

Due to its capacity to provide high-quality 

solutions quickly, the Rapid Application Development 

(RAD) method was chosen for the proposed 

Information System Development. Iterative 

development is given priority by RAD, which enables 

the rapid development of working prototypes. This 

iterative process makes sure that the technology 

closely matches the unique requirements of travel 

operations for the Hajj and Umrah. Rapid Application 

Development (RAD) shortens the time to market 

without sacrificing the quality of the final product by 

placing an emphasis on collaborative involvement and 

constant feedback loops[16]. RAD's agility stands out 

as a critical component in attaining both efficiency and 

precision in the dynamic world of travel operations, 

where adaptation is essential. Through the use of the 

RAD methodology, this research approach ensures a 

dynamic and iterative approach to the Web-based 

Information System development, facilitating quick 

progress, stakeholder involvement, and ongoing 

modifications based on changing requirements and 

input from PT. Mutiara Cinta Imani. 

Each stage in the RAD implementation cycle plays 
a crucial role in achieving the overarching goal of 
rapid and effective system development. Let's delve 
into an elaborate explanation of each stage: 

1. Requirements Planning: Stakeholders, 
including PT. Mutiara Cinta Imani, contribute 
to project specifications. 

2. User Design: Collaborative sessions produce 
mock-ups, ensuring the system aligns with 
user needs. 

3. Construction: Programmers convert designs 
into usable parts, allowing for iterative 
modifications. 

4. Testing and Integration: Components undergo 
extensive testing to ensure expected 
functionality and smooth integration. 

5. Implementation: Verified modules are 
incorporated into the system, deployed in a 
controlled environment. 

6. Evaluation: PT. Mutiara Cinta Imani actively 
assesses system performance, suggesting 
improvements for enhanced efficacy. 

7. Feedback and Adjustments: Ongoing feedback 
drives refinements and quick fixes, ensuring 
responsiveness to changing requirements. 

8. Repeat Cycles: RAD's iterative nature allows 
for multiple cycles, improving the system 
based on user input and evolving needs. 

III. RESULT AND DISCUSSION 

A. Current System Analysis  

The current system of PT. Mutiara Cinta Imani has 

various flaws that require attention and improvement. 

Currently, the organization relies largely on manual 

operations, particularly data input, which is 

accomplished through a combination of paper-based 

methods and Excel spreadsheets. This manual 

approach creates substantial obstacles to the efficiency 

and accuracy of operations, particularly for Hajj and 
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Umrah Travel participant data. 

 

Manual Data Input 

1. Issue: The use of paper forms and Excel sheets 
for human data input increases the possibility 
of errors, delays, and inconsistencies. 

2. Impact: Incorrect participant data could cause 
logistical concerns, processing delays, and 
potential travel challenges. 

Limited Technological Integration 

1. Issue: The current system lacks technological 
integration, which impedes real-time 
collaboration and data availability. 

2. Impact: Decision-making procedures become 
inefficient, and a lack of fast access to 
important information reduces the travel 
agency's overall responsiveness. 

Branch Management Challenges 

1. Issue: With the existing decentralized 
structure, managing participant data across 
different branches (Gresik, Probolinggo, 
Madura, Pasuruan, and Lamongan) becomes 
difficult. 

2. Impact: It becomes more difficult to maintain 
accuracy and consistency in data handling, 
which could result in differences between 
branches. 

Excel Limitations 

1. Issue: There may be restrictions on the 
scalability, data security, and collaborative 
features of using Excel for data management. 

2. Impact: The limitations of the current system 
may make it more difficult to handle 
participant data smoothly as the firm expands, 
which would reduce overall operational 
efficiency. 

Lack of Automation 

1. Issue: The lack of automated procedures 
for managing participant data, such as 
passports and meningitis letters, increases 
the amount of labor that must be done by 
hand and increases the risk of errors. 

2. Impact: An increase in the amount of 
manual labor required could cause delays 
and increase the chance that important 
participant documentation will be 
overlooked. 

A new system was developed from the issues 

already present, and numerous suggestions for 

enhancing the current system were made. Employee 

registration will be facilitated by this information 

system, which will also reduce the likelihood of 

document loss brought on by the numerous paperwork 

needed for Hajj and Umrah journeys. In addition, 

employees will find it easier to manage Hajj and 

Umrah packages with this system; keep in mind that 

these packages can occasionally change to reflect 

current events. Employees will also be able to set the 

ritual schedule, handle payments, and create departure 

and financial reports with greater precision and 

accuracy. 

B. Proposed Solutions 

Use case diagrams are visual representations in 

software engineering that illustrate interactions 

between a system and external entities, such as users 

or other systems. They play a crucial role in depicting 

the functionality and behavior of a system, providing a 

high-level overview of how the system responds to 

various scenarios. Use case diagrams detail the 

specific features and functionalities a system offers 

and the actors (users or external systems) involved in 

these interactions. The Use case diagram of the 

proposed solutions is depicted in Figure 1 and Figure 

2, meanwhile the activity diagram is depicted in 

Figure 3.  

 

Fig. 1. Use Case Diagram 

. 
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Fig. 2. Use Case Diagram (Cont’) 

 

Fig. 3. Activity diagram 

C. Implementation Results 

As shown in Figure 4, the Login Page of the 

system presents a striking visual identity with the 

predominant use of PT Mutiara Cinta Imani's core 

colors, Red and Gold, fostering brand recognition. The 

design is purposefully simplistic yet elegant, 

prioritizing user-friendly navigation. It features a 

single login form indicating the page's title, two 

textboxes for login credentials, and two distinct 

buttons. The submit button facilitates the login 

process, while the href button serves a separate 

function outside the login session. This thoughtful 

design creates an intuitive and visually appealing entry 

point for admin and Admin, enhancing the overall user 

experience. 

 

Fig. 4. Login Page  

The "Paket Umroh" page serves as a centralized 

hub for managing and organizing Umrah travel 

packages. This feature empowers administrators to 

efficiently create, update, and delete packages, 

providing a streamlined and user-friendly interface as 

can be seen in Figure 5.  

 

 

Fig. 5. Travel Package Page  

The Dashboard page shown in Figure 6, serves as a 

personalized and informative welcome hub for users, 

offering a warm greeting and displaying their logged-

in account name. This personalized touch enhances the 

user experience and establishes a connection. One 

prominent feature is the showcase of new Hajj/Umrah 

packages recently created by the admin, presented in a 

table format. This table provides a snapshot of 

essential package information, facilitating a quick 

overview. The user-friendly design incorporates an 

"Info" button for each package, allowing users to delve 

into comprehensive details by seamlessly redirecting 

to the Detail Paket page. This enhances user 

engagement, enabling them to make informed 

decisions about the available travel options. The table's 

structured format ensures clarity, displaying key 

details such as package names, itineraries, and pricing. 
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Fig. 6. Dashboard Page 

Meanwhile "Register Jamaah" page as can be seen 

in Figure 7 has a form that the administrator can utilize 

to set up a new Jamaah account. The admin only needs 

to fill out the requirements and click the "register 

account" button to complete the procedure. 

 

Fig. 7. Jamaah Registration Page 

 

The "Edit Jamaah" page serves as a comprehensive 

platform for updating specific Jamaah data, facilitating 

efficient data modification (Shown in Figure 8). The 

page features a well-organized layout with input forms 

for various details, ensuring a thorough update 

process. Key input fields include Full Name, Package, 

Place and Date of Birth, Gender, Age, Sex, Mobile 

Phone Number, Family Mobile Phone Number, 

Passport Number, KTP Number, Education, 

Occupation, Biological Father, Biological 

Grandfather, Nationality, Departure Date, and various 

document scans such as Passport, KTP, Birth 

Certificate, Marriage Book, and Vaccination. 

Navigation is user-friendly, with a Back button at 

the top for quick return to the Jamaah page. The Save 

button at the bottom finalizes the data modifications. 

The navbar and title prominently indicate the current 

page, enhancing user orientation within the system. 

This page streamlines the process of updating Jamaah 

data, ensuring accuracy and completeness. Its intuitive 

design encourages efficient navigation and seamless 

data management for administrators overseeing 

Jamaah information within the system. 

 

Fig. 8. Edit Jamaah Page 

The Accounting Page functions as an extensive 
dashboard, affording administrators a centralized 
platform to delve into intricate financial details, as 
depicted in Figure 9. This feature goes beyond mere 
visualization, offering valuable insights and metrics 
crucial for informed decision-making within the 
business. The page likely encompasses various 
elements such as a summary of total Jamaah, gender-
based metrics, and overall earnings. Administrators 
can track income per package and analyze financial 
performance on a monthly basis. The inclusion of 
detailed graphs, charts, or tables aids in visualizing 
financial trends, further enhancing the analytical 
capabilities of administrators. 

 

Fig. 9. The Accounting Page  

System testing is carried out using black box 
testing techniques so that the system can function in 
accordance with defined display and system 
algorithms. The testing result related to choosing Hajj 
and Umrah packages is presented in Table 1. 

TABLE 1. TESTING RESULT 

No Scenario 
Expected 

Result 

Actual 

Result 

1.  

User can Access 

Paket Umroh 

Page 

User Access 

Paket Umroh 

Page 

As Expected 
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2.  

User can See List 

of Paket inside 

the Table 

System show 

list of Paket 

data in a table 

As Expected 

3.  

User can See the 

detail of the 

Package 

User will be 

redirected by 

system to 

specific detail 

package 

As Expected 

4.  
User can Create a 

new Package 

System accepts 

and created new 

package 

As Expected 

5.  
User can Update 

Package 

System accepts 

and updated the 

package 

As Expected 

6.  
User can Delete 

Package 

System accepts 

and deleted the 

package 

As Expected 

IV. CONCLUSION 

In summary, PT Mutiara Cinta Imani's 
Management Information System (MIS) deployment 
has greatly improved business facilities and operating 
procedures while also accomplishing its intended 
goals. The main objective of the research, to improve 
data management, has been accomplished, facilitating 
staff oversight and monitoring of participant and 
package data. The switch to a digital system has 
successfully reduced the amount of paper used, which 
has a positive environmental impact in addition to 
increasing efficiency and data security. 

Travel package management, admin and 

participant account creation, and participant data 

management are all made possible by the MIS, which 

facilitates smooth administrative operations. This 

improves overall data security and accuracy while 

streamlining internal procedures. The web-based 

Information System interface of the system makes it 

easier for participants to participate and input data, 

making the experience more user-friendly. Moreover, 

users are empowered with real-time connectivity 

through the internet accessibility of the centralized 

database, which guarantees data integrity. The 

effective use of this research places PT Mutiara Cinta 

Imani at the front of technical innovation in the travel 

sector for the Hajj and Umrah, promoting better 

service delivery and opening the door for future 

expansion and success in the digital age. 

REFERENCES 

[1] Nurhayati, Nurhayati, et al. "Mobile Application Tutorial Hajj 

and Umroh on Android Smartphone", Proceedings of the 2nd 

International Conference on Quran and Hadith Studies 

Information Technology and Media in Conjunction with the 

1st International Conference on Islam, Science and 
Technology, ICONQUHAS & ICONIST, Bandung, October 

2-4, 2018, Indonesia. 2020 

[2] H. J. Alshalani, N. I. Alnaghaimshi and S. M. Eljack, "ICT 

System for Crowd Management: Hajj as a Case Study ", 2020 
International Conference on Computing and Information 

Technology (ICCIT-1441), Tabuk, Saudi Arabia, 2020, pp. 1-

5, doi: 10.1109/ICCIT-144147971.2020.9213769. 

[3] Susliansyah, S, Heny Sumarno, Hendro Priyono, & Linda 

Maulida. "Implementation of a Website for Booking Hajj 

Umrah and Tour Tickets Using the Waterfall Method." 
IJISTECH (International Journal of Information System and 

Technology) [Online], 6.1 (2022): 60-68. Web. 12 Dec. 2023 

[4] Ashif Aminulloh Fathnan, Canggih Puspo Wibowo, Novnan 

Fajar Hidayat, Dimas Agil Marenda and R. Ferdiana, "Web-

based Information System Hajj simulation software Learning 
Hajj through interactive software", Proceeding of the 3rd 

International Conference on Information and Communication 

Technology for the Moslem World (ICT4M) 2010, Jakarta, 

Indonesia, 2010, pp. A37-A41, doi: 

10.1109/ICT4M.2010.5971881. 

[5] M. E. Ul Hossain Khan, N. Anjum, F. Arida, Haque and M. 

M. Khan, "Hajji Tracker: Development of Web-based 

Information System GPS Tracking System for Pilgrims", 

2021 IEEE 12th Annual Information Technology, Electronics 

and Mobile Communication Conference (IEMCON), 
Vancouver, BC, Canada, 2021, pp. 0896-0901, doi: 

10.1109/IEMCON53756.2021.9623091. 

[6] Esam Ali Khan, Mohd Khaled Yousef Shambour “An 
analytical study of mobil applications for Hajj and Umrah 
services”, Applied Computing and Informatics, Volume 14, 
Issue 1,2018,Pages 37-47,ISSN 2210-
8327,https://doi.org/10.1016/j.aci.2017.05.004. 

[7] Ilias, N.S., Azmi, M.A.M., Nor, K.N.M. “Development of 
Mobile Applications for Monitoring and Managing Hajj and 
Umrah Pilgrimage”, In: Ismail, A., Dahalan, W.M., Öchsner, 
A. (eds) Advanced Materials and Engineering Technologies. 
Advanced Structured Materials, vol 162, 2022. Springer, 
Cham. https://doi.org/10.1007/978-3-030-92964-0_23 

[8] Hanan Elazhary "Cloud-based Context-aware Mobile 
Applications and Framework for Hajj and Umrah 
Management", International Journal of Computer Trends and 
Technology (IJCTT) V47(2):106-115, May 2017. ISSN:2231-
2803. 

[9] Noor, T. , Atlam, E. , Malki, Z. , Alzighaibi, A. , Hashim, H. 
and El-Agamy, R. “Android/iPhone Mobile Application for 
Quick Response Pilgrims Campaign Locator”, Journal of 
Computer and Communications, 8, 1-13, 2020. doi: 
10.4236/jcc.2020.85001. 

[10] Yamin, Mohammad, Hasan M. Al-Ahmadi, and Abdullah Al 
Muhammad. "Integrating social media and mobile apps into 
Hajj management", 2016 3rd International Conference on 
Computing for Sustainable Global Development 
(INDIACom). IEEE, 2016. 

[11] Elazhary, H. “Cloud-based context-aware mobile applications 
and framework for Hajj and Umrah management”, Int. J. 
Comput. Trends Technol, 47(2), 106-115, 2017.  

[12] Sayudin, S., Yusup, A., & Ferdiansah, R. “Management 
Analysis of Hajj and Umrah Travel Services PT. JGroup 
Amanah Wisata”, American Journal of Economic and 
Management Business (AJEMB), 2(2), 58-65, 2023, 
https://doi.org/10.58631/ajemb.v2i2.21. 

[13] Budiawan, M. I., & Afrianto, I. “Development of android 
based Hajj and Umrah pilgrims monitoring application in 
Dago Wisata International”, IJCCS (Indonesian Journal of 
Computing and Cybernetics Systems), 14(3), 253-264, 2020.  

[14] Kabir, Alvee Morsele, Sharaban Tahura Nisa, and 
Mohammad Monirujjaman Khan, "A virtual reality (VR) 
based interactive and educative experience of Hajj and Umrah 
for the people of Bangladesh", In 2021 IEEE 11th Annual 
Computing and Communication Workshop and Conference 
(CCWC), pp. 0170-0173. IEEE, 2021. 

[15] Suhaimi, N. S., Khir, M. H. M., & Ramza, H. “Development 
of Pilgrim’s Automatic Counting System and Health 
Monitoring using Machine Learning”, International Journal of 
Advanced Research in Technology and Innovation, 3(2), 9-
18, 2021.  

[16] Martin, James. Rapid application development. Macmillan 
Publishing Co., Inc., 1991. 

 



AUTHOR GUIDELINES 
 

 
1. Manuscript criteria 

• The article has never been published or in 

the submission process on other 

publications. 

• Submitted articles could be original 

research articles or technical notes. 

• The similarity score from plagiarism 

checker software such as Turnitin is 20% 

maximum. 

• For  December 2021 publication onwards, 

Ultima Infosys : Jurnal Ilmu Sistem 

Informasi will be receiving and publishing 

manuscripts written in English only. 

 

2. Manuscript format 

• Article been type in Microsoft Word version 

2007 or later. 

• Article been typed with 1 line spacing on an 

A4 paper size (21 cm x 29,7 cm), top-left 

margin are 3 cm and bottom-right margin 

are 2 cm, and Times New Roman’s font 

type. 

• Article should be prepared according to the 

following author guidelines in this template. 

Article contain of minimum 3500 words. 

• References contain of minimum 15 

references (primary references) from 

reputable journals/conferences 

 

3. Organization of submitted article 

The organization of the submitted article 

consists of Title, Abstract, Index Terms, 

Introduction, Method, Result and Discussion, 

Conclusion, Appendix (if any), 

Acknowledgment (if any), and References. 

• Title 

The maximum words count on the title is 

12 words (including the subtitle if 

available) 

• Abstract 

Abstract consists of 150-250 words. The 

abstract should contain logical 

argumentation of the research taken, 

problem-solving methodology, research 

results, and a brief conclusion. 

• Index terms 

A list in alphabetical order in between 4 to 

6 words or short phrases separated by a 

semicolon ( ; ), excluding words used in the 

title and chosen carefully to reflect the 

precise content of the paper. 

• Introduction 

Introduction commonly contains the 

background, purpose of the research, 

problem identification, research 

methodology, and state of the art 

conducted by the authors which describe 

implicitly. 

• Method 

Include sufficient details for the work to be 

repeated. Where specific equipment and 

materials are named, the manufacturer’s 

details (name, city and country) should be 

given so that readers can trace 

specifications by contacting the 

manufacturer. Where commercially 

available software has been used, details of 

the supplier should be given in brackets or 

the reference given in full in the reference 

list. 

• Results and Discussion 

State the results of experimental or 

modeling work, drawing attention to 

important details in tables and figures, and 

discuss them intensively by comparing 

and/or citing other references. 

• Conclusion 

Explicitly describes the research’s results 

been taken. Future works or suggestion 

could be explained after it 

• Appendix and acknowledgment, if 

available, could be placed after 

Conclusion. 

• All citations in the article should be written 

on References consecutively based on its’ 

appearance order in the article using 

Mendeley (recommendation). The typing 

format will be in the same format as the 

IEEE journals and transaction format. 

 

4. Reviewing of Manuscripts 

Every submitted paper is independently and 

blindly reviewed by at least two peer-reviewers. 

The decision for publication, amendment, or 

rejection is based upon their 

reports/recommendations. If two or more 

reviewers consider a manuscript unsuitable for 

publication in this journal, a statement explaining 

the basis for the decision will be sent to the authors 

within six months of the submission date. 

 

5. Revision of Manuscripts 

Manuscripts sent back to the authors for revision 

should be returned to the editor without delay 

(maximum of two weeks). Revised manuscripts 

can be sent to the editorial office through the 

same online system. Revised manuscripts 

returned later than one month will be considered 

as new submissions. 

https://ejournals.umn.ac.id/public/site/Template/Template%20Paper/FTI/Manuscript%20Template%20-%20English%20InfoSys.doc


6. Editing References 

• Periodicals 

J.K. Author, “Name of paper,” Abbrev. Title 

of Periodical, vol. x, no. x, pp. xxx-xxx, Sept. 

2013. 

 

• Book 

J.K. Author, “Title of chapter in the book,” in 

Title of His Published Book, xth ed. City of 

Publisher, Country or Nation: Abbrev. Of 

Publisher, year, ch. x, sec. x, pp xxx-xxx. 

 

• Report 

J.K. Author, “Title of report,” Abbrev. Name 

of Co., City of Co., Abbrev. State, Rep. xxx, 

year. 

 

• Handbook 

Name of Manual/ Handbook, x ed., Abbrev. 

Name of Co., City of Co., Abbrev. State, year, 

pp. xxx-xxx. 

 

• Published Conference Proceedings 

J.K. Author, “Title of paper,” in 

Unabbreviated Name of Conf., City of Conf., 

Abbrev. State (if given), year, pp. xxx-xxx. 

 

• Papers Presented at Conferences 

J.K. Author, “Title of paper,” presented at the 

Unabbrev. Name of Conf., City of Conf., 

Abbrev. State, year. 

 

• Patents 

J.K. Author, “Title of patent,” US. Patent 

xxxxxxx, Abbrev. 01 January 2014. 

 

• Theses and Dissertations 

J.K. Author, “Title of thesis,” M.Sc. thesis, 

Abbrev. Dept., Abbrev. Univ., City of Univ., 

Abbrev. State, year. J.K. Author, “Title of 

dissertation,” Ph.D. dissertation, Abbrev. 

Dept., Abbrev. Univ., City of Univ., Abbrev. 

State, year. 

 

• Unpublished 

J.K. Author, “Title of paper,” unpublished. 

J.K. Author, “Title of paper,” Abbrev. Title of 

Journal, in press. 

 

• On-line Sources 

J.K. Author. (year, month day). Title (edition) 

[Type of medium]. Available: http:// 

www.(URL) J.K. Author. (year, month). 

Title. Journal [Type of medium]. 

volume(issue), pp. if given. Available: 

http://www.(URL) Note: type of medium 

could be online media, CD-ROM, USB, etc. 

7. Editorial Adress 

Universitas Multimedia Nusantara 

Jl. Scientia Boulevard, Gading Serpong 

Tangerang, Banten, 15811 

Email: ultimainfosys@umn.ac.id 



 




	0.1 Infosys - Front Cover
	0.2 Infosys - Blank
	0.3 Infosys - Editorial Board new
	0.4 Infosys - Call for Paper
	0.5 Infosys - Foreword
	0.6 Infosys - Table of Content
	1. 3358_ultimainfosys
	I. Introduction
	II. Theoretical Basis
	A. Literature Review
	B. Previous Research

	III. Research Methodology
	A. Research Object
	B. Data Collection
	C. System Methodology

	IV. Analysis and Research Result
	A. Use Case Diagram of the Proposed System
	B. Activity Diagram of the System
	C. User Interface of the System
	D. User Acceptance Test (UAT)

	V. Conclusion
	This research is accomplished by developing several solutions in accordance with the determined objective of the research. According to user requirements, a web-based system for recording sales and inventories has been successfully developed. There ar...
	ACKNOWLEDGMENT
	References


	2. 3223_ultimainfosys
	I. Introduction
	II. THEORY
	A. Information System
	B. Information System Audit
	C. COBIT
	D. COBIT 2019
	E. RACI Chart

	III. METHOD
	IV. RESULT AND DISCUSSION
	A. RACI
	B. Result
	C. Analysis Results
	D. Findings and Impacts
	E. Recommendations

	V. Conclusion
	References


	3. 3398_ultimainfosys
	I. Introduction
	II. literature
	A. Customer Satisfaction
	B. Sales Promotion
	C. Sentiment Analysis
	D. Support Vector Machine

	III. methodology
	A. Data Collection
	B. Data Labeling
	C. Data Preprocessing
	D. Model
	E. Visualization

	IV. result
	A. Data Collection
	B. Data Labelling
	C. Data Preprocessing
	D. Model and Evaluation
	E. Visualization

	V. Conclusion and recommendation
	References


	4. 3432_ultimainfosys
	I. Introduction
	II. Research Method
	III. Results
	A. Overview of Publication Years
	B. Techniques Used
	C. Target Audiences
	D. Research Goals

	IV. Discussion
	V. Future Research
	VI. Conclusion
	References


	5. 3439_ultimainfosys
	I. Introduction
	II. Research materials
	A. Deep Learning
	B. CNN
	C.  Error Level Analysis (ELA)

	III. Related work
	IV. Methodology
	A. Data Collection
	B. Pre-Processing
	C. Split Dataset
	D. Modelling
	E. Evaluation
	F. Optimization Model

	V. Result and discussion
	V. CONCLUSION
	ACKNOWLEDGMENT

	REFERENCES

	6. 3443_ultimainfosys
	I. Introduction
	II. methods
	III. result and discussion
	A. Current System Analysis
	Manual Data Input
	Limited Technological Integration
	Branch Management Challenges
	Excel Limitations
	Lack of Automation
	B. Proposed Solutions
	C. Implementation Results

	IV. Conclusion
	References


	99. Guideline and Back Cover
	07 - Infosys - June 2021 - Author Guideline
	1. Manuscript criteria
	2. Manuscript format
	3. Organization of submitted article
	4. Reviewing of Manuscripts
	5. Revision of Manuscripts
	6. Editing References
	7. Editorial Adress

	09 - Infosys - Blank
	10 - Infosys - Back Cover


