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Abstract— Coffee quality is significantly influenced 

by the roasting level, which is typically determined by 

observing the color of the beans. This color-based 

classification has traditionally been performed through 

manual sorting and human judgment. However, such 

methods are labor-intensive, time-consuming, subjective, 

and prone to inconsistencies or human error. These 

challenges highlight the need for a more reliable and 

automated solution to improve the accuracy and 

efficiency of coffee bean classification. In response, this 

project introduces an automated classification system 

based on deep learning, specifically utilizing 

Convolutional Neural Networks (CNNs). CNNs are 

particularly well-suited for image classification tasks, as 

they can automatically learn and extract relevant visual 

features such as color, texture, and shape. This allows the 

system to classify coffee beans into different roast levels 

with minimal human intervention. The proposed system 

is evaluated using several performance metrics, including 

accuracy, precision, recall, and F1 score. Experiments are 

conducted using various input image resolutions, and the 

results show that the CNN model achieves its best 

performance with 64×64 pixel images, obtaining an 

accuracy of 99%, which surpasses other tested 

resolutions such as 32×32 with an accuracy of 98%) and 

128×128 with an accuracy of 98.6%). When compared to 

deeper architectures like ResNet50, which achieved 

96.49% accuracy at 224×224 pixels. This demonstrates 

not only the model’s effectiveness in correctly identifying 

roast levels but also its efficiency in working with lower-

resolution images, making it practical for real-time 

applications or deployment in resource-constrained 

environments. 

Index Terms—Coffee Bean Classification; 

Convolutional Neural Network; LCD  

I. INTRODUCTION 

Among the most popular beverages in the world, 
coffee's flavor and quality are significantly impacted by 
the caliber of the coffee beans used. Coffee's flavor is 
its most crucial component, and roasting has the biggest 
effect on it [1]. The most popular method of 
determining the roasting level is to look at the color of 
the coffee beans. Light color denotes a high acidity and 
low roasting level, medium color denotes a medium 
roasting level and balanced acidity, and dark color 
denotes a high roasting level and bitter flavor [2]. This 
process is laborious, capricious, and prone to human 
mistake because it always depends on human judgment 

and manual sorting [3]. The advent of modern 
technology, particularly computer vision and deep 
learning techniques [4], has raised interest in 
automating and increasing the accuracy of coffee bean 
classification. One area of machine learning called deep 
learning has demonstrated remarkable results in tasks 
involving picture recognition and classification. 

Recent studies on classification tasks in food and 
agriculture have demonstrated advances with deep 
learning models. Convolutional Neural Networks 
(CNN) are a well-liked deep learning technique for 
classification jobs. A variety of fruits, cereals, and 
plants have been successfully categorized using CNN 
algorithms based on visual attributes[5]. The 
classification of coffee bean variations, which vary in 
size, shape, color, and texture, greatly benefits from 
these models' capacity to extract intricate patterns from 
photos. Large annotated datasets of coffee bean photos 
can be used to train deep learning models to accurately 
identify and categorize coffee beans. This lessens the 
need for manual effort and increases consistency in 
quality evaluation. CNN has an accuracy of more than 
90% in classifying coffee beans according to their 
quality and place of origin [6]. 

The application of deep learning to the classification 
of coffee beans is consistent with the larger movement 
in the food and beverage sector to incorporate Artificial 
Intelligence (AI). AI-powered solutions are being 
utilized more and more to enhance supply chains, meet 
consumer needs for sustainability and transparency, and 
increase product quality. A coffee bean classification 
system that is automated and based on color may 
support importers and producers maintain a uniform 
product look, which is frequently linked to customer 
preference and quality. Coffee bean maturity, roasting 
levels, and processing methods are some of the 
elements that might create variations in coffee bean 
color profiles, which can be identified by deep learning 
models [7]. 

The application of deep learning for classifying 
coffee beans presents challenges. The requirement for 
large and high-quality datasets to properly train models 
is one of the main obstacles. Many resources are needed 
to collect and annotate such datasets, especially for 
small-scale coffee farmers. In addition, the 
classification procedure may become more difficult due 
to variations in coffee bean appearance caused by 
factors such as roasting levels and regional differences. 
Recent developments in transfer learning and data 
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augmentation techniques have shown promising results 
in addressing these issues [8]. 

Multiple steps are involved in developing a deep 
learning model to categorize coffee beans according to 
color, where processing methods, bean origin, and 
roasting level all affect color variance [9],[10]. Four 
different roasting levels were used for the coffee beans 
used in this study at JJ Mall Jatujak's "Bona Coffee." 
The Laos Typica Bolaven (Coffea arabica) beans were 
first green or unroasted before being roasted at the light 
roast level, followed by Doi Chaang (Coffea arabica) at 
the medium roast level, and Brazil Cerrado (Coffea 
arabica) at the dark roast level [11]. When CNN 
processing techniques are used properly, they 
significantly improve coffee bean categorization 
accuracy and allow for a more automated and reliable 
procedure. 

The objective of this design is to develop an image 
classification system for coffee beans using a (CNN) 
model as the main processing module. In order to 
recognize and categorize coffee beans into groups such 
as green, light, medium, and dark, the CNN processes 
the input photos to the system. CNN is capable of 
automatically and reliably classify coffee beans 
according to their roast levels when processing them 
using the right methods. 

II. LITERATURE REVIEW 

The effectiveness of the different approaches has 

been compared by reviewing a few papers on the use 

of deep learning in coffee bean classification. 

“Classification Model of 'Toraja' Arabica Coffee Fruit 

Ripeness Levels Using Convolution Neural Network 

Approach” is one paper on coffee bean classification 

[12]. Coffee beans in this paper are categorized as raw, 

overripe, fully ripe, and half-ripe. The CNN 

architecture for image analysis and a computer as the 

primary processor were used in its development. To 

increase system accuracy in differentiating each 

ripeness categorization, a dataset of coffee bean photos 

taken from different perspectives and lighting 

conditions was used to train the CNN model. Pre-

processing steps such as colour normalization, contrast 

enhancement, and data augmentation are used to 

increase the diversity of training samples before the 

classification process starts. Once the photos of coffee 

beans have gone through a number of convolutional 

and pooling layers, CNN extracts important 

information and classifies the beans' maturity based on 

the visual patterns it has identified. 
Coffee beans are categorized based on shape in 

according to their morphologies: premium, peaberry, 
long berry, and deformed shapes [13]. It was created 
with CNN for image analysis and a computer as the 
primary processor. To make sure the CNN model could 
accurately identify shape changes, it was trained on a 
dataset of coffee bean photos from multiple sources. 
The process begins with image pre-processing, such as 
normalization, contrast enhancement, and data 
augmentation to improve model generalization. The 
CNN model classified the coffee bean images into four 

predefined shape categories after extracting the key 
characteristics from the images after going through 
multiple convolutional and pooling layers. The 
classification results are displayed in the form of 
accuracy values, which serve as indicators of the 
system’s reliability in recognizing coffee bean shapes 
automatically. 

Indonesian coffee beans have been classified 
originating from Gayo Aceh, Kintamani Bali, and 
Toraja Tongkonan [14]. It was developed utilizing a 
computer as the main processor and implemented a 
CNN architecture based on AlexNet for image 
classification. The CNN model was trained using a 
dataset of coffee bean images from the three regions, 
covering various lighting variations and perspectives to 
improve model performance. The image pre-processing 
stage was performed before classification, including 
color normalization, contrast enhancement, and data 
augmentation to optimize input quality. After going 
through several convolutional and pooling layers, the 
AlexNet model automatically extracted unique visual 
features from the coffee beans and classified them into 
one of the three available categories. The final result 
was a classification accuracy value, which serves as the 
primary indicator for evaluating the model’s reliability 
in identifying the origin of coffee beans with high 
precision. 

III. RESEARCH METHOD 

In order to identify coffee beans according to four 
roasting levels (light, medium, medium-dark, and 
dark), a CNN model that assesses various input image 
sizes was examined for this paper. The CNN model is 
developed, and the classification operation is obtained 
by simulation in Python programming language. An 
Intel(R) Core (TM) i7-8700 CPU running at 3.20 GHz 
was used for the simulations in order to execute 
programs and process images. This 
paper simulates varying input image sizes to determine 
the optimal configuration for achieving high accuracy 
in coffee bean categorization.  

In order to create the CNN model, four distinct input 

image sizes consist of 32 × 32 pixels, 64 × 64 pixels, 

128 × 128 pixels, and 224 × 224 pixels. The accuracy 

and loss metrics of the two models will be compared. 

The CNN model that has the highest accuracy and the 

lowest loss is selected for further evaluation. The block 

diagram of this research method is shown at Fig 1. 

 

Fig. 1. Block Diagram 
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A. Coffee Bean Image 

Four different roasting levels of coffee beans were 
used at "Bona Coffee," located in JJ Mall Jatujak. The 
coffee beans are Laos Typica Bolaven (Coffea arabica), 
which are mildly roasted and are known as green or 
unroasted coffee[11]. Brazil Cerrado (Coffea arabica) 
is dark roasted, and Doi Chaang (Coffea arabica) is 
medium roasted. The coffee bean images were taken 
using an iPhone 12 Mini with a 12-megapixel rear 
camera that has both Ultra-wide and WideCamera 
settings. During image collection, the camera was 
oriented parallel to the plane of the object. Images of 
roasted coffee beans were captured in a variety of 
settings to guarantee a range of image inputs. Each 
coffee bean variety was placed in a container to 
improve image noise, and the dataset was gathered 
using both natural light and LED light from a light box. 
Images were automatically taken and stored in PNG 
format. The coffee bean images were carefully labelled 
by professionals who were knowledgeable about coffee 
roasting stages. Light, green, medium, and dark were 
the four roast levels into which each photograph was 
assigned based on the beans' surface properties and 
visual hue. The size of each coffee bean image is 3024 
× 3032 pixels. Each of the four roasting stages is 
represented by 1200 of the dataset's 4800 total images. 
The images used in this paper has been resized from 
3024 × 3032 pixels into four different image sizes, such 
as, 32 × 32 pixels, 64 × 64 pixels, 128 × 128 pixels, and 
224 × 224 pixels.  

Fig 2 presents an unaltered coffee bean image from 
the Dark label in the dataset with a resolution of 3024 × 
3032, alongside its resized version at 224 × 224 
pixels.This transformation demonstrates how high-
resolution images were standardized for model input 
while maintaining key visual features such as texture 
and color, which are essential for roast-level 
classification. Fig 3 shows an unaltered and resized 
coffee bean image from the Green label. The resizing 
process ensures consistency across all samples, 
allowing the model to effectively learn relevant color 
and surface characteristics without excessive 
computational cost. Fig 4 depicts an unaltered and 
resized coffee bean image from the Light label in the 
dataset. The comparison highlights that even after 
resizing, the key differences in hue and surface 
brightness, important indicators of roast intensity, 
remain visually distinguishable. Fig 5 displays an 
unaltered and resized coffee bean image from the 
Medium label. This figure illustrates that the 
preprocessing step successfully preserves visual cues 
necessary for accurate CNN-based classification, 
despite the significant reduction in image resolution. 

 

 

Fig. 2. Unaltered Coffee Bean Image from the Dark Label in the 

Dataset in 3024x3032 and Resized Coffee Bean Image from 

the Dark Label in the Dataset in 224x224 

 

Fig. 3. Unaltered Coffee Bean Image from the Green Label in the 

Dataset in 3024x3032 and Resized Coffee Bean Image from 

the Green Label in the Dataset in 224x224 

 

Fig. 4. Unaltered Coffee Bean Image from the Light Label in the 

Dataset in 3024x3032 and Resized Coffee Bean Image from 

the Light Label in the Dataset in 224x224 

 

Fig. 5. Unaltered Coffee Bean Image from the Medium Label in 

the Dataset in 3024x3032 and Resized Coffee Bean Image 

from the Medium Label in the Dataset in 224x224 

B. Convlutional Neural Network (CNN) 

CNN is a deep learning neural network that can 

resolve challenging visual issues. Numerous 

applications, including object detection, video 

processing, and picture classification, make extensive 

use of this technique [15]. A sequential architectural 

model with multiple convolutional, pooling, and fully 

connected layers is used. 
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The first layer is Conv2D, which generates an 

output of size (222, 222, 32) with 896 parameters and 

32 3x3 filters with default padding set to "valid." After 

that, the output is down sampled to (111, 111, 32) using 

a MaxPooling2D layer with a 2×2 kernel size. With 64 

filters, the second layer is another Conv2D, producing 

an output of (109, 109, 64) and 18,496 parameters. A 

second MaxPooling2D layer then decreases the 

dimensions to (54, 54, 64). Following the output of the 

third convolutional layer, which has 128 filters and 

73,856 parameters, the feature map is reduced to (26, 

26, 128) using MaxPooling2D. The CNN Architecture 

can be seen in Fig 6. 

 

 

Fig. 6. Proposed CNN Architecture 

C. Performance Metrics 

The parameters used to evaluate a deep learning 

algorithm's performance are called performance 

metrics. These measurements include precision, recall, 

and F1 score. The ratio of correctly predicted positive 

observations to all expected positive observations is 

known as precision. The ratio of correctly predicted 

positive observations to all actual positive observations 

is known as recall [16]. The F1 score, defined as a 

calculated average of precision and recall, is a balanced 

measure of a model's accuracy, especially when 

dealing with unbalanced datasets. 

A contingency table called a confusion matrix is 

used to show how well a classification model performs 

in both binary and multi-class scenarios. The true 

positives (TP), true negatives (TN), false negatives 

(FN), and false positives (FP) for each class are 

displayed in this matrix by comparing the actual labels 

(rows) with the predicted labels (columns). 

Researchers can compute other evaluation metrics like 

accuracy, precision, recall, and F1-score using this 

visual representation, in addition to directly observing 

which classes the model frequently misclassifies [17]. 

IV. RESULTS 

Analysis of the proposed CNN performance 
compared to ResNet 50 architecture showing the CNN 
accuracy value can be seen in TABLE I,  confusion 
matrix results of input size 224×224 can be seen at Fig 
8; confusion matrix results of input size 128×124 can 
be seen at Fig 9; confusion matrix results of input size 
64×64 can be seen at Fig 10; and confusion matrix 
results of input size 32×32 can be seen at Fig 11; The 
suggested CNN model and the ResNet-50 architecture 
perform noticeably differently in terms of classification 
accuracy when compared across a range of input image 
sizes.  

The suggested CNN outperformed ResNet-50 with 
an accuracy of 98.87% at the standard input size of 
224×224 pixels, surpassing its 96.49% accuracy. The 
accuracy of the suggested model remained high at 
98.62% when the input size was decreased to 128×128 
pixels, whereas ResNet-50's accuracy decreased to 
94.12%. Interestingly, ResNet-50 scored 92.87%, 
whereas the proposed CNN's best accuracy of 99% was 
observed at 64×64 pixels, demonstrating its resilience 
to lower-resolution inputs. ResNet-50's accuracy 
dropped significantly to 78.62% at the smallest input 
size of 32×32 pixels, but the suggested CNN exhibited 
a modest decline to 98%. The accuracy graph as 
ashown in Fig 7 makes it evident that the proposed 
CNN model does not overfit. By the tenth epoch, the 
training accuracy (blue line) and validation accuracy 
(orange line) have both converged close to 1.0 (99–
100%) after increasing gradually throughout the first 
few epochs. The training procedure shows no 
discernible difference between the two curves, which 
follow a similar trajectory. This close alignment 
suggests that the model has acquired generalizable 
characteristics rather than simply memorizing the 
training data, as it shows consistent performance on 
both training and validation datasets. Further 
supporting the lack of overfitting is the validation 
accuracy, which shows no signs of declining after 
peaking. 

TABLE I.  ACCURACY RESULTS 

Input Size ResNet 50[18] Proposed CNN 

224×224 96,49% 98,87% 

128×128 94,12% 98,62% 

64×64 92,87% 99% 

32×32 78,62% 98% 
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Fig. 7. Training and Validation Accuracy of the Proposed Model 

 

Fig. 8. Confusion Matrix Results of Proposed CNN using 

224x224 input 

 

Fig. 9. Confusion Matrix Results of Proposed CNN using 

128x128 input 

 As shown in Fig 8, the model performs accurately 

but shows some misclassification, particularly between 

dark and medium roasts (11 instances), indicating that 

increased resolution does not always improve class 

separation. In contrast, the model achieves better results 

with 128×128 input as shown with Fig 9, where 

misclassifications decrease as dark vs. medium errors 

drop to 7, and other classes remain highly accurate. 

 

Fig. 10. Confusion Matrix Results of Proposed CNN using 64x64 

input 

 

Fig. 11. Confusion Matrix Results of Proposed CNN using 32x32 

input 

The best performance is observed at 64×64 input as 
shown with Fig 10, where the model reaches 99% 
accuracy with only a few errors with just 3 dark roast 
beans misclassified as medium, and 3 light roasts also 
predicted as medium. At the lowest input size of 32×32 
as shown with Fig 11, the model still performs strongly 
but shows a slight increase in confusion between 
visually similar classes such as light and medium, with 
8 misclassified samples, and 6 medium roasts 
mislabeled as dark. These results collectively highlight 
that the 64×64 input offers the most balanced 
performance, with high accuracy and minimal 
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misclassification, making it an ideal resolution for 
efficient and reliable coffee bean classification. 

TABLE II.  PRECISION, RECALL, F1-SCORE, SUPPORT 

RESULTS OF 64X64 INPUT 

Label Precicion Recall F1-score Support 

Dark 0.99 0.98 0.99 200 

Green 1.00 1.00 1.00 200 

Light 1.00 0.98 0.99 200 

Medium 0.97 0.99 0.98 200 

 

Table II presents the precision, recall, F1-score, and 

support results for the CNN model using a 64×64 input 

image size. Precision, recall, and F1-scores range from 

0.97 to 1.00, indicating consistently high performance 

across all coffee roast levels. The model can reliably 

and consistently identify unroasted beans without 

misclassification, as shown by the Green class's 

accurate outcomes (precision, recall, and F1-score = 

1.00). With F1-scores of 0.99, the Light and Dark roast 

levels also performed almost flawlessly, demonstrating 

the model's excellent capacity to discern minute 

variations in roast color and texture. The F1-score 

(0.98) and precision (0.97) of the Medium class were 

marginally lower but still very high, indicating slight 

feature overlaps between the medium and adjacent 

roast levels. 

V. CONCLUSION 

The proposed CNN model demonstrates its best 

performance at an input size of 64×64 pixels, achieving 

the highest accuracy of 99%. At this resolution, the 

confusion matrix indicates minimal misclassifications 

across all coffee roasting levels, suggesting the 

model’s strong ability to distinguish between different 

categories even with relatively low image quality. This 

result highlights the model’s efficiency, as it maintains 

excellent classification performance without the need 

for high-resolution inputs.  

Compared to larger input sizes like 224×224, where 

accuracy slightly decreases and misclassifications 

increase especially between similar roast levels the 

64×64 input provides an optimal balance between 

accuracy and computational efficiency, making it 

highly suitable for practical applications in coffee bean 

classification. 

The paper makes a significant contribution in 

comparison to previous studies, in addition to these 

numerical results. Many earlier works on coffee bean 

classification used complicated designs like ResNet50 

or VGG16, which demand greater processing power 

and longer training times, as well as high-resolution 

photos. Alternatively, the suggested CNN model 

achieves similar or even better accuracy using a 

simpler architecture and inputs with much lower 

resolution. The key markers of roast intensity, color 

and texture, can be effectively extracted using feature 

extraction without the need for deep or 

computationally costly networks. In just 10 epochs, the 

model achieves the required accuracy, demonstrating 

its quick convergence and effectiveness during 

training. Additionally, it is evident that the model does 

not display overfitting because the training and 

validation accuracy curves closely overlap.  

Beyond technical performance, both coffee farmers 

and consumers can benefit from these results in the real 

world. The use of a CNN-based classification system 

by manufacturers can drastically cut down on the need 

for manual sorting, lowering labor expenses and 

human error while ensuring constant product quality 

throughout large-scale manufacturing. In addition to 

enabling faster turnaround times and more impartial 

grading standards, automated classification 

can help speed up the quality control procedure. As 

roast levels have a direct impact on flavor, aroma, and 

the overall coffee experience, this translates into 

increased consumer confidence in product consistency. 

The suggested approach promotes a more effective and 

transparent coffee supply chain, which is advantageous 

to all parties involved, from growers to consumers. 

The study does, however, have a number of 

shortcomings that may be resolved in subsequent 

research. The model performs well under controlled 

imaging conditions, which include constant 

background, camera distance, and lighting. Such 

variances could impact the model's accuracy in actual 

industrial settings. It's also probable that not all 

potential coffee bean varietals, flaws, or environmental 

factors were covered by the dataset. Future research 

should broaden the dataset to encompass a variety of 

coffee varieties and take pictures in various settings to 

increase the model's resilience. Future studies could 

also look into deploying the model on embedded or 

mobile systems for real-time, on-site coffee quality 

assessment and using explainable AI (XAI) tools to 

interpret classification results. 
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