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FOREWORD 

 

ULTIMA Greetings!  

Ultima Computing : Jurnal Sistem Komputer is a Journal of Computer Engineering and Electrical 

Engineering at Multimedia Nusantara University which presents scientific research articles in the 

field of Computer Systems as well as the latest theoretical and practical issues, including Edge 

Computing, Internet-of-Things, Embedded Systems, Robotics, Control Systems, Network and 

Communication, System Integration, and other topics in the field of Computer Engineering and 

Electrical Engineering. 

In this June 2024 edition, Ultima Computing enters the 1st Edition of Volume 16. In this edition 

there are six scientific papers from researchers, academics and practitioners in the fields of 

Computer Engineering and Electrical Engineering. Some of the topics raised in this journal are: 

Implementation of the Fuzzy Logic Mamdani Method in the KUB Chicken Egg Incubator, Field 

Assessment for Initial Preparation of Net Zero Building Certification for The Universitas 

Multimedia Nusantara (UMN) Building: A Case Study On Visual Comfort in C and D Tower, 

Modeling and Simulation of Manipulator Robot Using MATLAB, One-Phase Smart Switch using 

OpenCV Hand Gesture Recognition, Air Quality Monitoring System Design Based on Wireless 

Sensor Network Integrated with the Internet of Things, and Gross Error Detection and Data 

Correction in IIoT-Based Data Center Cooling System. 

On this occasion we would also like to invite the participation of our dear readers, researchers, 

academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific 

papers to: International Journal of New Media Technology (IJNMT), Ultimatics : Jurnal Teknik 

Informatics, Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of 

Computer Systems. Information regarding writing guidelines and templates, as well as other related 

information can be obtained through the email address ultimacomputing@umn.ac.id and the web 

page of our Journal here. 

Finally, we would like to thank all contributors to this June 2024 Edition of Ultima Computing. We 

hope that scientific articles from research in this journal can be useful and contribute to the 

development of research and science in Indonesia. 

 

June 2024,  

 

 

 

M.B.Nugraha, S.T., M.T.  

Editor-in-Chief 
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Abstract— Poultry farming plays an important role in 

rural Indonesia's economy, with increasing demand for 

poultry meat and protein-rich eggs. One of the main 

challenges for farmers is the limited production of 

chicken seeds and suboptimal egg incubation methods. 

Modern egg incubators offer a solution with higher ease 

and efficiency compared to traditional methods. 

However, existing machines on the market have 

weaknesses, such as less accurate temperature and 

humidity control, and less optimal power source 

switching. The use of fuzzy logic methods in egg 

incubators has proven to be more efficient than manual 

methods, with a hatching success rate of 100% for 10 

eggs. Fuzzy logic-based egg incubators start hatching 

earlier and more on days 18 and 19, while manual 

methods begin on days 19 and 20. The automatic egg-

turning process in fuzzy logic machines saves labor and 

reduces the risk of error. This research highlights the 

importance of using accurate sensors and optimal 

temperature and humidity control systems to improve the 

success rate of chicken egg hatching. 

Index Terms— egg hatching; fuzzy logic; humidity; 

poultry farming; temperature. 

I. INTRODUCTION 

The livestock business is a business that is quite 
popular in society, especially poultry farming. Poultry 
farming is one of the driving forces for economic 
development in Indonesia, especially in rural areas. Not 
only that, very rapid population growth will also have 
an impact on increasing food, especially the need for 
poultry meat or eggs which are rich sources of protein. 
This needs to be balanced with an adequate supply of 
food, so that the need for food that has a large source of 
protein remains met[1]. 

The main problem experienced by farmers is the 
limited production of chicken seeds so they are unable 
to serve all the buyers who order[2]. One aspect of the 
cause is that hatching of eggs is not optimal. The 
demand for poultry is increasing quite significantly 
every month, one of which is the proliferation of food 
stalls and restaurants that provide menus made from 
poultry. To meet this demand, breeders will not have 
enough time if they only rely on traditional methods 
because they cannot mass produce them, therefore 
technology is needed that can improve and make it 
easier to hatch eggs, namely egg incubators[3]. 

Hatching eggs using an egg incubator has many 
advantages and conveniences compared to traditional 
methods[4]. One of them is that eggs can be hatched in 
large quantities, but apart from that, certain intensity 
and precision is required in hatching eggs using an 
incubator, starting from selecting eggs, egg storage 
methods (position or location of eggs), temperature and 
humidity which we must pay attention to. 

Currently, egg incubator machines have been 
widely discussed in previous research and are also 
widely sold on the market, but the automatic egg 
incubator machines on the market are less efficient to 
use because the light bulb that functions as a room 
heater is only controlled to turn on and off. This often 
causes the bulb to quickly become damaged (no longer 
functioning), and a non-functioning bulb will affect the 
success of the hatching process. For this reason, there is 
a need for a more efficient and smart egg incubator. 

The problem that is often faced in the process of 
hatching chicken eggs is that the temperature and 
humidity in the incubator must be in accordance with 
the needs of the hatching eggs, so a temperature and 
humidity control system is needed that can be adjusted 
to the needs of the hatching eggs. There are five main 
things that need to be paid attention to in the egg 
hatching room, namely temperature, humidity, 
ventilation, turning the eggs and cleanliness of the 
hatching room [5]. According to the Banten 
Agricultural Technology Research Center (BPTP), the 
incubation temperature occurs at 38oC to 39.5oC and air 
humidity is around 60% RH to 70% RH [6]. The 
incubation temperature is between 36oC – 42oC with air 
humidity of 55% - 60% RH[7]. Embryos will develop 
if the air temperature around the egg is at least 21.11oC 
and the best temperature is between 38oC-40oC[8]. 

Research on egg incubators was carried out by [9] 
using an LM35 temperature sensor and a heating 
element in the form of a 5W/220VAC light bulb. The 
result is that the temperature generated by the heating 
element in the egg incubator room can be measured and 
controlled by a temperature sensor from 37.5oC to 39oC. 
The drawback of this research is that the humidity 
factor was not involved and temperature control was 
still manual by pressing a push button. 

Other research on egg hatching machines has also 

been carried out by [10]using a DHT11 sensor which 
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functions to measure temperature and humidity and a 

heating element in the form of a 5W/220VAC 

incandescent lamp. The temperature generated by the 

heating element is 37oC to 40oC and the stepper motor 

functions as a machine for turning the eggs back and 

forth automatically. The shortcomings of this research 

are that when the lights go out the egg incubator does 

not function and there is no tool that can even out the 

air temperature in the egg incubator. 

Furthermore, research conducted by[11] measured 
temperature and humidity combined with fuzzy logic 
using DHT11. The object used was free-range chicken 
eggs, and the success percentage reached 88.89%, but 
the drawback was that when the electricity went out, the 
egg incubator could not function. 

Based on previous research, there are still several 
shortcomings, therefore this research makes an egg 
incubator using the Mamdani fuzzy logic method. The 
research chooses the fuzzy logic and Mamdani method 
for the KUB chicken egg incubator due to their ability 
to handle the non-linear and complex interactions of 
temperature and humidity control. Fuzzy logic 
effectively manages uncertainty and imprecise data, 
while Mamdani rules are intuitive and resemble human 
decision-making, making them easy to implement and 
understand. This method provides precise, adaptive 
control essential for maintaining optimal conditions in 
the incubator, enhancing reliability and efficiency 
compared to conventional control methods, ultimately 
improving hatching success rates and egg quality. 

The components used are Arduino Nano light bulb, 
DHT11 sensor, DS18B20 sensor 5W/220VAC light, 
12V adapter, 16 x 2 I2C LCD, ACCU, 9VDC fan, AC 
dimmer module, 220VAC relay, push button, dynamo 
motor and 500W inverter. The DS18B20 sensor is used 
to measure temperature, while the DHT11 sensor is 
used to measure humidity which will be processed by 
fuzzy logic using the Mamdani method. The light bulb 
is used as a heater in this incubator, while the fan is used 
to regulate the humidity of the incubator. 

This research uses the Mamdani method of fuzzy 

logic to regulate the temperature and humidity of the 

egg incubator so that it matches the ideal temperature 

and humidity. The ideal incubation temperature is 

between 36oC – 39oC and air humidity of around 60% 

RH - 70% RH. One of the advantages of the tool made 

is that when the power goes out the egg incubator will 

continue to operate by utilizing an Uninterruptible 

Power Supply (UPS). 

II. METHODOLOGY 

The method used in this research is experimental 

research which will produce a prototype of an egg 

incubator machine used to incubate Balitbangtan 

superior village chicken (KUB) eggs. 

CFD simulation is used to analyze the total force 

and pressure difference between horizontal dive, 

vertical dive, and diagonal dive. The CFD simulation 

were run on 1:1 scale, 3-Dimension ROV model as 

shown in Figure 1 and main dimensions of mini-ROV 

model shown in Table 1. 

A. Research Design 

This research aims to design and make an egg 

incubator using fuzzy logic, so it requires several 

stages, the research flow stages carried out can be seen 

in Figure 1.  

 

Fig. 1. Research flow diagram 

The first stage is determining the title and 

accompanied by a search for a problem formulation 

related to the problem to be researched. After that, carry 

out tool design by preparing tools and materials, 

designing a series of tools. The next stage is designing 

the software, by creating a fuzzy logic design in Matlab. 

The next stage is testing the tool by testing the tool that 

has been made and the final step is analyzing the data.   

B. Block Diagram 

The block diagram of this research consists of 3 

parts, input, process and output, as shown in Figure 2. 

Meanwhile, Figure 3 shows the control block diagram. 

 

Fig. 2. The block diagram 

 

Fig. 3. The control block diagram 

In the input section there is a DHT11 sensor and a 

DS18B20 sensor. The DHT11 (Humidity & 

Temperature Sensor) sensor functions to measure 

temperature and humidity. However, in this research, 

the DHT11 sensor was only used to measure humidity 

in the egg incubator room. Meanwhile, the DS18B20 

temperature sensor (Temperature Sensor) functions to 

measure the temperature value in the egg incubator 

room. The Arduino Nano functions as a manager for the 

values read by the sensor and functions as a processor 
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for each value read from the input which will then be 

displayed on the LCD. In the output section there are 

lights, fans and a 16x2 I2C LCD. The lamp acts as a 

heater to warm the room inside the egg incubator. The 

heater will dim the light automatically if the heat in the 

engine room exceeds the specified limit. The I2C 16x2 

LCD functions to display temperature and humidity 

data on the egg incubator. Meanwhile, the Cooling Fun 

DC fan functions to even out the temperature and 

control humidity in the egg incubator. 

C. Circuit Design 

The circuit design of tool plays an important role in 

conducting research on the creation of a fuzzy logic egg 

incubator using the Mamdani method. The circuit 

design is made to make work easier when designing and 

making tools. To become a tool, a schematic and 

footprint are needed to make the PCB, then when the 

PCB has been made, each component is placed on the 

PCB board according to the schematic. Each 

component has been placed on the PCB so that it is 

connected to each other. The schematic of the egg 

incubator machine circuit is shown in Figure 4.

 

Fig. 4. The control block diagram 

This incubator uses an additional UPS voltage 

source so that when a power outage occurs the 

incubator continues to function. 

D. Fuzzy Logic Design 

This research uses the Mamdani method by utilizing 

the MAX-MIN operation [12]. The advantage of fuzzy 

logic is that it can tolerate vague or inaccurate data and 

generally fuzzy logic is used to take an action or 

decision in a system [13]. Meanwhile, the advantage of 

the Mamdani method in fuzzy logic is that it is 

intuitive, covers a wide field because it uses COA 

(centroid of area) [14][15]. 

The term fuzzy is defined as a condition that is 

between right or wrong and is based on the degree of 

membership which ranges from zero to one [16]. Apart 

from that, fuzzy logic is also considered as an 

appropriate way to map input space to output space. 

The input space and output space in fuzzy can be 

linguistic variables as a substitute for using numerical 

calculations [17]. 

In this study there are two input variables, namely 

temperature and humidity, while the output variables 

in this study are light intensity and fan rotation speed. 

The stages in the fuzzy process include the 

fuzzification process, inference based on a knowledge 

base, and defuzzification. The inference system used in 

this research is the Mamdani method. 

In the fuzzification stage, the fuzzy input variable 

consists of two membership functions, namely 

temperature and humidity, while the output is in the 

form of pulse width modulation (PWM) from the 

heater (light bulb) and fan. PWM settings are a way to 

manipulate the pulse width of a square wave with 

constant frequency and amplitude[18]. The 

temperature input memberships used are cold, warm 

and hot, while the humidity input memberships used 

are dry, humid and wet. The lights' PWM output 

membership includes ideal dim, bright, while the fan's 

PWM output membership includes slow, normal, fast. 

1. Input membership function 

The temperature input data is in the form of a firm 

value (crips) between 20 and 50. This value is obtained 

from the three categories of temperature values that 

will be used, namely temperature in the cold category 

when the temperature is less than 36oC, temperature in 

the warm category when the temperature is between 

36oC to 40oC, and the temperature is categorized as hot 

when the temperature conditions are above 40oC. The 

membership degree 𝜇(𝑥) of temperature is expressed 
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by equations (1), (2), and (3). Figure 5 shows a graph 

of the input membership function on temperature. 

𝜇𝐶𝑜𝑙𝑑(𝑥) = {

0,   𝑥 ≥ 36
36 − 𝑥

36 − 30
,   30 ≤ 𝑥 ≤ 36

1,   𝑥 ≤ 30

         (1) 

𝜇𝑊𝑎𝑟𝑚(𝑥) =

{
 
 

 
 
0,   𝑥 ≤ 30 𝑜𝑟 𝑥 ≥ 45
𝑥 − 30

36 − 30
,   30 ≤ 𝑥 ≤ 36

1,   36 ≤ 𝑥 ≤ 40
45 − 𝑥

45 − 40
,   40 ≤ 𝑥 ≤ 45

       (2) 

 

𝜇𝐻𝑜𝑡(𝑥) = {

0,   𝑥 ≤ 40
𝑥 − 40

45 − 40
,   40 ≤ 𝑥 ≤ 45

1,   𝑥 ≥ 45

          (3) 

 

 

Fig. 5. Graph of input membership function on temperature 

Humidity input data is also in the form of crisp 

values between 25 and 95. These values are obtained 

from the three categories of humidity values that will 

be used, namely humidity in the dry category when the 

humidity is less than 55% RH, humidity in the damp 

category when the room humidity is between 55 % RH 

65% RH and humidity in the wet category when room 

humidity conditions are above 65% RH. The 

membership degree   of humidity is expressed by 

equations (4), (5), and (6). Figure 6 shows a graph of 

the input membership function on humidity. 

𝜇𝐷𝑟𝑦(𝑥) = {

0,   𝑥 ≥ 55
55 − 𝑥

55 − 40
,   40 ≤ 𝑥 ≤ 55

1,   𝑥 ≤ 40

         (4) 

𝜇𝐷𝑎𝑚𝑝(𝑥) =

{
 
 

 
 
0,   𝑥 ≤ 40 𝑜𝑟 𝑥 ≥ 80
𝑥 − 40

55 − 40
,   40 ≤ 𝑥 ≤ 55

1,   55 ≤ 𝑥 ≤ 65
80 − 𝑥

80 − 65
,   65 ≤ 𝑥 ≤ 80

       (5) 

𝜇𝑊𝑒𝑡(𝑥) = {

0,   𝑥 ≤ 65
𝑥 − 65

80 − 65
,   65 ≤ 𝑥 ≤ 80

1,   𝑥 ≥ 80

          (6) 

 

Fig. 6. Graph of input membership function on humidity 

2. Output membership function 

The temperature PWM output is 8bit or between 0 

to 255. This value is obtained from the PWM which is 

sent to the microcontroller to regulate the light 

intensity from 0 to 255 and is converted into a fuzzy 

set in the form of dim, ideal, bright. The membership 

degree   of light intensity is expressed by equations (7), 

(8), and (9). Figure 7 shows a graph of the light 

intensity output membership function. 

𝜇𝐷𝑖𝑚(𝑥) = {

0,   𝑥 ≥ 128
128 − 𝑥

128 − 64
,   64 ≤ 𝑥 ≤ 128

1,   𝑥 ≤ 64

         (7) 

𝜇𝐼𝑑𝑒𝑎𝑙(𝑥) =

{
 
 

 
 

0,   𝑥 ≤ 64 𝑜𝑟 𝑥 ≥ 192
𝑥 − 64

128 − 64
,   64 ≤ 𝑥 ≤ 128

192 − 𝑥

192 − 128
,   128 ≤ 𝑥 ≤ 192

         (8) 

𝜇𝐵𝑟𝑖𝑔ℎ𝑡(𝑥) = {

0,   𝑥 ≤ 128
𝑥 − 128

192 − 128
,   128 ≤ 𝑥 ≤ 192

1,   𝑥 ≥ 192

  (9) 

 

Fig. 7. Graph of output membership function at temperature 

The humidity PWM output is 8bit or between 0 to 

255[18]. This value is obtained from the PWM which 

is sent to the microcontroller to regulate the light 

intensity from 0 to 255 and is converted into a fuzzy 

set in the form of slow, normal and fast. The 

membership degree   of fan speed is expressed by 

equations (10), (11), and (12). Figure 8 shows a graph 

of the output membership function in the form of fan 

speed. 
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𝜇𝑆𝑙𝑜𝑤(𝑥) = {

0,   𝑥 ≥ 128
128 − 𝑥

128 − 64
,   64 ≤ 𝑥 ≤ 128

1,   𝑥 ≤ 64

         (10) 

𝜇𝑁𝑜𝑟𝑚𝑎𝑙(𝑥) =

{
 
 

 
 

0,   𝑥 ≤ 64 𝑜𝑟 𝑥 ≥ 192
𝑥 − 64

128 − 64
,   64 ≤ 𝑥 ≤ 128

192 − 𝑥

192 − 128
,   128 ≤ 𝑥 ≤ 192

  (11) 

𝜇𝐹𝑎𝑠𝑡(𝑥) = {

0,   𝑥 ≤ 128
𝑥 − 128

192 − 128
,   128 ≤ 𝑥 ≤ 192

1,   𝑥 ≥ 192

    (12) 

 

Fig. 8. Graph of output membership function on humidity 

3. The rule base of fuzzy logic 

After create linguistic variables, defining linguistic 

terms, and creating membership functions, the last step 

of fuzzy system design is creating a rule base. Rules 

describe, in words, the relationships between input and 

output linguistic variables based on their linguistic 

terms. A rule base is the set of rules for a fuzzy system. 

To create a rule, you must specify the antecedents, or 

IF portions, and consequents, or THEN portions, of the 

rule. Table I shows the fuzzy logic rule base used in the 

incubator created in this research. 

TABLE I.  RULE BASE 

Lamp/Fan Cold Warm Hot 

Dry Bright/ Fast Ideal/ Fast Dim/ Fast 

Medium Bright/ 

Normal  

Ideal/ Normal Dim/ 

Normal 

Moist Bright/ Slow  Ideal/ Slow Dim/ Slow 

E. Tool Working System 

The working system of the egg incubator machine 

can be seen in the flowchart image. The following 

Figure 9 is a flowchart of the temperature and humidity 

system. 

 

Fig. 9. Temperature and humidity system flowchart graph 

The way this egg incubator works is that when the 

DHT11 sensor detects a room temperature of more 

than 40oC, the incandescent lamp will dim the lighting. 

If the temperature is below 36oC then the incandescent 

lamp will provide lighting and if the temperature is 

between 36-40oC then the lamp will be in ideal 

condition [19]. Likewise with the humidity in the egg 

incubator room, the ideal humidity for incubating 

chicken eggs is 55-65%RH [20]. To regulate the 

humidity in the egg incubator room, this research uses 

a DC cooling fan which will be controlled by fuzzy 

logic and the way it works is that if the DHT 11 sensor 

receives humidity above 65%RH, the fan will reduce 

the speed and if the humidity in the room is less than 

55%RH then the fan will increase speed and if the 

humidity is between 55-65%RH then the fan speed will 

be normal. 

To turn the egg, this research used a TYD 49-R 

motor dynamo. The TYD 49-R motor dynamo is 

controlled using a DH48S-S Timmer which will 

reverse the speed 4 times every day [21]. 

III. RESULT AND ANALYSIS 

The results of this research include the results of 

testing the accuracy of the temperature and humidity 

values of the tool that has been made, testing automatic 

voltage transfer when a power outage occurs, testing 

the entire egg incubator system and discussion of 

hatching results. 

A. Temperature and Humidity Value Testing 

Accurate levels of temperature and humidity play an 

important role in the success of hatching eggs. In this 

case, it is necessary to compare the sensor from the tool 

that has been made with the tool that has been calibrated 

to determine the level of accuracy of the tool that has 

been made. The results of the comparison of 
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temperature and humidity are shown in Figure 10 and 

Figure 10 respectively. 

 

Fig. 10. The result of comparison of temperature values from tool 

and thermometer 

Figure 10 shows the results of comparing 

temperature values between the tool that has been made 

and a calibrated thermometer. In the last three tests the 

difference was quite large, namely 2.4oC, 2.7oC, and 

2.6oC. This is due, in part, to the sensitivity of the 

DS18B20 temperature sensor used in the tool. Based on 

the datasheet from DS18B20, the error value reaches ± 

2oC. 

 

Fig. 11. The result of comparison of hygrometer values from tool 

and hygrometer 

Figure 11 shows the results of the humidity 

comparison between the tool that has been made and a 

calibrated hygrometer. The 14th test showed the largest 

difference value, namely 3%RH, while the other tests 

only had a difference of 1-2%RH with the hygrometer. 

Based on the datasheet, the DHT11 humidity sensor has 

an error of 5% RH, so the measurement error produced 

by the tool is still within the error range of the DHT11 

sensor. Figure 11 shows the results of comparing 

temperature with a thermometer and figure 12 shows 

the results of comparing humidity with a calibrated 

hygrometer. 

 

Fig. 12. Comparison results of temperature sensors with 

thermometer 

 

Fig. 13. Comparison results of humidity sensors with hygrometer 

B. Comparison of PWM Value Results 

The PWM value is the result of fuzzy logic 

inference which describes the light intensity of the 

lamp and fan speed. Figure 14 and Figure 15 shows a 

comparison graph between the PWM values on the tool 

and MATLAB. 

 

Fig. 14. Temperature PWM values comparison graph 

 

Fig. 15. Humidity PWM values comparison graph 
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Based on Figure 14 and 15, it can be seen that the 

results of comparing the PWM value of light intensity 

between the tool and MATLAB have the largest 

difference of 5.56, while the PWM of fan speed has the 

largest difference of 13.7. 

C. Whole System Testing 

Hatching eggs using the fuzzy logic method is in 

principle conditioned like a chicken egg being 

incubated by its mother. Hatching of chicken eggs 

takes approximately 21 days with the ideal room 

temperature of 36oC-40oC and ideal humidity of 

55%RH-65%RH. This research carried out a test for 

hatching KUB chicken eggs using the Mamdani fuzzy 

logic method and using conventional methods as a 

comparison material for the tests carried out, each of 

the two methods hatched 10 KUB chicken eggs [22]. 

Testing of egg incubators using the Mamdani fuzzy 

logic method started hatching on 22 January 2024 and 

manual egg incubators starting on 30 January 2024. 

The egg rotation was carried out in different ways, for 

the fuzzy logic egg incubator machine it used a motor 

dynamo as an automatic tool for turning. turning the 

eggs, while manual egg incubators are done with 

human assistance [23]. The egg rotation time for both 

eggs is carried out 4 times a day with the hatching 

results per day shown in Figure 16. 

 

Fig. 16. PWM value comparison graph 

Based on Figure 14, it can be seen that the results of 

the comparison between egg incubators using the fuzzy 

logic method and manual egg incubators, both have a 

percentage of 100% hatchability for 10 eggs each, 

however hatchability using the fuzzy logic method is 

better than when using manual methods. Where the 

testing of eggs hatched using the fuzzy logic method 

started to hatch on the 18th day and more hatched on 

the 19th day, while eggs hatched using the manual 

method started to hatch on the 19th day and more 

hatched on the 20th day. Turning the eggs in the fuzzy 

logic incubator is done automatically so that it can save 

energy and avoid forgetting to turn the eggs. The egg 

hatching process can be seen in Figure 17 and Figure 

18. 

 

Fig. 17. Egg hatching results using fuzzy logic 

 

Fig. 18. Hatching eggs using conventional methods 

D. Automatic Electrical Voltage Transfer Testing 

Electrical voltage is one of the important things for 

running an egg incubator. In general, egg incubator 

machines are run from a PLN voltage source. To 

anticipate problems with the PLN voltage source, this 

research implemented a voltage source shift. The 

voltage transfer is carried out automatically by relying 

on a relay which will regulate the transfer of the voltage 

source when the PLN electricity source goes out. In this 

research, an Uninterruptible Power Supply (UPS) is 

used as a backup voltage source. The UPS used has a 

power rating of 360VA, power consumption of 360W, 

output voltage of 230V and input and output 

frequencies of 50/60 Hz. The test was carried out by 

connecting the UPS and the PLN voltage source to the 

relay, then connecting the relay to the egg incubator. 

Figure 19 shows a device that gets voltage from the 

UPS.  

 

Fig. 19. UPS is used in incubator 
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The test of switching the voltage source from PLN 

to the UPS of the egg incubator machine was 

successfully carried out, but with a full battery 

condition, the UPS could only replace the PLN function 

for less than 1 hour with a stable voltage output of 220 

volts. Figure 18 shows the voltage source transfer test 

from PLN to UPS.  

IV. CONCLUSION 

Based on the research that has been carried out, it 

can be concluded that temperature and humidity 

settings using a fuzzy logic system are able to maintain 

temperature and humidity in accordance with the given 

set points, namely 36 – 40oC and 55–65%RH. In this 

research, calibration results were obtained from testing 

the DS18B20 sensor and the DHT11 sensor with a 

hygro-thermostat which had a difference in values of 

0.5 – 2.7oC and 1-3% RH. Egg hatching testing using 

fuzzy logic has a success rate of 100% for the 10 eggs 

hatched, each of the two methods hatches 10 eggs. 

Where the results of the hatching test on the egg 

incubator machine used fuzzy logic by rotating the egg 

rack 4 times a day and managed to hatch early, precisely 

on the 18th to the 20th day, while the results of the 

hatching test on the manual egg incubator machine by 

rotating the egg rack 4 times a day has a percentage of 

egg hatching success rate of 100% and they start to 

hatch on the 19th to the 21st day. In this research, the 

application of the voltage source switching system from 

PLN to UPS was successful but only lasted less than 1 

hour. This can be concluded that the use of UPS is not 

yet efficient when applied to egg incubators. 
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Abstract— Ensuring optimal physical comfort, the need 

for a comprehensive evaluation of the performance of 

building systems was established.  This investigation 

endeavors to meticulously scrutinize illuminance and 

light power density metrics across distinct temporal 

segments (morning, noon, afternoon, and night), as well 

as the dynamism of daylighting and artificial lighting 

presence within Tower C and D of Universitas 

Multimedia Nusantara (UMN). Noteworthy for their 

incorporation of double skin facades, these edifices serve 

as focal points of inquiry. The empirical findings reveal 

that illuminance levels within classrooms and offices, 

irrespective of natural or artificial lighting, consistently 

fall short of the prescribed 350 lux threshold based on 

SNI across most floor levels. The efficacy of the double 

skin facade manifests in a discernible attenuation, 

diminishing illuminance ingress to the building by 

approximately 50%, and precipitously by up to 90% 

about window fixtures. Furthermore, the analysis of light 

power density underscores an energy efficiency quotient 

hovering around 60%. These empirical insights are 

intended to serve as a foundational resource for guiding 

the initiation of Net Zero Healthy Greenship certification 

endeavors. 

Index Terms— double skin facade SNI; illuminance; 

light power density; lighting systems; Net Zero Healthy. 

I. INTRODUCTION 

The lighting system is one of the factors in the Net 
Zero Healthy program. The significance of lighting 
systems in a building design is correlated with health in 
many ways. Fundamentally, physical comfort based on 
thermal, humidity, and lighting as well as other aspects 
play an important role in ensuring the well-being of 
building occupants [1], [2], [3], [4]. For instance, the 
temperature designed based on the standard comfort 
methodologies does not comply with the preference of 
hospital patients based on the clothing insulation and 
activities inside the room [1]. For humidity, an 
imbalance of relative humidity greatly impacts the 
spread of viruses and bacteria indoors, causing health 

risks [2], [3]. Lighting systems show a similar concept 
in which the use of proper lighting will prevent 
sicknesses such as headache, blurred vision, and even 
stress, etc. [4]. 

With the current behavior of humans, which is 
spending time mostly in indoor environments, exposure 
to outdoor daylight is reduced and in contrast, light is 
exposed to occupants even in the hours of natural 
darkness [5]. Concerning comfort levels, there is a 
significant correlation with the phenomenon known as 
sick building syndrome (SBS), which refers to 
symptoms potentially induced by indoor environmental 
quality and the duration of time spent within a building 
[6], [7], [8], [9]. Symptoms of sick-building syndrome 
(SBS) appear in occupants such as nausea, eye 
irritation, olfactory disturbances, dry skin, sore throat, 
difficulty in concentrating, flu, and many others that 
greatly towards their performance [7], [10]. Hence, 
making the best designs, especially in lighting systems, 
will help in improving performance on visual tasks and 
avoid negative health impacts [11], [12], [13]. As an 
example, it is shown that symptoms of affective 
disorder and depression can be reduced by lighting 
therapy [14]. 

The Net Zero Healthy program delineates rigorous 
criteria for the integration of standardized lighting 
systems within building design. As stipulated by GBC 
Indonesia, the foundational requisites for ensuring the 
health and comfort of occupants encompass 
comprehensive considerations, encompassing not only 
air circulatory dynamics and thermal equilibrium but 
also the critical dimension of visual amenity. 
Specifically, adherence to the latest edition of SNI 03-
6197 is mandated for illuminance levels by the Indoor 
Health and Comfort or IHC 5 New Building 2.0 
framework [15]. 

In addition to illuminance standards, stringent 
compliance with prescribed light power density 
regulations, as outlined in the latest iteration of SNI 03-
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6197, is imperative. These regulatory mandates are 
informed by a compendium of reference documents, 
including but not limited to SNI 03-2396 for natural 
lighting provisions, ISO 50015:2014 for the meticulous 
management of energy systems and the verification of 
organizational energy performance, as well as 
ANSI/ASHRAE/IES Standards 90.1-2019 delineating 
the Energy Standard for Buildings Except Low-Rise 
Residential Buildings [16]. The value of the standard 
for both variables is strongly adherent with room 
function, one such example like classroom criteria with 
350 lux and 7.53 Watt/m2 for illuminance and light 
power density respectively. Hence specific and careful 
measurements procedure for both cases must be well 
executed to get the expected result. 

Following the measurement strategy, for lighting 
systems, another standard can be used, namely SNI 
7062-2019 for the measurement of illuminance in the 
working environment. Whilst for light power density, 
technical data such as the room area, number of lamps, 
and the power consumed for the lighting is needed. 
With the measurement method provided, a 
determination of how good a lighting system in a 
building design can be made. Moreover, to the 
necessity for Indonesia's buildings to reach Net Zero 
Healthy, this research is conducted to contribute to 
support and reach a healthy environment in a building 
as well as become the basis and findings, especially in 
visual comfort, to promote energy efficiency and 
renewable energy implementation further. This 
research is conducted from February to May 2024 in 
UMN's C and D Tower by collecting pre-requisite data, 
location survey, administrative processing, measuring 
visual comfort based on illuminance and light power 
density, analyzing, and finally concluding and resulting 
in recommendations. 

Currently, UMN’s D Tower is categorized as Net 
Zero Ready with the condition of as long as energy 
efficient measures are applied, and renewable energy is 
used at a minimum threshold [15]. Accordingly, this 
tower along with New Media Tower (C) had applied a 
unique design based on a double skin facade to help in 
building energy efficiency. In this case, the double skin 
facade has optimally helped in allowing natural lighting 
into the building while controlling overexposure to light 
and heat through its design filtering method. Double 
Skin facade (DSF) in general, is a three-layer design 
consisting of internal skin, intermediate area, and 
external skin that covers buildings [17]. The uniqueness 
of this design signifies the transparency with which 
daylight penetrates with a glare-free characteristic. The 
benefits of DSF include environmental benefits 
(reduced energy consumption, ventilation, airflow 
regulation, thermal comfort enhancement, control of 
daylighting and glare, noise reduction) and economic 
benefits (decreasing cost in long term perspectives due 
to energy efficiency aspect and sustainability) [17], 
[18]. However, the disadvantages of DSF including 
investment cost and the risk of overheating on sunny 
days (needing to install a cooling system) must also not 
be overlooked [17]. The key components of a Double 
Skin Facade (DSF) primarily include the cavity gap, 

intermediate space, outer and inner glass layers, along 
with shading devices [18], [19]. In the case of UMN, as 
seen in Fig. 1., the inner skin is made from m-system 
panels, concrete and plaster with 13 cm thickness for 
walls and clear glass up to 80% of the wall with 8 mm 
thickness [20], [21]. While the outer skin consists of 
hollow aluminum frames that are integrated by 
perforated aluminum plates. The intermediate spaces 
have various sizes yet can be accessed as a pathway. 

 
a)                               b)                              c) 

Fig. 1. Double Skin Facade View of UMN’s a) C, b) D Tower 

from Inside and c) Outside of Clasrooms 

Thus, this helps in giving controlled natural lighting 

which will reduce the usage of artificial lighting that 

consumes energy, supporting energy efficiency. In 

addition, it also helps in regulating air flow and heat 

transfer between the outside and inside parts of the 

tower, giving sufficient fresh air and preferable 

temperature for occupants without having to avoid 

overdependence on mechanical air conditioning 

systems. 

The effect of double skin facades in an office on 
daylight performance shows values for double skin 
facades decrease by 25-30% compared to single skin, 
however, it slightly raises the illuminance near the rear 
wall to support uniformity [22]. Another study 
examines the performance of the double skin facade in 
the Henricus Constant building of Soegijapranata 
Catholic University along with the level of natural 
lighting in buildings. Results show that the secondary 
skins create shade in the building's interior, however 
causing natural lighting to be 30 lux, far less than 350 
lux for classroom standard (SNI) [23]. Thus, daylight 
parameters are a vital aspect to be considered by 
architects and designers to let optimum penetration of 
daylight, such as using double skin facade [24]. 

Hence, this research is intended as a media for field 
assessment towards the readiness of UMN's building 
specifically in C and D towers that integrated double 
skin facade since the facilities fulfill the criteria for Net 
Zero Building are presented such as natural ventilation 
on the class corridor, natural lighting systems and so 
forth. The findings of this research are expected to 
contribute significantly to enhancing preparedness and 
serve as valuable scientific contributions. It is hoped 
that these insights will inspire further research in similar 
domains, thus fostering the advancement of Net Zero 
initiatives in Indonesia. 
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II. METHODS 

In this study, quantitative descriptive methods are 

employed, encompassing data collection, processing, 

analysis, evaluation, and the formulation of 

recommendations regarding illuminance and light 

power density across various room types within 

UMN's C and D Towers. The research methodology's 

flow is delineated comprehensively through the 

following procedure in Fig. 2. 

 

Fig. 2. Research Method Flow Chart 

To provide a clearer understanding of data 

collection and data analysis, each variable for 

illuminance and light power density can be elaborated 

as follows: 

A. Data Collections 

a. Illuminance Data Collection 

Illuminance measurements are done using DT-8820 

Environment Meter which has been calibrated by 

comparing to other similar device such as lux meter to 

show the same result when positioned in the same spot. 

The measurements are made for both C and D tower 

which consist of classrooms, offices, storage, panel 

rooms, toilets, halls, and canteen as well as a parking 

area. Rooms within the C (New Media) and D (PK 

Ojong) Towers are appropriately categorized based on 

their designated functions and taken as sample as seen 

in Table I. Every floor will undergo comprehensive 

measures determined based on its area, classified in 

namely SNI 7062-2019 with the following method 

shown in Fig 3. This standard provides the 

methodology for illuminance measurement in working 

environments.  

 

Fig. 3. Measurement Method Flow Chart 
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TABLE I.  RULE BASE 

Lamp/Fan Cold Warm Hot 

Dry Bright/ Fast Ideal/ Fast Dim/ Fast 

Medium Bright/ 

Normal  

Ideal/ Normal Dim/ 

Normal 

Moist Bright/ Slow  Ideal/ Slow Dim/ Slow 

For clarity, as an example, the selected rooms are 

determined for their distributed measurement points, 

shown in Fig. 4. and 5. 

 

Fig. 4. Tower C Seventh Floor for Laboratories Measurement 

Points 

 

Fig. 5. Tower D’s Classes, Laboratories, Architecture Studios, 

Toilets, and Storage Measurement Points 

Fig 4. and 5. Shows C and D Tower in which the 

numbers in colors (black, blue, red, orange, and purple) 

shows the measurement points. Moreover, several 

factors must be considered such as repetition of 3 times 

for measurement with the height of 0.8 m from floor 

and the sensor being adjacent to the measured surface. 

Researchers must also position themselves to avoid 

light obstruction and should not wear reflective clothes. 

Further, this research uses the equation of illuminance 

from SNI 6197-2020 for comparison purpose which is 

shown in equation (1). 

𝑁 =  
𝐸 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 × 𝐴

𝐹𝑖 × 𝐾𝑝 × 𝐾𝑑

 (1) 

which can be reorganized to form equations (2) : 

𝑁

𝐴
(𝐹𝑖 × 𝑈𝐹 × 𝑀𝐹) =  𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒  (2) 

To show the estimated E (illuminance) in each 

selected room by collecting the specification data of the 

lamp used such as the luminous flux or Fi (lumen), 

utilization factor UF or Kp by 0.5, maintenance factor 

MF or Kd by 0.6, area or A (m2) and number of lamps 

or N. Both values of UF and MF will be utilized for all 

rooms illuminance calculation with the sense as an 

anticipation for the least optimum conditions for the 

current lighting system in both towers. In detail, as an 

example, with the given lamp specification of lamp 

specifications which are FL TL5 2700 lumen 28 W 

Philips for C Tower and LED tubes T8 1600 lumen 16 

W for D Tower, the illuminance can be calculated by 

multiplying the number of lamps with its luminous flux 

along with the UF and MF value which then divided by 

the area for each floor. The lamps vary in which for C 

Tower, ranging from 10-24 while for D Tower by 12-

18 for most of the typical rooms although several larger 

and/or smaller rooms have different numbers of lamps. 

While the areas vary from 50-110 m2 and 60-100 m2 for 

C and D Towers respectively. 

The data processing is facilitated by Microsoft 

Excel in which tables of number of measurement points 

with 5 repetitions each are made to find the average and 

standard deviation. The illuminance obtained (E), both 

from manual measurements (average value as 

mentioned) and calculations, are compared to SNI 

6197-2020 standards based on room function for 

visualization. 

b. Light Power Density (LPD) Data Collection 

The measurement method for light power density 

involves the need for technical data which is the lamp 

specification mention priorly. Then another data that 

must be obtained includes details such as the quantity 

of lamps used for illumination during activities as well 

as areas for each room that have also been explained. 

Thus, the given data can produce the calculation for 

LPD by multiplying the number of lamps by its power 

and then dividing by the room area. This data was 

gathered based on the specific conditions of each room, 

organized into tables, and then compared against the 

standards outlined in SNI 6197-2020. Finally, 

efficiency for this variable can be made by subtracting 

maximum values in SNI to the obtained LPD and then 

divided again by the SNI value to obtain the efficiency 

or saving percentages.   

B. Data Analysis Technique 

The collected and organized data undergoes 

analysis. This process involves comparing the 

measured results with the standards specified in SNI 

6197-2020 for illuminance and light power density, as 

detailed in Table II. This standard, namely Energy 

Conservation for Lighting System, provides the values 

and specifications for the minimum and maximum 

values for illuminance, LPD, as well as other 

parameters including luminance, etc. that acts as a 

baseline to limits the utilization of lighting systems for 

energy conservation purposes. 
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TABLE II.  ILLUMINANCE AND LIGHT POWER DENSITY 

STANDARD ACCORDING TO SNI 6197:2020 [16] 

Type of Room Illuminance 

(Lux) 

Light Power 

Density (W/m2) 

Office 

Working Room 350 7.53 

Meeting Room 300 7.53 
Drawing Room 750 7.53 

Parking Lot 100 7.53 

Archive Storage 150 7.53 
Education Institute 

Classroom 350 7.53 
Laboratory 500 7.53 

Computer 

Laboratory 

500 7.53 

Exhibition 300 7.53 

Canteen 200 7.53 

Parking Lot 100 1.4 
Restaurant 

Fine Dining Room 30 8.61 

Lounge 100 8.61 
Cleaning Room 100 8.61 

Toilet 200 8.61 

Hotel 

Receptionist Room 200 6.03 

Kitchen 300 6.03 

Eating Room 

(Restaurant) 

250 6.03 

Multipurpose Room 250 6.03 

The results of this research are derived from the 

analysis of three sets of measurement data 

encompassing illuminance, measured through both 

instrumentation and manual calculation, across four 

distinct periods (morning, noon, afternoon, and night), 

with and without daylight presence, alongside light 

power density. Certain conditions were established 

throughout the measurement process as follows: 

1. Measurements are conducted in accessible rooms. 

2. Measurements are conducted in four distinct 

periods: morning, noon, and afternoon. During each 

of these periods, measurements are taken twice 

under conditions with (C1) and without (C2) 

artificial lighting. For nighttime measurements, 

conditions without daylighting (C3) are used. 

Special considerations are made for areas such as 

the parking lot, where artificial lighting remains 

active at all times, and the canteen, where artificial 

lighting is adjusted based on situational 

requirements across all periods. 

3. Illuminance measurements are conducted once in 

rooms without windows due to the absence of 

daylighting factors. Measurements are limited to 

accessible rooms only. 

III. RESULT AND ANALYSIS 

A. Illuminance Measurement Result 

Measurements conducted during time periods—

morning, noon, and afternoon—reveal a decrease in 

illuminance values in the absence of artificial lighting, 

predominantly ranging from 300-400 lux, which then 

drops to 150-250 lux for classrooms and laboratories, 

and 140-240 lux to 30-60 lux for offices. These 

variations are observed distinctly by floor level, 

indicating the unsuccessfulness to fulfill with the 

standards. Other types of rooms such as meeting rooms 

remain under 300 lux except for morning cases. While 

basement, storage and toilets do not comply with the 

requirements of 100 lux, 150 lux, and 200 lux. In the 

case of night period, all rooms show illuminance that 

are not reaching the standard. 

Based on the preceding results, pertinent 

information can be extracted to serve as a reference for 

informing recommendations in preparation for 

Greenship Net Zero & Healthy Building Certification 

at Tower C as shown in Fig. 6. Specific to this scenario, 

the term “Not Appropriate” or NA and OK are used to 

represent the appropriateness percentage towards the 

standard (SNI 6197 2020). The data processing 

involves comparison for all measurement types C1, C2, 

and C3 at all periods to the standards and then counting 

the total that lies on the NA and OK categories. The 

results for each room are summed up and averaged to 

show the percentage per floor. The method of 

determining the percentage is based on the calculation 

for all illuminance measurement condition C1, C2, and 

C3 that do not adhere to the standard for each rooms in 

each floors. As an example, the second floor of D 

Tower, consisting of 9 rooms, each has 7 conditions 

(each C1 and C2 for morning, noon, and afternoon with 

addition of one C3 condition for nighttime). The 

illuminance results for those 7 conditions when 

compared to values from Table II do not reach the 

minimum of 350 lux for classrooms, confirming as NA. 

Therefore, the percentage of fulfillment can be shown 

by comparing the numbers of conditions that lie in NA 

aspect with the total of conditions which in the previous 

case resulting by 0%. Further analysis for floors with 

certain fulfillment can be made by adding each C1 and 

C2 conditions separately for each period to show the 

percentage between the NA or the non-fulfillment with 

the OK or the fulfillment. 

 

Fig. 6. Illuminance Satisfaction (%) of C Tower to SNI 6197 2020 

Fig. 6. shows that all sampled floor results are not 

complying with the standards, except for first and tenth 

floor with 75% and 35% compliance respectively. For 

the Tenth floor especially, it can be further detailed, 

shown in Fig. 7. below. 
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a) 

 
b)                                                                             

Fig. 7. Condition of Illuminance at a) First Floor and b) Tenth 

Floor for Classes 

From Fig. 6. and 7. can be seen that all rooms should 

immediately be adjusted to meet the standards. Cases in 

C2 show that the absence of artificial lighting can 

greatly affect the illuminance measurements since none 

complies with the standards, concluding that the rooms 

are always conditioned with artificial lighting all the 

time. Whilst in C3 cases where none complies with the 

standards, significant action must be taken such as 

changing the lamp type by having higher lumens up to 

6500 lumens if assessed based on the calculations 

explained in illuminance calculation section. This 

includes the assumption for UF and MF by 0.5 and 0.6 

along with the number of lamps, their luminous flux as 

well as the areas. By changing the luminous flux up to 

6500 lumens, all rooms should reach the standard such 

as for classrooms by minimum of 350 lux for all period. 

This value itself is obtained by computing the current 

existing calculation in the illuminance calculation table 

with trial and error to see the maximum luminous flux 

than is applicable for all rooms for both C and Towers. 

It should be noted that for laboratories, additional lamps 

must be added with the recommended lumens from 22 

to 27 and 24 to 30 lamps to reach around 500 lux based 

on the calculation method. This is recommended to 

counter the scenarios in which occupants use rooms 

without a daylighting presence at all. 

Based on C1 measurements for all floors, the 

change of lamps mentioned priorly can help in fulfilling 

the gap between the existing illuminance and the 

required standard although the tenth floor has fulfilled 

to a certain extent which shows the correlation with 

time and height since daylighting and artificial lighting 

are presented as well as more amounts of light that 

reach the area for it being nearer to the sun. This is also 

supported by the fact that less shading and other factors 

occurred. 

For Tower D data, across all types of rooms also 

indicate a decrease in illuminance values in the absence 

of artificial lighting, primarily ranging from 300-500 

lux decreases to 120-300 lux for classrooms and 

laboratories, 170-210 lux to 30 lux for studios, and 150-

390 to 15-250 lux for hotel faculty rooms. Moreover, 

the meeting rooms in the first and fifteenth floor do not 

adhere with the standard by 300 lux. Basement, storage 

and toilets in this tower are also not fulfilling the 

requirements of 100 lux, 150 lux, and 200 lux. 

Similarly, within C Tower, the case of night period for 

all rooms show inadequate result of illuminance. 

Significant information can be selected from the 

preceding results to provide highlights for 

recommendations in preparation for Greenship Net 

Zero & Healthy Building Certification at Tower D as 

shown in Fig. 8. below. 

 

Fig. 8. Illuminance Satisfaction (%) of D Tower to SNI 6197 2020 

Fig. 8. shows that all sampled floor results do not 

reach standards with lower levels to the third floor, and 

the seventh floor having 100% inappropriateness. 

These several floors starting from the fifth to the 

fifteenth can be further detailed in Fig. 9. below. 
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b) 

 
c) 

 
d) 

 
e) 

 
f) 

Fig. 9. Illuminance Condition in Classes for a) Fifth b) Sixth c) 

Eight d) Tenth e) Twelfth f) Fifteenth 

From Fig. 9., it is highlighted that all rooms should 

also immediately be adjusted to meet the standards. 

Comparably with C Tower results, C2 measurements 

had shown rooms are not encouraged to be conditioned 

without artificial lighting to reach the standards. C3 

cases also show that significant action must be taken, 

i.e. changing the lamp type by having higher lumens of 

up to 6500 lumens if assessed based on the 

assumptions in calculations (discussed in the next 

section) with laboratories on fifth floors must be added 

up to 25 lamps except for smaller areas should be 

added up to 17 lamps for the same lumens. C1 

measurements for all floors also show the need to 

change the lamps mentioned previously in helping to 

reach the gap between the standards. Fig. 9. points out 

that C1 measurements for the fifth to fifteenth floors 

(except the seventh’s) do satisfy the standard of 70% 

above which shows that height and time also 

correspond to the illuminance results. The same 

reasoning to C Tower’s tenth floor, daylighting on the 

higher floor gives more amounts of light to the rooms 

which complies with the measurements results with the 

standards. 

It should be noted that based on the findings, 

highlighted information can be given to show 

illuminance variation factors as follows: 

- Orientation = The UMN building is oriented 

towards the northeast, strategically positioned to 

leverage sunlight from the east during sunrise, 

illuminating the southeast portion of UMN Tower 

C and D, primarily comprising corridors and lower-

level classrooms. Conversely, during sunset in the 

west, direct sunlight bathes the northwest part of 

the building, reaching several upper-level rooms. 

This solar trajectory and its effects on illuminance 

are illustrated in Fig. 10. As sunlight angles change 

throughout the day, various rooms experience 

fluctuations in illuminance, contingent upon the 

building's design features facilitating light 

penetration. This trend is evident in Tower C, 

where higher floor levels exhibit higher 

illuminance levels, as exemplified by the tenth-

floor surpassing 350 lux, while lower levels often 
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remain below 300 lux. Similarly, Tower D 

showcases a notable disparity between higher 

(tenth to fifteenth) and lower floor levels, with 

illuminance levels hovering around 400-500 lux or 

higher on upper floors, particularly noticeable 

during the noon period. This difference can be 

attributed to the angle of direct sunlight reaching 

each area, emphasizing the influence of floor level 

height on illuminance results. 

 

Fig. 10. Sunlight Direction Towards UMN 

- Height = The variation in floor level height 

contributes significant differences. The variation in 

floor level height contributes significantly to the 

differences observed in illuminance values. 

Typically, higher floor levels experience increased 

illuminance due to reduced shading obstruction and 

a higher influx of sunlight.  

- Shading = Shading, in this context, refers to the 

exterior elements of the building that cast shadows 

on lower floor levels, including Tower C and D up 

to the second floor. These shadows are caused by 

surrounding objects such as vegetation, other 

buildings, or adjacent UMN Towers, as well as 

internal factors like computer installations that 

obstruct natural light in computer laboratories. 

- Reflection = Reflection is caused by external 

buildings. 

- Weather Condition, Daylight Cycle, as well as 

Presence of Daylighting and/or Artificial Lighting. 

B. Illuminance Calculation Result 

For all the rooms, the area, number of lamps, and 

the specification of the lamp data are collected. Using 

the assumption for utilization factor as 0.5 and 

maintenance factor as 0.6, the result of the minimum E 

(illuminance) is based on the standard shown in Fig. 11 

for Tower C and Fig. 12 for Tower D. 

 

Fig. 11. Box Whisker Plot for C Tower Illuminance Calculation 

Results 

 

Fig. 12. Box Whisker Plot for D Tower Illuminance Calculation 

Results 

The illuminance calculation data indicates that in 

Tower C, all types of rooms with known lamp data 

(number and luminous flux) and room area did not 

meet the minimum standard. This is evident in the 

parking lot, which measures only 42.7 lux instead of 

the required 100 lux. Similarly, offices mostly range 

around 40-150 lux while classes on the third and tenth 

floor lie about 120-150 lux. Laboratories on the 

seventh floor are also shown to be 150-190 lux. The 

same goes for toilets, storage, and meeting rooms. 

Whereas the illuminance calculation data for Tower D 

depicts the same trend by not meeting the minimum 

standard. Thus, it is recommended, as mentioned in the 

previous section, to change lamps to 6500 lumen types 

for each to reach the corresponding values in the 

standard also with additional lamps for laboratories 

according to Tower C and D existing lamps. 
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C. Light Power Density Measurement Result 

 

Fig. 13. Box and Whisker Plot for Light Power Density Efficiency 

Ranges of C Tower 

 

Fig. 14. Box and Whisker Plot for Light Power Density Efficiency 

Ranges of D Tower 

Based on Fig. 13, the light power density (LPD) 

results for Tower C generally remain within 7.53 

W/m², below the maximum standard. This indicates the 

energy efficiency applied throughout the tower, with 

the exception of the parking lot, which records an LPD 

of 1.47 W/m², slightly exceeding the standard of 1.4 

W/m². LPD values for offices, classrooms, 

laboratories, and meeting rooms range from 4-5 W/m². 

Canteen's LPD reaches 2.77 W/m², factoring in the 

lamp type and wattage specified in the technical data. 

Efficiency calculations relative to the standard LPD 

(7.53 W/m²) indicate a 63.27% efficiency rate. For 

Tower D, the LPD results can be seen in Fig. 13. 

Then based on Fig. 14., the light power density 

(LPD) results for Tower D generally align with or fall 

below the maximum standard of 7.53 W/m², as well as 

the educational institute standard and other standards 

for Hotel and Restaurant, serving as references. This 

indicates that energy efficiency measures have been 

effectively implemented across the tower. Specifically, 

the LPD for the parking lot, which measures 0.9 W/m² 

(compared to the standard of 1.4 W/m²), achieves an 

efficiency of 35.7%. LPD values for classes, 

laboratories, offices, and meeting rooms range from 2-

4 W/m². 

D. Double Skin Facade Impact 

Tower C and Tower D, characterized by a 

distinctive continuous pattern on each floor level, 

comprehensive measurements of the Double Skin 

Facade's (DSF) aperture area, number of apertures, and 

window-to-wall ratio (WWR) per floor are imperative. 

This is further discussed as follows.  

 
       a)                                             b) 

Fig. 15. Double Skin Facade Tower C a) Pane Design and b) 

Measurement Result 

Depicted in Fig. 15. for Tower C, each pane 

typically contains around 29 to 13 holes, totaling 

approximately 377 holes, each with a diameter of 2 cm. 

On the third floor, with a WWR of roughly 0.588 and 

1.5 panes occupying the windows, the illuminance 

measurements reveal 9700 lux without the facade, 600 

lux with the facade, and 388 lux with both windows and 

facade. The facade effectively filters about 94% of 

direct sunlight, with additional windows further 

reducing direct sunlight by 96%. However, these 

variations may also stem from factors such as sunlight 

angle and surrounding object shading. 

Similarly, on the seventh floor with a WWR of 

about 0.61 and 2 panes vertically occupying the 

windows, illuminance measurements show up to 12550 

lux without the facade, 5210 lux with the facade, and 

730 lux with both facade and windows. This indicates a 

filtration of about 58.4% by the facade alone, with an 

additional decrease of 94.1% due to the presence of 

windows. On the tenth floor, with a WWR of 

approximately 0.48 and 1.5 panes vertically occupying 

the windows, illuminance readings are 5890 lux 

without the facade, 3240 lux with the facade, and 1031 

lux with additional windows. This translates to a 

reduction of 44.9% with the facade and 82% with 

additional windows. These findings can be extrapolated 

to other orientations on the same floor based on concise 

measurement tests. The results indicate that the facade 

significantly reduces daylight illuminance in Tower C, 

with a decrease of more than 40%, while the inclusion 

of windows leads to a reduction of around 80-90%. 
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For Tower D, the facade design, as illustrated in Fig. 

16., features circular apertures of varying sizes, with the 

smaller ones measuring approximately 2.5 cm and the 

larger ones around 25 cm. Across all floors, the 

window-to-wall ratio ranges from 16.5% to 24%, 

contributing to the filtration of light entering the rooms 

by the windows. Under optimal conditions, with 120 

small circular holes and 45 large circular holes per 

room, the penetration of daylight is reduced by 31% 

with the facade alone and by 67% with the addition of 

windows. 

 

 

a)                                           b) 

Fig. 16. Double Skin Facade for Tower D a) Design and b) 

Measurement Results 

An example of this reduction is observed in the east 

corridor measurement during maximum direct sunlight 

(afternoon) on the fifteenth floor under favorable 

weather conditions, with illuminance levels decreasing 

from 16270 lux without a facade to 11230 lux with a 

facade and 5360 lux with additional windows. Similar 

reductions are seen across other floors, including the 

third, fifth, sixth, eighth, tenth, and twelfth levels, with 

reductions ranging from 30% to 40% with the facade 

and 70% to 90% with additional windows, under 

similar conditions. 

Regarding the impact of the double skin facade on 

illuminance reduction, measurements conducted in the 

corridor corner reveal a significant decrease in direct 

daylight reaching the rooms, with a maximum 

reduction of 90%. While this reduction is beneficial for 

upper-level areas, lower-floor levels may experience 

insufficient daylighting, resulting in illuminance levels 

that do not meet the standard requirements. As an 

example, the third floor in C Tower suffers by lower 

illuminance in the noon, around 320 lux with 

daylighting and artificial lighting presented in which 

compared to the tenth floor with higher values by 

approximately 420 lux although shading factors also 

presented around the lower floors. The same goes for D 

Tower in which the fifth floors measurement results 

show illuminance value by around 300 lux whereas the 

twelfth floors reach above 420 lux. This clearly shows 

that the double skin facade affects the visual comfort in 

the room along with the priorly mentioned factors. Not 

to mention that laboratories in C and D Tower are 

relatively positioned vertically at the middle of the 

tower, illuminance results tend to not reach the 

minimum standard of 500 lux. Therefore, careful 

consideration of the double skin facade design is 

necessary, particularly for lower floor levels, along with 

consideration of other factors such as shading from 

surrounding objects that can further diminish sunlight 

intensity before it reaches the rooms.  

IV. CONCLUSION 

As the preparation for Net Zero Building’s 

Certification, this research is conducted to assess the 

lighting systems for Universitas Multimedia 

Nusantara’s Tower C and D in various periods 

(morning, noon, afternoon, and night) as well as the 

presence variation for daylighting and artificial 

lighting. The current condition of the lighting systems 

mostly did not comply with the standard. Areas that do 

not comply with the standard for the morning until 

afternoon period (C1 and C2) in Tower C are the 

basement (85-86 lux), second floor (130-240 lux for 

offices), third floor (300 lux for classes and above 190 

lux for meeting rooms), and seventh floor (300-350 lux 

for laboratories). While for Tower D which are the 

basement (69-70 lux), meeting room (198 lux), second 

floor (above 179 lux for classes), third floor (150-200 

lux for classes and laboratories), and fifth floor (280-

434 lux for laboratories). Toilets and storage 

measurements also do not comply with the standard 

(below 200 and 150 lux respectively). For nighttime 

measurements (C3), which only rely on artificial 

lighting, none suffice the standard for all room cases. 

With proper adjustment for artificial lighting, it can 

support visual comfort and fill the gap to the standards. 

In this case, a change of lamps to 6500 lumens type can 

enrich the illuminance results to fulfill the standards, 

with important notes to add several lamps to 

laboratories case in which for C tower from 22 to 27 

and 24 to 30 as well as D tower from 14 to 17 and 18 to 

25 lamps corresponding to the number of existing 

lamps. 

Illumination levels vary significantly among rooms 

within Towers C and D, with several floors falling 

below SNI standards from morning until afternoon. 

Notably, specific areas, including basements, meeting 

rooms, storages, classes, offices and laboratories did not 

meet these standards, with some areas even lacking the 

required illuminance by up to 500 lux (for laboratories 

intended) compared to reference values. Moreover, 

nighttime measurements across all room types on each 

floor also fall short of minimum standards. Despite 

focusing solely on artificial lighting system 

calculations, adjustments to factors such as utilization 

and maintenance may marginally improve results. 

However, both measured and calculated values still did 

not meet the SNI standards. While power efficiency 

remains high across room types shown by light power 

density outcomes, it's crucial to prioritize occupant 

comfort by ensuring adequate illuminance levels, even 

if it means sacrificing some efficiency. 
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The passive design, which is a double skin facade 

for both towers, does support the visual comfort criteria 

satisfaction however to some extent, as discussed on the 

findings earlier. In this case, several areas, especially on 

lower floor levels, suffer from low illuminance value 

since daylight is filtered not only by the double skin 

facade and the windows but also by surrounding objects 

that cause shading. Specifically, for Tower C, the 

sunlight is filtered above 90% on the third floor, and the 

seventh floor, 80% on the tenth floor. Whilst for Tower 

D, the sunlight is filtered by about 30-40% by the 

facade and up to 90% with windows addition. Future 

research can elaborate more on the double skin facade 

effect such as cavity and supported by simulations 

analysis for recommendations implementation as well 

as conducting surveys to analyze the correlation 

between the comfort levels felt by occupants with the 

existing lighting systems performance to see how far 

the adjustments must be done. 
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Abstract— In recent decades, the rapid development of 

robotic technology has increased the demand for efficient 

and affordable robots, especially in the manufacturing 

industry. One type of robot that is commonly used is the 

robotic arm, which is capable of performing complex 

tasks with high precision and speed. This research focuses 

on the modeling and simulation of a 4-DOF RRPR robot 

manipulator using MATLAB software, including the 

SimScape Multibody Toolbox and Robotic System 

Toolbox. This study investigates various aspects of robot 

performance, such as joint angles, end-effector 

coordinates, and robot dynamics. With an emphasis on 

simulation, this research aims to accelerate the 

development of robotic technology and minimize the risks 

associated with physical implementation in the field. The 

simulation results provide valuable insights for 

improving the efficiency, precision, and reliability of 

robot manipulators in various applications. 

Index Terms— MATLAB Simulation; SimScape 

Multibody Link; Robotic Arm; Robot Manipulator; 

Robotic System Toolbox. 

I. INTRODUCTION 

In recent decades, the development of robotic 

technology has experienced rapid progress. The need 

for robots that can assist human work, especially in the 

manufacturing industry, has driven high demand for 

the development of efficient and affordable robots [1]. 

One type of robot that is widely used is the robotic arm, 

which is capable of performing complex tasks with 

high precision and speed. However, the development 

process of robotic arms often requires significant time 

and resources. Therefore, computer simulation 

becomes crucial to accelerate this process and save 

costs [2, 3]. 

The mathematical and kinematic modeling of robot 
manipulators can provide a solid foundation for 
understanding and evaluating the performance of 
robotic systems before physical implementation in the 
field, as done by [4]. 

Previous research on robot manipulators includes 
the work of [5], who modeled the motion of a 4DOF 
(degree of freedom) robot manipulator using the 
MATLAB Graphic User Interface (GUI). Motion 
control of robots has also been explored to reduce 

position control errors, such as using the PID method 
[5, 6], Fuzzy Logic [7], and combining PID and Fuzzy 
Logic control [8]. 

The simulation of robot manipulators using 
MATLAB software has also been explored by [9]. In 
this research, the SimScape Multibody toolbox was 
leveraged for the visualization of the robot 
manipulator. This approach can help accelerate the 
robot development process and enhance the efficiency 
in utilizing resources. 

Furthermore, the research on Manipulator robots 
has been extensively investigated by [10]. This study 
utilized a 4-DOF RRRR Manipulator Robot model and 
the Robotic System Toolbox library to compute the 
inverse kinematics of the manipulator. The findings of 
this research provide valuable insights into the 
development and control of such robotic systems. 

This research will focus on the simulation testing of 
the kinematics of a Manipulator. This simulation allows 
researchers to evaluate various scenarios and 
operational conditions without having to implement the 
physical system in the field. By using simulation 
software such as the SimScape Multibody Toolbox and 
the MATLAB Robotic System Toolbox, This research 
can investigate aspects such as the joint angle values, 
the end-effector position coordinates, and the robot 
dynamics. Thus, researchers can gain a deeper 
understanding of the system performance and identify 
ways to improve the efficiency, precision, and 
reliability of the manipulator robot in various 
applications, such as in the fields of industry, 
healthcare, agriculture, and others. 

With an emphasis on simulation, this research aims 
to accelerate the development process of robotic 
technology and minimize the risks associated with 
physical implementation in the field. 

II. METHODS 

A. Forward and Inverse Kinematics of 4-DOF RRRP 

Manipulator 

In this research, the kinematics of the robot 

manipulator is divided into two types, namely Inverse 

Kinematics and Forward Kinematics. Inverse 
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kinematics is used to obtain the joint angle values for 

each robot joint, if the desired position (x, y, z) is 

known. Meanwhile, forward kinematics is used to 

obtain the position (x, y, z) of the robot, if the values of 

each joint are known. The explanation regarding the 

kinematics in this research can be seen in the flowchart 

shown in Figure 1.  

 

Fig. 1. Robot Kinematics 

In this research, a 4-DOF RRRP manipulator was 

used as the model for simulation in MATLAB. The 

forward kinematics and inverse kinematics will be 

discussed in this chapter. The kinematics of the 4-DOF 

RRPR robot can be described in detail using the D-H 

parameter notation for each joint. According to [15-17], 

the D-H parameters are widely used in research because 

they are simple and easier to understand in describing 

the kinematics of robotic arms. Figure 2 shows the 

structure of the 4-DOF RRPR robot, where joints 1, 2, 

and 3 are revolute joints, while joint 4 is a prismatic 

joint. The D-H parameter values can be seen in Table 1. 

 

 
Fig. 2. Free Body Diagram of 4-DOF RRRP Manipulator 

TABLE I.  D-H PARAMETER OF 4-DOF RRRP MANIPULATOR 

Link 𝒂𝒊 (m) 𝜶𝒊  (deg) 𝒅𝒊 (m) 𝜽𝒊 (deg) 

1 L1 0 0 𝜃1 

2 L2 𝜋 0 𝜃2 

Link 𝒂𝒊 (m) 𝜶𝒊  (deg) 𝒅𝒊 (m) 𝜽𝒊 (deg) 

3 0 0 D1 0 

4 0 0 D2 𝜃3 

From the D-H parameters shown in Table 1, the 

values can be transformed into a D-H matrix form as 

shown in Equation (1). The four values generated by 

each joint are combined into a single matrix, which 

results in an equation to find the coordinates 𝑥, 𝑦, and 

𝑧. Furthermore, the lengths of the shoulder arm (L1), 

elbow arm (L2), and the length of the end-effector's rise 

are incorporated into that equation. 

𝐴𝑖 = [

𝑐𝑜𝑠𝜃𝑖

𝑠𝑖𝑛𝜃𝑖

−𝑐𝑜𝑠𝛼𝑖𝑠𝑖𝑛𝜃𝑖

𝑐𝑜𝑠𝛼𝑖𝑐𝑜𝑠𝜃𝑖

𝑠𝑖𝑛𝛼𝑖𝑠𝑖𝑛𝜃𝑖

−𝑠𝑖𝑛𝛼𝑖𝑐𝑜𝑠𝜃𝑖

𝑎𝑖𝑐𝑜𝑠𝜃𝑖

𝑎𝑖𝑠𝑖𝑛𝜃𝑖

0
0

           
𝑠𝑖𝑛𝛼𝑖

0
         

𝑐𝑜𝑠𝛼𝑖

0
          

𝑑𝑖

1
   

] (1) 

The four values from each joint that have been 

transformed into matrix form are shown in Equations 

(2), (3), (4), and (5). These four matrices are then 

combined into a single matrix as shown in Equation (6). 

In these equations, Sin is represented by S, and Cos is 

represented by C. 

𝐴1 = [

𝐶1 −𝑆1

𝑆1    𝐶1

0 𝑎1𝐶1

0 𝑎1𝑆1

0      0
0      0

1      0
0     1

] (2) 

𝐴2 = [

𝐶2 𝑆2

𝑆2 −𝐶2

0 𝑎2𝐶2

0 𝑎2𝑆2

0      0
0      0

1      0
0      1

] 
(3) 

𝐴3 = [

1 0
0 1

0 0
0 0

0 0
0 0

1 𝑑3

0 1

] 
(4) 

𝐴4 = [

𝐶4 −𝑆4

𝑆4    𝐶4

0 0
0 0

0     0
0     0

  1 𝑑4

  0 1

] 
(5) 

𝑇4
0 = 𝐴1 … 𝐴4 

= [

𝐶12𝐶4𝑆12𝑆4 −𝐶12𝑆4 + 𝑆12𝐶4

𝑆12𝐶4 − 𝐶12𝑆4 −𝑆12𝑆4 − 𝐶12𝐶4

0       𝑎1𝐶1 + 𝑎2𝐶12

0        𝑎1𝑆1 + 𝑎2𝐶12

0                                   0
0                                   0

−1           −𝑑3 − 𝑑4 
0             1

] 

(6) 

Using Equation (6), it is possible to calculate the 

values of the coordinates x, 𝑦 dan 𝑧. The coordinate 

value of 𝑥 can be determined through Equation (7). The 

coordinate value of 𝑦 can be determined through 

Equation (8). And the coordinate value of 𝑧 can be 

determined through Equation (9). 

𝑥 = 𝑎1𝐶1 + 𝑎2𝐶12  (7) 

𝑦 = 𝑎1𝑆1 + 𝑎2𝑆12 (8) 

𝑧 = 𝑑3 (9) 

The inverse kinematics in this study is to find the 

values of 𝜃1, 𝜃2, and 𝑑1. The solution to this inverse 

kinematics can be solved using the Pythagorean 

theorem and the cosine rule. The kinematic solution in 

the 4-DOF RRPRR robot is solved using a single side, 

namely the top view of the robotic arm structure. If we 

look at Figure 2, we can see that the position on the Z-
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axis only depends on the translation movement of 𝑑1, 

so it can be concluded that 𝑑1 = 𝑍. Figure 3 provides a 

representation to obtain an equation to generate the 

values of 𝜃1 and 𝜃2. 

 
Fig. 3. Cartesian Coordinate 2-DOF Manipulator 

As shown in Figure 3, L1 represents the length of the 

shoulder arm and L2 represents the length of the elbow 

arm. θ1 represents the angle of the shoulder, and θ2 

represents the angle of the elbow. Using the tangent 

law, an equation is obtained as shown in Equation (10). 

To find the value of β, Equation (11) is used. Thus, the 

value of θ1 will be obtained from Equation (12). The 

value of θ2 is obtained using the cosine law, as shown 

in Equation (13). 

𝛼 = 𝑡𝑎𝑛−1
𝑦2

𝑥2

 (10) 

𝛽 = 𝑡𝑎𝑛−1
𝐿2𝑠𝑖𝑛𝜃2

𝐿1 + 𝐿2𝑐𝑜𝑠𝜃2

 
(11) 

𝜃1 = 𝑡𝑎𝑛−1
𝑦2

𝑥2

+ 𝑡𝑎𝑛−1
𝐿2𝑠𝑖𝑛𝜃2

𝐿1 + 𝐿2𝑐𝑜𝑠𝜃2

 
(12) 

𝜃2 = −𝑐𝑜𝑠−1
𝑥2

2 + 𝑦2
2 − 𝐿1

2 − 𝐿2
2

2𝐿1𝐿2

 
(13) 

B. Setup Experiment 

In this research, the robot manipulator is driven 

using MATLAB Simulink. Simulink serves as the 

workspace for simulating the movement of the robot 

manipulator. In the robot manipulator motion 

simulation, a task will be given to reach a 

predetermined position. The input provided is the 

coordinate point on the x, y, and z axes, which refer to 

the end-effector position. Subsequently, it will be 

observed whether the simulated motion is in accordance 

with the inputted trajectory. 

Before conducting the simulation, the information 

related to the robot must be defined first using 

SimScape Multibody, which is a library in the 

MATLAB software. The defined robot dimensions 

include the joint positions, link lengths, and frame 

positions on the x, y, and z axes. The block diagram that 

defines the robot dimensions in Simulink can be seen in 

Figure 4. 

To calculate the Inverse Kinematics, Forward 

Kinematics, joint torque, and joint force, the Robotic 

System Toolbox library will be used. The overall 

system block diagram can be seen in Figure 5. 

In this research, we focused on the use of computer 

simulation to model the movement of the robot 

manipulator. However, this research has not yet 

considered the specifications of the robot actuators 

used, such as the rotational degree resolution, actuator 

torque, and others.

 

Fig. 4. Robot Block Diagram 
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Fig. 5. System Block Diagram 

III. RESULT AND DISCUSSIONS 

The testing is carried out by moving the robot along 

a trajectory as shown in Figure 6, and the details can be 

seen in Table 2. This will provide the values of each 

joint angle obtained from the Inverse Kinematics block, 

as well as the End-Effector position. This research will 

also display the torque and acceleration values at each 

joint. 

 

Fig. 6. Trajectory of Robot Manipulator 

TABLE II.  TRAJECTORY OF ROBOT MANIPULATOR 

Time (s) 
Coordinate (m) 

X Y Z 

0 0.06 0.08 0.00 

2 0.06 0.08 0.00 

4 0.13 0.14 0.00 

5 0.13 0.14 0.04 

6 0.13 0.14 0.00 

8 0.20 0.10 0.00 

9 0.20 0.10 0.04 

10 0.20 0.10 0.00 

12 0.06 0.08 0.00 

In this research, it is assumed that joint 3 does not 

rotate, so the value of θ3 = 0. After simulating the robot 

movement using the trajectory shown in Table 2 and 

Figure 6, the joint angle values were obtained as shown 

in Figure 7, and the End-Effector position coordinates 

were obtained as shown in Figure 8.

 

Fig. 7. Value Angle of Joint 1, joint 2 and joint 3 
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Fig. 8. Position of End-Effector 

 

 

Fig. 9. Value Acceleration and Torque Robot Manipulator 

From Figure 7, it can be seen that in the initial or 

standby position (t = 0 - 2 seconds), joint 1 is around 

0.312, joint 2 is around -0.65, and joint 3 is around 0. 

Joint 3 only moves at (t = 4, 5, 8, 9) and when joint 3 

moves, joint 1 and joint 2 do not move. Then at t = 2 - 

4 seconds, joint 1 and joint 2 are around 0 - 0.05. At t = 

6 - 8 seconds, joint 1 and joint 2 move up successively, 

approaching values of 0.13 and 0.45. When t = 10 - 12 

seconds, the values of joint 1 and joint 2 return to the 

initial standby position. 

For the End-Effector position, as shown in Figure 8, 

the x, y, z positions obtained from Forward Kinematics 

are relatively the same as the input trajectory shown in 

Table 2. 

According to the data provided in Figure 9, the 

following can be observed. Joint 3 only experiences 

acceleration at specific time points. At t = 4, 5, 6, 8, 9, 

and 10 seconds, joint 3 has acceleration values of 14.7, 

-28.33, 14.5, 14.70, -29.22, and 14.10, respectively, 

along with corresponding torque values of 0.25, -0.50, 

0.25, 0.25, -0.51, and 0.24. 

At t = 2 seconds, joint 1 has an acceleration of -38 

and a torque of -2.96, while joint 2 has an acceleration 

of 112.25 and a torque of 0.75. At t = 4 seconds, joint 1 

accelerates at 59.25 with a torque of -0.14, and joint 2 

accelerates at -141.00 with a torque of -0.45. Moving 

on to t = 6 seconds, joint 1 has an acceleration of 31.8 

and a torque of -0.27, while joint 2 has an acceleration 

of 55.00 and a torque of 0.43. At t = 8 seconds, joint 1 

accelerates at 4.6 with a torque of -2.91, and joint 2 

accelerates at 54.88 with a torque of 0.43. Lastly, at t = 

10 seconds, joint 1 has an acceleration of 90.83 and a 

torque of 0.01, and joint 2 has an acceleration of -

268.26 and a torque of -0.83. 

Overall, the data shows that the robotic system has 

a complex dynamic behavior with coordinated joint 

movements. Further analysis is required to understand 

the relationship between the inputs, kinematics, and 

dynamics of this robotic system. 

IV. CONCLUSION 

Based on the analysis conducted in this study, it can 

be concluded that the approach used provides a 

significant contribution to the development of robotic 

technology. The kinematic modeling of the robot 

manipulator enables the accurate identification of the 

joint angle values and the end-effector position 

coordinates. Additionally, the simulation using 

software such as the SimScape Multibody Toolbox and 

the MATLAB Robotic System Toolbox provides a 

deep understanding of the performance of the robot 

manipulator system. 

The simulation accelerates the development process 

of robotic technology and reduces the risks associated 

with physical implementation in the field. The 

simulation results allow researchers to evaluate various 

scenarios and operational conditions without having to 
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perform physical implementation, which in turn can 

improve the efficiency, precision, and reliability of 

robot manipulators in various applications. Thus, this 

research provides valuable insights into the 

development of modern robotics and emphasizes the 

importance of modeling and simulation in 

understanding and enhancing the performance of robot 

manipulator systems. 

For future research, researchers may consider 

investigating various other disturbance factors, such as 

electromagnetic interference, unexpected external 

forces, or unstable surface conditions, which can affect 

the performance and accuracy of the robot 

manipulator's movement. By identifying these sources 

of disturbance, the research can focus on the 

development of more advanced and adaptive control 

systems to dynamically compensate for various 

disturbances, thus enhancing the efficiency, precision, 

and reliability of robot manipulators. Additionally, 

exploring robot manipulators with higher degrees of 

freedom can also provide new insights into the 

development of more advanced and adaptive robotic 

technologies for challenging operational conditions. 
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Abstract— The need for simplicity in various activities 

encourages further technological development. One of 

them is a system to turn lights on and off with just a hand 

gesture. This hand gesture-based One-phase smart 

switch uses OpenCV, Arduino Nano, relays, and webcam 

cameras to recognize hand gestures. Static finger 

movements are used as buttons to turn on the lights. The 

results show that the algorithm used has high reliability 

with a precision score of 0.90, sensitivity of 0.90, accuracy 

of 0.96, and F1-score of 0.90. The accuracy of the system 

is affected by light intensity, distance, and hand tilt angle. 

At a light intensity of 70 LUX, the accuracy reaches 

100%, while at 40 LUX the accuracy ranges from 98-

99%. A distance of 30-60 cm gave the best accuracy of 

100%, but decreased at longer distances. A hand tilt of 0° 

gives 100% accuracy, while at an angle of 60° the 

accuracy drops significantly, especially for the fifth finger 

with 64% accuracy. The average response time of the 

light to finger movement is 0.133 seconds. This device can 

recognize a variety of finger patterns well, thus meeting 

the desired needs. 

Index Terms— Arduino; computer vision; hand 

gesture; OpenCV. 

I. INTRODUCTION 

Developing machines that can operate in the 

prompting of humans has been the goal of 

technological development since its inception. In the 

early years of development, people used buttons, 

joysticks, etc. to control circuits, fluid flows, and even 

mechanical transmissions to fulfill the purpose of the 

commands given to the machine [1]. When the modern 

era arrived, with further developments in the world of 

digital computing, HMI (Human-Machine Interaction) 

environments became even more affordable for many 

people. People can send information through 

computers with only a keyboard and mouse in their 

hands, and a monitor in front of their eyes [2]. 

In recent technological advancements, researchers 
have been seeking to simplify their access to HMI. The 

most suitable approach is a straightforward 
communication flow. Understandably, there are not 
many instruments tied to the user's body, and keeping 
the conversation natural. From then, the interaction 
system employing hand gestures was restored as a non-
verbal communication flow between humans and 
machines [3]. 

In the beginning, the concept relied on a greater 
number of sensors and cameras to accurately record the 
movement of hands. z, Both static and dynamic 
gestures. The hand that is modeled must be equipped 
with a dataglove, which is capable of detecting any 
alterations that occur in the hand, such as finger 
movements or finger bent. Despite being published, 
this invention had a short lifespan due to its reliance on 
supplementary gear. Hence, employing a camera is 
considered to be a preferred method for the 
advancement of a motion tracking system.[4]. 

The main purpose of using hand motion tracking 
technology is simply to recognize and classify gestures 
formed by human hands. These gestures will be 
captured by the camera, processed by computer 
algorithms, and learned by the ANN concept to 
generate program decisions from predetermined 
gestures [5]. In this paper, the gesture defined is the 
simple gesture of "bending fingers" as if counting. 
Each extended finger will be captured by the camera 
and processed to activate the "turn on the light" 
program with five different levels according to the five 
fingers. 

II. METHODS 

A. Computer Vision 

Computer vision is a term that broadly covers a 

variety of areas, including raw data retrieval, image 

pattern extraction, and information interpretation [6]. 

The field includes a blend of principles, methodologies, 

and ideas derived from digital image processing, 
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pattern recognition, artificial intelligence, and computer 

graphics [7]. 

Advances in computer vision depend on its 

supporting infrastructure, which includes improved 

image quality and image recognition capabilities. 

Advances in computer vision depend on the computer 

technology infrastructure, which includes improved 

image quality and image recognition capabilities [8][9]. 

There is a close relationship between Image 

Processing and basic approaches, and some researchers 

use the two words interchangeably. The main goal of 

Computer Vision is to generate models and extract data 

and information from images. This goal sometimes 

shares a common meaning and sometimes overlaps 

with Human and Machine Interaction (HMI) [10]. 

Computer Vision works by using optical sensors 

and algorithms to recreate human motion stimuli to 

extract valuable information automatically [11]. When 

compared to conventional methods, computer vision 

has evolved into one of the branches of AI for human 

motion stimulus in society [12].  

B. Hand Gesture Recognition 

Hand gestures are part of nonverbal 

communication, which can be expressed through the 

center area of the palm, the position of the fingers, and 

the shapes formed by the hands. Hand gestures are 

divided into two categories, which are static gestures 

characterized by a stable hand shape, and dynamic 

gestures involving hand movements such as waving. 

Hand gestures vary depending on the person and the 

situation at hand, unlike posture, which emphasizes 

hand shape rather than movement [13]. 

Convolutional Neural Network (CNN) is used by 

neural networks to identify hand gestures using deep 

learning. CNN or ConvNet, is a type of artificial neural 

network designed to mimic the pattern of connections 

found in the visual cortex of objects. CNNs exploit the 

spatial correlations inherent in the input data. 

Convolutional networks are used to train the model 

using a dataset of images. The model is trained using 

three forms of training: supervised, unsupervised, and 

reinforcement learning. Given that gesture recognition 

models rely on supervised learning and derive 

knowledge from labeled datasets of desired gestures, it 

is crucial to have high-quality data with little noise. The 

accuracy of the model network and the data used 

directly affects the accuracy of the model [14][15]. 

 
(a) 

 
(b) 

Fig. 1. 21 hand landmarks (a), Hand detection (b) 

Research on hand gestures typically uses two main 

methodologies: sensors integrated into wearable 

gloves, and sensors based on camera vision. 

Computerized hand gesture recognition using camera-

based systems involves the process of capturing and 

recognizing hand movements and positions through 

visual data. This process starts with image capturing 

through the camera, followed by pre-processing steps 

such as noise reduction and segmentation to separate 

the hand image from the noises [16]. 

C. Hand-Gesture Smart Switch 

Hand gesture identification provides a very 

practical and modern means of non-verbal 

communication. Gesture recognition has significant 

applications in Human Computer Interactions (HCI) 

and sign languages [17]. The hand gesture recognition 

system utilizes a camera that is primarily used to 

capture images of gestures made by human hands. 

These images are then processed by the specified 

algorithm as input to the created system. 

Hand gesture-based controls offer a variety of 

functions, such as acting as virtual remote controls for 

TVs and other home appliances, enhancing gaming 

experiences, and allowing interaction with public 

information kiosks in museums, ATMs, elevators, 

storefronts, and other public spaces. At the most recent 

Consumer Electronics Show (CES), numerous 

companies presented prototypes or upcoming devices 

featuring hand gesture-based controls. Different 

sensing technologies can detect hand gestures, and 

advancements in these technologies have enabled 

developers to integrate Three-Dimensional (3D) 

gesture control into their products. The cost of 

acquiring and implementing a gesture controller varies 

depending on the technology employed [18]. 

III. SYSTEM DESIGN 

The system is designed with four main components: 

a webcam, an OpenCV program, an Arduino Nano, and 

a relay. The webcam, whether external or built into the 

laptop, is used to capture hand gesture images. Then, 
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OpenCV performs real-time image pre-processing to 

extract only the essential functions from the user's static 

hand gestures. The system consist on being the control 

for AC components through the switch function 

brought by the relays. The switch can be used for many 

components, but AC lightbulb was used to get the 

experimental data. These functions are transmitted via 

a port to the Arduino Nano, which decides which light 

should be turned on based on the hand gesture. The 

Arduino Nano then sends a signal to the relay to supply 

electricity to a specific light according to the captured 

hand gesture. The sequence of operation of this one-

phase smart switch system can be seen in Figure 2. 

 

Fig. 2. System Working Stage 

Figure 3 shows the classification of hand gestures to 

control the lighting system. Each hand gesture from 0 

to 5 represents the number of fingers raised, with each 

finger activating one light. A no gesture turns off all 

relays, while a 5 gesture turns on all relays. Overall, this 

combination of hand gestures can result in 32 

combinations of light control that can be formulated in 

2n. 

 

Fig. 3. The style of hand movements and directions used 

In Figure 4 the flowchart diagram illustrates the 

process of controlling relays using hand gesture 

detection through Arduino. It starts with setting the 

serial port and connection between the computer and 

Arduino, then initializing the relay. The Arduino 

detects hand movements with sensors, and if movement 

is detected, the system will control the relays according 

to the finger movement. This process takes place in a 

master loop until the system shuts down or the 

command finishes executing. 

 

Fig. 4. System Flowchart 

In the Arduino Nano system itself, as shown in 

Figure 5, the components needed are the Arduino Nano 

as a microcontroller that will turn the lights on or off, a 

relay that functions as a switch, and five lights as 

evidence of electricity flowing. 

 

Fig. 5. System Circuits 
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IV. RESULTS AND DISCUSSION 

A. Hardware Design 

 
(a) 

 
(b) 

Fig. 6. Description by lamp number (a), lit condition (b) 

The hardware design of the device seen in Figure 6 

has a configuration where each lamp number is 

connected to the corresponding relay, allowing for the 

control of the lights' on and off states. Specific hand 

gestures will trigger the relevant relay, causing the bulb 

associated with that relay number to illuminate. As an 

illustration, raising a single finger will trigger relay 1 

and illuminate lamp 1; raising two fingers will trigger 

relays 1 and 2, and illuminate lights 1 and 2, and so on. 

This enables convenient and effective management of 

the lighting system using manual movements of the 

hands. 

B. Light Activation Logic 

The specified static motion is employed to conduct 

device experiments, which involve the exploration of 

all feasible patterns. The essential motion for turning on 

the light, in this case, was the action of "closing and 

opening the fingers". This gesture serves as a 

benchmark due to its simplicity and minimal energy 

expenditure. Data collection is conducted by observing 

if the lights will illuminate in response to the finger 

being opened, either individually or in a certain order. 

Subsequently, the data is acquired and shown in Table 

1. 

 

TABLE I.  LIGHT ACTIVATION DATA 

Finger Up 

Combination 

Lamp 

1 2 3 4 5 

0,0,0,0,0 
     

0,0,0,0,1 
    

Y 

0,0,0,1,0 
   

Y 
 

0,0,0,1,1 
   

Y Y 

0,0,1,0,0 
  

Y 
  

0,0,1,0,1 
  

Y 
 

Y 

0,0,1,1,0 
  

Y Y 
 

0,0,1,1,1 
  

Y Y Y 

0,1,0,0,0 
 

Y 
   

0,1,0,0,1 
 

Y 
  

Y 

0,1,0,1,0 
 

Y 
 

Y 
 

0,1,0,1,1 
 

Y 
 

Y Y 

0,1,1,0,0 
 

Y Y 
  

0,1,1,0,1 
 

Y Y 
 

Y 

0,1,1,1,0 
 

Y Y Y 
 

0,1,1,1,1 
 

Y Y Y Y 

1,0,0,0,0 Y 
    

1,0,0,0,1 Y 
   

Y 

1,0,0,1,0 Y 
  

Y 
 

1,0,0,1,1 Y 
  

Y Y 

1,0,1,0,0 Y 
 

Y 
  

1,0,1,0,1 Y 
 

Y 
 

Y 

1,0,1,1,0 Y 
 

Y Y 
 

1,0,1,1,1 Y 
 

Y Y Y 

1,1,0,0,0 Y Y 
   

1,1,0,0,1 Y Y 
  

Y 

1,1,0,1,0 Y Y 
 

Y 
 

1,1,0,1,1 Y Y 
 

Y Y 

1,1,1,0,0 Y Y Y 
  

1,1,1,0,1 Y Y Y 
 

Y 

1,1,1,1,0 Y Y Y Y 
 

1,1,1,1,1 Y Y Y Y Y 

Based on the data obtained, the lights can be turned 

on according to the number and type of fingers raised. 

If the thumb is raised, then lamp 5 will light up which 

is symbolized in variable Y. If the index finger and 

middle finger, then lamp 2 and lamp 3 will light up. 

This is following the program created. 

C. Model Algorithm Accuracy 

To achieve high accuracy in detecting and 

classifying various hand gestures. The performance 

evaluation of the model was performed by considering 

several key metrics such as accuracy, recall, precision, 

and F1 score. In addition, environmental settings such 

as a distance between the hand gesture and the camera 

of 40 cm and a tilt angle between the hand gesture and 

the camera of 0° were determined. 
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Fig. 7. F1 score results from different classes 

The results from Figure 7 show the F1 scores for 

each class as follows: 0.94, 0.97, 0.93, 0.77, 0.82, and 

0.96, with an overall average of 0.898. These scores 

indicate a consistent and high performance in hand 

gesture classification, despite variations between 

different classes. A high F1 score indicates a good 

balance between precision and recall, reinforcing the 

reliability of the model in detecting and classifying 

hand gestures accurately. 

TABLE II.  CLASSIFICATION REPORT 

Class Precision Sensitivity Accuracy 
F1-

Score 

0 0,97 0,92 0,97 0,94 

1 0,95 0,96 0,98 0,97 

2 0,9 0,97 0,96 0,93 

3 0,82 0,74 0,96 0,77 

4 0,82 0,84 0,94 0,82 

5 0,93 0,98 0,98 0,96 

Mean 0,90 0,90 0,96 0,90 

The results of Table 2 show that the model has high 

performance with an average precision of 0.90, 

sensitivity of 0.90, accuracy of 0.96, and F1 score of 

0.90. The performance per class varied, with class 1 

having the highest precision of 0.95 and F1 score of 

0.97, while class 3 had the lowest F1 score of 0.77. 

Overall, the model showed good reliability in 

classifying hand gestures with high accuracy in all 

classes. 

D. Light Activation Logic 

Based on the change in lighting intensity, the 

accuracy of the system is calculated as the first test for 

the proposed system. A specialized application is used 

to measure the lighting intensity based on a mobile 

phone camera. In this study, lighting with variable 

intensities of 40 lux and 70 lux was used. In addition, 

environmental settings such as a distance between the 

hand gesture and the camera of 40 cm and an 

inclination angle between the hand gesture and the 

camera of 0° were also determined. The experiment 

was repeated 10 times for each hand gesture and light 

intensity. 

TABLE III.  ACCURACY BASED ON VARIATIONS IN LIGHT 

INTENSITY 

Hand Gesture 
Accuracy with Light Intensity (%) 

40 LUX 70 LUX 

Fingerless 98 100 

One Finger 97 100 

Two Fingers 98 100 

Three Fingers 98 100 

Four Fingers 98 100 

Five Fingers 99 100 

The results of Table 3 show that the accuracy of the 

system in detecting hand gestures is very high, with all 

gestures achieving 98-99% accuracy at 40 lux light 

intensity and 100% at 70 lux light intensity. This shows 

that the system functions very well under various 

lighting conditions. 

TABLE IV.  ACCURACY BASED ON DISTANCE VARIATION 

Hand Gesture 

Accuracy with Distance (%) 

30 cm 60 cm 90 cm 
150 

cm 

180 

cm 

Fingerless 100 100 100 93 82 

One Finger 100 100 97 89 78 

Two Fingers 100 100 98 88 78 

Three Fingers 100 100 99 88 77 

Four Fingers 100 100 99 89 78 

Five Fingers 100 100 100 91 79 

From the results of Table 4 of hand gesture 

accuracy testing at various distances, it can be 

concluded that hand gesture recognition has a high 

level of accuracy at closer distances, but decreases 

little by little as the distance increases. /Specifically, at 

a distance of 30 cm, all types of hand gestures have 

100% accuracy, but the accuracy starts to decrease at a 

distance of 60 cm and further decreases at a distance of 

90 cm and above. Nonetheless, despite the decrease, 

accuracy remained relatively high even at longer 

distances, with the lowest decrease occurring for 

fingerless gestures. 

TABLE V.  ACCURACY BASED ON TILT ANGLE VARIATION 

Hand Gesture 
Accuracy with Tilt Angle (%) 

0o 30o 60o 

Fingerless 100 98 95 

One Finger 100 97 82 

Two Fingers 100 98 84 

Three Fingers 100 97 72 

Four Fingers 100 97 75 

Five Fingers 100 100 64 

Based on Table 5 of the test results, it can be seen 

that the accuracy of hand gesture recognition tends to 

decrease as the tilt angle increases. At an angle of 0°, 

the accuracy is generally high, but decreases 

significantly at an angle of 60°. This shows that 

inclination affects the system's ability to recognize 
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hand gestures, with the lowest accuracy occurring at 

higher inclination angles. 

E. Light Activation Logic 

The time test is conducted to find out the elapsed 

time between the input being provided and the 

execution of the output. In this scenario, manual 

gestures serve as inputs that initiate the motion of the 

light arrangement. The reaction time is determined 

based on the instant the input is provided. The laptop 

does data processing and transmits instructions directly 

to the Arduino Nano over the COM connection. 

Subsequently, every hand motion is subjected to 

response time testing. Each manual motion underwent 

three rounds of testing. 

TABLE VI.  LAMP RESPONSE TIME TEST 

Hand Gesture Reaction Time 

Average (s) 

Fingerless 0,023 

One Finger 0,148 

Two Fingers 0,137 

Three Fingers 0,192 

Four Fingers 0,134 

Five Fingers 0,164 

Total Average Reaction Time (s) 0,133 

The results are shown in Table 6 for testing reaction 

time to hand movements. The result shows an overall 

average reaction time of 0.133 seconds. Fingerless 

hand movements have the fastest reaction time (0.023 

seconds), while movements with three fingers require 

the longest reaction time (0.192 seconds). Movement 

complexity affects reaction time, with simpler 

movements tending to have faster responses. 

V. CONCLUSION 

Based on the analysis conducted in this study, it can 

be This paper develops a hand gesture-based One-

Phase Smart Switch using CNN algorithm in OpenCV 

program library with Arduino Nano, relay, laptop 

webcam camera, and OpenCV program on Python 

platform. The main goal of this research is to create a 

device for better HMI communication, especially as a 

switch to a one-phase AC line. In this research, AC 

lightbulbs were used as the experimental components, 

with the main goal that the light can turn on and of 

based on passive hand gestures. The results show that 

the algorithm logic model used has high reliability in 

classifying hand gestures, with a precision score of 

0.90, sensitivity of 0.90, accuracy of 0.96, and F1 score 

of 0.90. Changes in light intensity, distance, and tilt 

angle affected the accuracy of the system, although not 

significantly. At a light intensity of 70 LUX, the 

accuracy reached 100%, while at 40 LUX it ranged 

from 98-99%. A distance of 30-60 cm gave the best 

accuracy of 100%, while a distance of 90-150 cm 

showed a decrease in accuracy, and at 180 cm the 

accuracy decreased significantly. Hand tilt at an angle 

of 0° gives 100% accuracy for all fingers, while at 

angles of 30° and 60° there is a decrease in accuracy, 

especially at an angle of 60° for finger 5 with 64% 

accuracy. The average response time of the light-to-

finger movement is 0.133 seconds. 
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Abstract— Government and officials set rules to keep the 

air clean and healthy. To accommodate this, an efficient 

air quality monitoring system is required. Real-time 

monitoring is crucial for observing air quality. This 

allows for immediate action if air quality declines. 

However, current systems often rely on just one 

measurement point, risking inaccurate results due to 

rapid pollutant dispersion. To overcome this problem, 

researchers propose designing an air quality monitoring 

system based on a wireless sensor network. Sensor nodes 

will be installed at various points within the area to be 

monitored, forming a connected sensor network using the 

ESP-Now protocol. The data obtained from each node 

will be sent to the base station, then the data will be 

transmitted via the Message Queuing Telemetry 

Transport (MQTT) protocol using the internet network. 

Thus, this design produces a wireless sensor network that 

is integrated with the internet of things (IoT). The 

advantages of the IoT system include ease of data storage 

and accessibility that can be accessed from anywhere as 

long as it is connected to the internet and has appropriate 

authorization. 

Index Terms— air quality sensor; ESP-Now; internet 

of things (IoT); wireless sensor network. 

I. INTRODUCTION 

Regulations related to air quality in Indonesia 

have been issued through Government Regulations 

(PP) [1], [2], Minister of Environment and Forestry 

(LHK) Regulations [3], Minister of Energy and 

Mineral Resources (ESDM) Regulations [4]. In 2020, 

the MoEF has issued Minister of Environment and 

Forestry Regulation Number 14 of 2020 concerning 

the Air Pollutant Standard Index, which replaces 

Minister of Environment Decree Number 45 of 1997 

concerning Calculation and Reporting and Information 

on the Air Pollutant Standard Index. In this 

replacement regulation, there are changes in the 

calculation of ISPU which now includes 7 (seven) 

parameters, namely particulates PM10 and PM2.5, 

nitrogen dioxide NO2, sulfur dioxide SO2, carbon 

monoxide CO, ozone O3, and hydrocarbons HC. Two 

additional parameters, HC and PM2.5, have been 

included based on consideration of the great risks that 

HC and PM2.5 pose to human health. 

Many researchers have designed air quality 
monitoring systems [5], [6], [7], [8]. Air quality 
monitoring system research must be in line with policy 
regulations issued by the government. The policy is 
related to the Air Quality Standard Index (ISPU). ISPU 
is one of the parameters used to measure air quality at a 
location within a certain time span. ISPU provides 
information about the level of air pollution in an area, 
taking into account several air pollutant parameters that 
are commonly found. These parameters are 
particulates, pollutant gases, and ambient air quality. 
ISPU measurements and air quality monitoring in 
general are essential for understanding the impact of air 
pollution on human health, the environment, and the 
economy. 

In general, checking air quality is still done 
manually by taking samples. Samples are analyzed by 
the laboratory to determine their content. As in the 
study of air quality analysis in underground parking 
spaces, sampling was carried out on weekdays and 
weekends at certain hours [9]. Some studies that are 
used as references regarding the impact of air quality 
are analyzed using questionnaire techniques to people 
who are in the area. As conducted by Westy conducted 
research on the description of the impact of industry on 
the surrounding community in Takalar Regency [10]. 
Furthermore, Aznaeni conducted research around the 
cement industry in the Bosowo area of Maros Regency 
[11]. Research on the impact of indoor air pollution and 
family health conditions was conducted by Indanazulfa 
[12]. 

An air monitoring system must have sensors that are 
distributed so that they can represent air quality over the 
area being monitored. Sensor network systems are well 
suited for this task. Previous researchers have only 
focused on how sensor readings can be transmitted 
through the internet network, which we know as the 
Internet of Thing (IoT) [13], [14], [15], [16]. IoT 
systems require an internet network for each sensor so 
that data can be sent. However, with a sensor network, 
not all sensor nodes must be connected to the internet, 
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just one sensor node that is used as a sensor station that 
is tasked with sending data out of the sensor network 
system. Sensor stations can be connected to the internet 
network or other communication systems for data 
storage. 

The above-mentioned studies on air quality impacts 
were conducted on a questionnaire basis and did not 
look at air quality data directly. This is because air 
quality monitoring technology is still rarely installed for 
industrial purposes, public facilities and private rooms 
such as homes and offices. Nationally, the application 
of embedded system applications for air quality 
monitoring has been made by KLHK. KLHK built a 
portal for air quality monitoring in 50 major cities. The 
address of the air quality monitoring portal built by 
KLHK is https://ispu.menlhk.go.id. On the portal, 
realtime monitoring is carried out, the data is updated 
twice a day in the morning and evening. The parameters 
monitored on the KLHK website portal are PM10, PM2.5, 
NO2, SO2, CO, O3. Some studies use data from KLHK 
applications such as those conducted by Putri [17]. 
Agusta conducted research based on air quality data 
taken from the Global Atmospheric Monitoring Station 
(SPAG) in Kotobang Hill, West Sumatra [18]. 

For the design of air quality monitoring 
applications, many have been proposed for urban areas 
[19], industrial areas [20], closed rooms [12], [14], [21], 
[22], [23], and hospital sanitation purposes [20]. These 
designs can be adopted for air quality monitoring 
applications in other fields such as indoors in homes 
and offices as well as in public places such as parks and 
highways. However, the proposed design is still a single 
sensor node integrated with the IoT system. The use of 
one sensor node in one area creates doubts because it 
does not represent the condition of the monitored area. 
In this journal, researchers will propose readings from 
more than one sensor in one area. The system is known 
as a sensor network system. Sensor networks make the 
readings more accurate because the sensor nodes are 
installed at several points in the area to be monitored. 
This represents the condition of the monitored area. An 
example of a CO gas monitoring application in a road 
area if one sensor is placed, it is less representative, it 
would be better if sensors are installed along the road 
area. 

Sensor network applications mostly use wireless 
media. Some common protocols that are often used are 
zigbee, bluetooth low energy (BLE), LoRa, 
Narrowband IoT (NB-IoT). Air quality design using the 
LoRa protocol has been done [19], [25] as well as the 
zigbee protocol [26]. Both protocols are special 
communication devices that are separate from the main 
board in an embedded system. Currently there are 
ESP32 and ESP8266 devices that already have Wi-Fi 
capabilities. as a developer Espressif Systems has 
created the ESP-Now wireless protocol for ESP32 and 
ESP 8266 devices. 

ESP-Now is a peer-to-peer (P2P) wireless 
communication protocol developed specifically for 
ESP8266 and ESP32 devices. It enables direct 

communication between two or more ESP devices 
without the need for access points or other Wi-Fi 
network infrastructure. The protocol supports AES-128 
encryption to protect data transmitted between devices. 
The protocol is designed to have low latency and 
efficient power consumption, making it suitable for 
real-time applications of wireless sensor networks. 

 

Fig. 1. ESP-Now Possible Topologies 

Based on Figure 1 ESP-Now can build various types 
of topologies, namely P2P, mesh, star, tree or hybrid, a 
combination of two or more types of topologies 
mentioned. ESP-Now can also detect the presence of 
new sensor nodes as done by Arlingga [27]. 

The purpose of this research is to propose the design 
of a wireless sensor network-based air monitoring 
system using the ESP-Now protocol. With ESP8266 
and ESP32 devices as microcontrollers that have peer-
to-peer communication features to form a sensor 
network with the ESP-Now protocol. ESP devices can 
also be connected to various air quality sensors. ESP 
also has a wifi module so that data from the sensor 
network built can be sent via the internet network. 

II. METHODS 

A. System Design 

In this design, a wireless sensor network system was 

built consisting of 5 sensor nodes, each node could read 

the temperature and humidity of the air using the 

DHT11 sensor, as well as the level of CO2 in the air with 

the MQ136 sensor. Each node can communicate and 

exchange data using mesh topology. In the whole 

system, there is 1 sensor node that functions as a base 

station that serves to send data to the Message Queuing 

Telemetry Transport (MQTT) server on the internet 

network. Data sent to the MQTT server can later be read 

by the Node Red application. A dashboard is provided 

as an interface with the user to view the temperature, 

humidity and CO2 values from each sensor node. The 

dashboard display can be accessed easily through the 

Node-RED application on computers and smartphones. 

Figure 2 is the design of the system integration that will 

be built.
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Fig. 2. Wireless Sensor Network with ESP-Now Protocol 

The explanation of the design of Figure 2 is as 

follows: 

• The communication protocol between sensor 

nodes uses ESP-Now with a mesh 

communication topology. 

• In each sensor node there is an ESP8266 as the 

brain of the sensor node, an MQ135 sensor that 

functions to measure CO2. There is a local 

display in the form of an Oled LCD to display 

the readings of the measured quantities. 

• In sensor node 1, besides exchanging data with 

other sensor nodes through the ESP-Now 

protocol, this sensor node also sends data to an 

ESP32 using a serial communication line. The 

data sent is sensor reading data from the five 

sensor nodes that are interconnected via the 

ESP-Now protocol. 

• The ESP32 will send data received from sensor 

nodes 1-5 via a serial line to the MQTT server. 

• Data from the MQTT server will be read by 

Node-RED and will be displayed in the form of 

a dashboard of readings of each sensor node that 

can be accessed from a desktop or smartphone. 

B. Sensor Node Design 

The microcontroller used in sensor nodes 1-5 is the 

ESP8266 with a schematic design as shown in Figure 3 

for sensor node 1 and Figure 4 for sensor nodes 2-5. In 

general, both schematics have the same design. Each 

sensor node is connected to DHT 11 and MQ 136 

sensors for temperature, humidity and CO2. There is an 

oled lcd display on each sensor node to display the 

sensor readings. The difference between the two 

schematics is that sensor node 1 is connected to an 

ESP32. This ESP32 will be the base station in the 

wireless sensor network in this design. 

 

Fig. 3. Sensor Node 1 Circuit Schematic 

 

Fig. 4. Sensor Node Circuit Schematic 2-5 

C. Sensor Node Design 

The ESP32 microcontroller is used in the base 

station design. The components contained in the base 

station are an oled LCD and a joystick as an interface 

console. The base station is connected to sensor node 1 

using serial communication between ESP 

microcontrollers. Where sensor node 1 is a sensor node 

that holds data from sensor nodes 1 to 5. The base 

station works to send data from sensor network 

readings through the MQTT Server protocol installed 

on cloud computing as shown in Figure 2. 
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Fig. 5. Base Station Circuit Schematic 

D. Display and Data Center Design 

The display of the sensor network reading results is 

shown in Figure 7. The display is made with the Node-

RED application. To be able to display the results of 

sensor network readings, Node-RED subcribes data to 

the MQTT server. The Node-RED program flow 

display built is shown in Figure 6. The workings of the 

Node-RED system are as follows: 

• A palette of MQTT input nodes, used to receive 

data from the MQTT Server. 

• A Remote Desktop Node, used to access the 

dashboard display from a computer or 

smartphone. 

• A CSV Node, used for parsing data from the 

MQTT server. 

• 15 switch nodes to direct the parsed data to the 

appropriate gauge. 

• 15 gauge dashboards, used to display data from 

each sensor to the dashboard in the form of a 

gauge. 

 

Fig. 6. Node-RED Programming Flow Diagram 

Figure 7 shows the Node-RED dashboard when the 

system is running normally. 

 

Fig. 7. Node-RED Dashboard View 

Figure 7 shows the sensor readings from the five 

sensor nodes that have been made in the form of a gauge 

on the Node-RED dashboard. 

III. RESULTS AND DISCUSSION 

A. Wireless Sensor Network Testing 

Testing the sensor network is done by comparing 

the sensor readings at node 2 with the display at node 1. 

If the readings are the same then the data from node 2 

can be successfully sent to node 1. The same is done for 

the other nodes. 

Here are the test results on the sensor network (SN): 

TABLE I.  NETWORK TESTING BETWEEN SENSOR NODES 

WSN 

Position 

Displayed data sources 

SN 1 SN 2 SN 3 SN 4 SN 5 

SN 1 OK OK OK OK OK 

SN 2 OK OK OK OK OK 

SN 3 OK OK OK OK OK 

SN 4 OK OK OK OK OK 

SN 5 OK OK OK OK OK 

 

Fig. 8. Sending node 4 sensor values to nodes 3 and 5 

From the test results, it was found that the sensor 

nodes could read and communicate well. 

The next test is to turn off sensor node 3 as a sample 

of problem nodes and then read the status value of node 

3 from other nodes. Here are the test results: 
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TABLE II.  NETWORK TESTING BETWEEN SENSOR NODES 

Sensor 

Nodes 
SN 3 Off 

1 BAD 

2 BAD 

3 OFF 

4 BAD 

5 BAD 

 

Fig. 9. Bad status display on nodes 4 and 5 when node 3 is OFF 

From the test results, it is found that the bad status 

on one node can be read and detected by other sensor 

nodes. So it can be said that the network created has 

been running normally. 

B. IoT System Integration Testing 

Testing the integration of the IoT system with WSN 

is done by looking at the delivery results on the Node-

Red dashboard. Figure 8 is the Node-Red dashboard 

test which is done by turning on the five sensor nodes 

and comparing the readings on the Node-Red 

dashboard with the readings on the display of each 

sensor node. If the readings are the same then the 

dashboard is appropriate. 

 

Fig. 10. Bad status display on nodes 4 and 5 when node 3 is OFF 

C. Sensor Node Range Testing 

The test was conducted by placing sensor node 2 in 

an outdoor location, then walking away from sensor 

node 2 with sensor node 5. Position the sensor node 5 

display to sensor node 2. Continue walking away from 

sensor node 2 until the "BAD" status is detected on the 

display. Do this several times to determine the 

disconnection location of sensor node 2 from sensor 

node 5. 

 

Fig. 11. Bad status on Node 5 

 

Fig. 12. Distance between Node 2 and Node 5 when the connection 

is lost 

From the test results above, it is obtained that the 

farthest distance 2 sensor nodes can still communicate 

with each other is around 75 feet or 22 meters. This 

cannot be a reference only gives an idea of the 

communication distance of 2 nodes. Because the 

ability of 2 sensor nodes is influenced by the thickness 

and material of the barrier between the two sensor 

nodes. Barriers can be in the form of sensor container 

boxes, walls between 2 sensors, etc. 
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IV. CONCLUSION 

The design of an air quality monitoring system 

based on a wireless sensor network makes the data more 

reliable for measuring the area being monitored. 

Because the nature of pollutants and polluting gases is 

unevenly distributed due to certain conditions. Because 

of this, the installation of air quality sensors is carried 

out at more than one point to guarantee the 

measurement. In this study, in addition to 

measurements using a sensor network, data collected by 

5 sensor nodes can be sent to the internet network as an 

IoT system so that data can be stored in a data center 

and can be accessed anywhere. Further development of 

this research is to determine the standard value of air 

quality based on the installation site of the sensor 

network. 
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Abstract— A data center always require a proper cooling 

system. This research study a data center with water 

based cooling system that consists of two chillers and two 

in-rack coolers. To control the system, an Industrial 

Internet of Things (IIoT) infrastructures has been 

deployed. It able to monitors real-time data from various 

sensors such as temperature (T), pressure (P), water flow 

(Q). The data were supposed to be used for optimization. 

However, early assessment showed that there were 

discrepancies between the sensors. Therefore, the data 

reconciliation method is very important to get valid data 

from the sensor by utilizing the least square optimization 

problem method. obtained the results of error detection 

on the temperature sensor reading +/- 2.5 degrees with an 

accuracy of 3 numbers behind the comma, then analyzed 

the Mean Square Error and Mean Average Error at the 

time before reconciliation the results were 7.21 and 2.68, 

and after the reconciliation process and gross error 

obtained the results of Mean Square Error of 0.33 and 

Mean Average Error of 0.5 from these results it can be 

concluded that the reconciliation and gross error 

detection method used with the least square method is 

better than the gross error detection method. 

Index Terms— Colleration matrix; Gross error 

detection; Industrial Internet of things; Least-square 

optimization method. 

I. INTRODUCTION 

The advent of Industry 4.0 has ushered in a 

paradigm shift across diverse industrial sectors, 

necessitating the ubiquitous integration of data centers. 

Industry 4.0, a convergence of digital and physical 

technologies in industrial processes, has precipitated 

an escalating demand for High-Performance 

Computing (HPC). In this landscape, cloud technology 

services and the imperative for high computing loads 

constitute pivotal facets in industrial operations, 

facilitating real-time data processing, analysis, and 

responsiveness. Data centers, as linchpins in efficient 

data storage and management, furnish the 

computational prowess requisite for expanse data 

analytics [1]. 

Nevertheless, the challenges intrinsic to high 
computing loads in the industry 4.0 milieu exert 
formidable stress on data center performance. This 
necessitates the capacity to adeptly manage voluminous 

data and promptly respond to exigent demands [2]. 
Operational challenges further manifest in the 
inefficiencies of water-cooling systems, characterized 
by excessive energy consumption and necessitating 
disruptive downtimes for maintenance [3]. The 
utilization of data reconciliation methods becomes 
imperative to verify the accuracy of every sensor 
employed in process control [4] to archive goal creation 
an optimal control system and can reduce time of the 
cooling machine. other challenging in data center 
systems revolves around maintaining room 
temperatures below the dew point, crucial for optimal 
functionality of computer servers within the data center 
environment [5]. 

Therefore, we are developing an IIoT system for the 
water-based cooling machine in the data center, which 
will be constructed in Labtek 6, Building of 
Engineering Physics, Faculty of Industrial Technology, 
Institute Teknologi Bandung. One of the key aspects we 
need to focus on is ensuring that the measurement data 
are accurate to make the process effective and efficient 
[6]. Building an IIoT Integration system, measurement 
error can sometimes occur, and this error can be 
categorized into random errors and gross error [7]. 
These errors need to be minimized during the data 
acquisition process to make sure all those data for 
acquisition were accurate [8]. One or other method can 
be use is to minimize the objective function in linear 
state space equation over time and by detecting gross 
errors through a physical quantity approach in the 
control process has been used [9]. 

The approach involves employing the SciPy 
optimization method to minimize the objective function 
using a general equation for Least Square Optimization. 
The input for the SciPy function includes a correlation 
matrix, and the relationships between various processes 
in the data center cooling system are visualized using a 
heatmap method. Prior to analysis, the dataset 
undergoes preprocessing, which includes noise 
detection, training on 80% of the data, and validation 
using the remaining 20%. The primary goal of this 
process is to identify measurement errors in the sensors 
and subsequently adjust the measured values. 
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II. METHODS 

A. Research Objective 

The research focuses on a data center with water 

based cooling system located at Labtek 6, Engineering 

Physics, Faculty of Industrial Technology, Bandung 

Institute of Technology. An IIoT system for this system 

has been developed using the Node-RED platform. 

During the implementation of the IIoT integration 

system, it was observed that some sensors were less 

accurate, necessitating a gross error detection and 

correction method in the data acquisition process. This 

research involves several stages, as depicted in the 

overall research flow chart in Fig. 1. 

 

Fig. 1. Research Flow Diagram 

B. Water Based Cooling System & Instrumentation 

The schematic design of the Piping & Instrument 

Diagram in this study, as illustrated in Fig.2 reveals the 

representation of Chiller 1 and Chiller 2 as CH.1 and 

CH.2, both sharing the same water flow. A mixing pipe 

serves as a blending and redundancy system, enabling 

the alternating activation or deactivation of Chiller 1 

and Chiller 2 every 12 hours. The sequence begins with 

Chiller 1 powered by Motor 1 (CHWP 1) followed by 

Chiller 2 powered by Motor 2 (CHWP 2). The 

controller employed in this study is a PLC of CP2E 

type, specifically designed for reading and controlling 

the data center cooling system effectively. 

 

Fig. 2. Piping and Instrument Diagram 

In the section illustrating the water inlet 

represented by red arrows from Chiller 1 and 2 before 

entering the Mixing Pipe, Solenoid Valves (SV) are 

strategically placed in each chiller section. This is to 

ensure that the water flow is directed only to the active 

chiller while the inactive one remains unaffected. After 

entering the mixing pipe, water flow is propelled by a 

pump towards the In-rack Cooling section through a 

branching pipe system, ensuring even distribution. 

Temperature (TT) and pressure (PT) sensors are 

strategically placed at the entry and exit points of the 

In-rack Cooling system. Each pipe in this process is 

equipped with temperature and pressure sensors to 

analyze the temperature and pressure differences 

between the incoming and outgoing water from Chiller 

1 and Chiller 2. Additionally, a flow sensor (FT) is 

installed to detect any water leakage within the system.  

This P&ID system constructed fulfills the criteria for 

conducting data correction and detecting gross error 

values effectively. Multiple sensors installed in each 

relevant process enable the application of 

reconciliation principles for accurate data correction, 

ensuring high precision and suitability [18]. 

C. IIoT System 

The architectural system for IoT integration in Data 

Center cooling machines utilizes the Node-RED 

platform. It serves as a communication bridge between 

physical devices (OT) and the IT system, allowing 

every process on the machine to be automatically 

recorded in a MySQL database and displayed on the 

HMI panel, as shown in Fig 3. 
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Fig. 3. IT Diagram for IT Process 

Furthermore, Fig.4 illustrates the configuration of 

OT devices, which consist of sensors and actuators 

controlled by an Omron CP2E N-30DRA PLC. This 

PLC is connected via Analogue, Digital, or RS485 

communication pin and the developed system must 

ensure that the data acquisition process and the 

implemented control system operate smoothly and 

without interruptions. 

 

Fig. 4. OT Diagram for Field Device 

D. Gross Error Detection & Correction Model 

In state space analysis, a model is typically 

represented by first-order differential equations in a 

steady-state system [13]. The general state space 

equation is expressed as follows: 

�̇�(𝑡) =  𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) (1) 

𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡) (2) 

Equation (1) represents the state space equation, and 

equation (2) is the output equation of a linear system 

[14]. The author employs the Least Squares 

Optimization method to find the minimum value of the 

objective function in a linear system. This method is 

preferred over Weighted Least Squares because the 

dataset is predominantly linear, as described by the 

general function in Equation (3). 

𝑚𝑖𝑛 ∑ 𝜔𝑖

𝑛

𝑖=1

(𝑥𝑖 − �̂�𝑖)2 (3) 

And referring to Equation (1), we get Equation (4) 

matrix notation. 

min(𝑥 − �̂�)𝑇 𝑊(𝑥 − �̂�) (4) 

To solve the optimization problem, the method of 

Lagrange multipliers, as shown in Equation (5), is used. 

This approach involves obtaining the value of the 

partial derivative of the Lagrangian function (ℒ) with 

respect to 𝑥 dan 𝜆 by setting the equation equal to zero 

[15]. The optimal result of data reconciliation (𝑋𝑟) and 

the offset/bias value, which are necessary for data 

correction, are then determined. These results represent 

the accuracy of a sensor under steady-state conditions. 

ℒ(𝑥,𝜆) = (𝑥 − �̂�)𝑇𝑊(𝑥 − �̂�) + 𝜆𝑇(𝐴𝑥 + 𝑏) (5) 

In a control process, an essential variable for data 

processing is converting time-based state space 

equations to discrete-based state space equations. This 

conversion requires selecting an appropriate sampling 

rate to accurately model a continuous system as a 

discrete one [16]. To minimize errors resulting from the 

discretization of the state space, suitable sampling 

intervals are necessary, these intervals are typically as 

small as possible relative to the system time constant, 

or the real-time sampling frequency of data obtained 

from the control process. The discrete state space 

equations are represented by Equation (6) and Equation 

(7) as follows: 

𝑋𝑘 = 𝐹𝑋𝑘−1 + 𝐺𝑈𝑘−1 + 𝑊𝑘 (6) 

𝑌𝑘 = 𝐻𝑋𝑘 + 𝑉𝑘 (7) 

Then, the data bias parameters represented by  
𝑊𝑘𝑉𝑘 and errors can be shown in Equation (8) as 

follows: 

 

𝐸[𝑊𝑘] = 𝐸[𝑉𝑘] = 0 

𝐶𝑜𝑣[𝑊𝑘] = 𝑄 

𝐶𝑜𝑣[𝑉𝑘] = 𝑅 

𝐶𝑜𝑣[𝑊𝑘, 𝑊𝑖] = 𝐶𝑜𝑣[𝑉𝑘, 𝑉𝑗] = 0 

𝐶𝑜𝑣[𝑊𝑘, 𝑉𝑗] = 0 

(8) 

The equation aims to ensure that the expected 

values of 𝑊𝑘 and 𝑉𝑘 are zero, with their covariances 

being 𝑄 and R respectively. 

E. Gross Error Detection & Correction Calculation 

The process of gross error detection and data 

correction in a system involves collecting real-time 

sensor data and comparing readings from potentially 

erroneous sensors with those from accurate sensors, 
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while adhering to relevant physical laws. Corrected 

sensors must maintain a constant physical mass and be 

within a relatively close range. 

 

Fig. 5. Gross Error detection and Correction process 

Figure 5 shows the data flow diagram of error 

detection and correction process. It begins by reading 

the data from the accurate sensors as well as the less 

accurate ones. To reduce the noise, the data then filtered 

with an IIR filter [10]. This is followed by sampling the 

steady state of the data center cooling process, indicated 

by water temperature measurements that match the 

setpoint. If the system is functioning normally but 

missing data is detected, the random forest method is 

used to predict and fill in the missing values [11]. Then, 

to analyze the processes and their correlations, resulting 

in a correlation matrix. Heatmap analysis is used to 

identify and visualize the relationships between each 

process within the system [12]. The resulting 

correlation matrix will be used as an input data for gross 

error detection. 

In employing the least square optimization method, 

the dataset used must be in a stable state. This 

requirement arises because the least square 

optimization method necessitates stable data to 

accurately minimize objective functions. One critical 

factor affecting the accuracy of the least square 

optimization model is ensuring that both the training 

and validation data are free from noise. Therefore, it is 

essential to preprocess the data to eliminate any noise 

and enhance the reliability of the optimization results 

digital filter need to be applying on training and 

validation data. On this research specifically use an IIR 

filter, to the obtained dataset to eliminate noise in the 

sensor reading system. This results in a noise-free set of 

sensor data, aiming to provide the most optimal 

correction results. Following this, a heatmap analysis is 

performed on the filtered dataset to determine the 

correlation between the various processes. 

The resulting matrix is then used as input data to 

minimize the objective function using the least square 

optimization method. Once the objective function is 

derived, it yields the bias value (𝑏), which is 

subsequently used to correct data from sensors 

exhibiting intolerable bias [17]. Then, to correct the 

sensor data using Equation (9) to achieve accurate data 

readings. 

Δ𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 = (𝑋𝑟 − 𝑏) − 𝐸𝑑𝑎𝑡𝑎  (9) 

After obtaining the corrected data values from the 

validation process of the sensor readings, the Mean 

Square Error (MSE) and Mean Absolute Error (MAE) 

were evaluated. The errors were assessed for the 

corrected sensor data in comparison to the calibrated 

sensor data. If the MSE and MAE values for the 

corrected sensor data are within ±0.5% of the 

calibrated sensor data, it can be concluded that the 

applied method is successful. This indicates that the 

corrections have effectively improved the accuracy of 

the sensor readings. 

III. RESULTS AND DISCUSSION 

A. IIoT data logging 

The data logger used in this research samples data 

every 10 seconds for all processes occurring within the 

water-based data center cooling machine and some 

crucial sensors are read with a per-second sampling 

rate, including the temperature sensor in the pipe (TT), 

the pressure sensor in the pipe (PT), the water flow 

sensor at the chiller output (FT1), and the water flow 

sensor at the chiller return (FT2). Fig. 8 shows the 

temperature sensor data readings with a 10-second time 

sampling interval. The set point changes sequentially 

from 16 degrees to 18 degrees, and then to 20 degrees, 

resulting in the graph shown in Fig 6. 

 

Fig. 6. Data Logger within 10 second sampling time 

B. Error Detection & Correction Model 

Based on the development of the IIoT system for 

data center cooling machines, sensors were positioned 

according to the P&ID design drawing. The system 

schematic is depicted in Fig. 7. 

 

Fig. 7. Schematic of the IoT system of Water-based Data Center 

Cooling Machine 
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The sensor placement illustrated in Fig 7 adheres to 

the previously designed P&ID. Temperature (TT) and 

pressure (PT) sensors have been installed at the mixing 

pipe outlets (ToC) and returns (TrC) of the cooling 

machine. The water flow is monitored both before and 

after the in-rack cooling process to evaluate for 

potential leaks in the closed-loop system. This can be 

represented in the physical model as follows: 

𝑇𝑟𝐶1 − 𝑇𝑇1 = 0 and 𝑇𝑟𝐶2 − 𝑇𝑇2 = 0 

𝑇𝑜𝐶1 − 𝑇𝑇3 = 0 and 𝑇𝑜𝐶2 − 𝑇𝑇4 = 0 

𝑃𝑇1 + �̂� = 𝑃𝑇5 and 𝑃𝑇2 + �̂� = 𝑃𝑇6 

𝑃𝑇1 + �̂� = 𝑃𝑇3 and 𝑃𝑇2 + �̂� = 𝑃𝑇4 

𝑃𝑇5 + �̂� = 𝑃𝑇7 and 𝑃𝑇6 + �̂� = 𝑃𝑇8 

𝑇𝑖𝑛1 = 𝑇𝑇3 − �̂� and 𝑇𝑖𝑛2 = 𝑇𝑇4 − �̂� 

𝑇𝑜𝑢𝑡2 = 𝑇𝑖𝑛1 − �̂� and 𝑇𝑜𝑢𝑡1 = 𝑇𝑖𝑛1 − 𝑥 

𝐹𝑇1 = 𝐹𝑇2 = 𝐹𝑇3 = 𝐹𝑇4 

(10) 

In this model, it is assumed that the water flow rate 

remains constant and is independent of any processes 

occurring within the system. Therefore, it can be 

represented in matrix form as follows: 

1. Current model condition 𝑇𝑟𝐶1 − 𝑇𝑇1 = 0 and 

𝑇𝑟𝐶2 − 𝑇𝑇2 = 0. 

[

𝑇𝑇1

𝑇𝑇2

𝑇𝑟𝐶1

𝑇𝑟𝐶2

] = [

−1 0 1 0
0 −1 0 1
1 0 −1 0
0 −1     0 1

] [

𝑇𝑇1

𝑇𝑇2

𝑇𝑟𝐶1

𝑇𝑟𝐶2

] + 𝑏 (11) 

2. Current model condition 𝑇𝑜𝐶1 − 𝑇𝑇3 = 0 and 

𝑇𝑜𝐶2 − 𝑇𝑇4 = 0. 

[

𝑇𝑇3

𝑇𝑇4

𝑇𝑜𝐶1

𝑇𝑜𝐶2

] = [

−1 0 1 0
0 −1 0 1

−1 0 1 0
  0 −1 0 1

] [

𝑇𝑇3

𝑇𝑇4

𝑇𝑜𝐶1

𝑇𝑜𝐶2

] + 𝑏  (12) 

3. Current model condition 𝑃𝑇1 + �̂� = 𝑃𝑇5 and 

𝑃𝑇2 + �̂� = 𝑃𝑇6. 

[

𝑃𝑇1

𝑃𝑇2

𝑃𝑇5

𝑃𝑇6

] = [

1 0 −1 0
0 1  0 −1
1 0 −1 0
0 1 0 −1

] [

𝑃𝑇1

𝑃𝑇2

𝑃𝑇5

𝑃𝑇6

] + 𝑏 (13) 

4. Current model condition 𝑃𝑇1 + �̂� = 𝑃𝑇3 and 

𝑃𝑇2 + �̂� = 𝑃𝑇4. 

[

𝑃𝑇1

𝑃𝑇2

𝑃𝑇5

𝑃𝑇6

] = [

1 0 −1 0
0 1  0 −1
1 0 −1 0
0 1 0 −1

] [

𝑃𝑇1

𝑃𝑇2

𝑃𝑇5

𝑃𝑇6

] + 𝑏 (14) 

5. Current model condition 𝑃𝑇5 + �̂� = 𝑃𝑇7 and 

𝑃𝑇6 + �̂� = 𝑃𝑇8. 

[

𝑃𝑇5

𝑃𝑇6

𝑃𝑇7

𝑃𝑇8

] = [

1 0 −1 0
0 1  0 −1

−1 0 1 0
0 −1 0 1

] [

𝑃𝑇5

𝑃𝑇6

𝑃𝑇7

𝑃𝑇8

] + 𝑏 (15) 

6. Current model condition 𝑇𝑖𝑛1 = 𝑇𝑇3 − �̂� and 

𝑇𝑖𝑛2 = 𝑇𝑇4 − �̂�. 

[

𝑇𝑇3

𝑇𝑇4

𝑇𝑖𝑛1

𝑇𝑖𝑛2

] = [

1 1 −1 0
1 1 −1 −1
1 1 −1 0
1 1 0 −1

] [

𝑇𝑇3

𝑇𝑇4

𝑇𝑖𝑛1

𝑇𝑖𝑛2

] + 𝑏 (16) 

7. Current model condition 𝑇𝑜𝑢𝑡2 = 𝑇𝑖𝑛1 − �̂� and 

𝑇𝑜𝑢𝑡1 = 𝑇𝑖𝑛1 − 𝑥. 

[

𝑇𝑖𝑛1

𝑇𝑖𝑛2

𝑇𝑜𝑢𝑡1

𝑇𝑜𝑢𝑡2

] = [

1 0 −1 0
0 1 0 −1
1 0 −1 0
0 1 0 −1

] [

𝑇𝑖𝑛1

𝑇𝑖𝑛2

𝑇𝑜𝑢𝑡1

𝑇𝑜𝑢𝑡2

] + 𝑏 (17) 

8. Current model condition 𝐹𝑇1 = 𝐹𝑇2 = 𝐹𝑇3 =
𝐹𝑇4. 

[

𝐹𝑇1

𝐹𝑇2

𝐹𝑇3

𝐹𝑇4

] = [

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

] [

𝐹𝑇1

𝐹𝑇2

𝐹𝑇3

𝐹𝑇4

] + 𝑏 (18) 

C. Data Processing 

The initial step involved analyzing the system by 

distinguishing between transient and steady-state 

conditions. After separating the transient and steady-

state data, noise was detected in the data. Therefore, a 

digital filter was required to remove the noise. An 

Infinite Impulse Response (IIR) filter was employed 

for this purpose. The IIR filter was chosen to mitigate 

overfitting and underfitting, ensuring clean data for 

machine learning applications, which results in high 

accuracy. Assuming a fourth-order IIR filter with a 

cutoff value of 10, the filtered data, as shown in Figure 

10 was the reduces noise in the dataset. 

 

Fig. 8. Plot data from original data comparing with filtered data 

The subsequent step involves constructing matrix 

A, which represents the correlation matrix derived 

from the least squares optimization problem to 

determine the objective function. This process utilizes 

a heat-map analysis approach based on the derived 

physical equations, as depicted in Fig. 11. Higher 

values in the heat-map, the 1 value in result that 
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indicate strong relationships between the conditions 

being analyzed. 

 

Fig. 9. Result of correlation matrix analysis using heat-map 

method 

Subsequently, from these results, the author 

derived a 24x24 correlation matrix equation. 

Substituting this matrix equation into the least squares 

optimization method yielded 𝑋𝑟 values, representing 

the accuracy of sensor readings, and optimal bias 

values (𝑏) for each sensor. The optimal values of 𝑋𝑟  

and b obtained sequentially for the temperature sensor 

in the pipe (TT) and the water flow rate sensor (FT) 

readings are as follows: 

1. Temperature sensor (TT) 

Optimal 𝑋𝑟= [12.69 12.36 11.52 12.48] 

Optimal 𝑏 = [-2.5 -2.57 1.42 1.43] 

This represents sensor condition TT1, TT2, TT3, TT4 

that located on pipping area in return and outlet Chiller. 

2. Water Flow Sensor (FT) 

Optimal 𝑋𝑟 = [23.42 12.40 17.21 9.84] 

Optimal 𝑏 = [-6.28 -6.28 -6.28 -6.28] 

This represents sensor condition FT1, FT2, FT3, FT4 

that located on return, outlet chiller, inside in rack-

cooling, and feedback from in rack-cooling. 

 

Fig. 10. Graphic plot result for temperature data correction 

Then, after getting the results of the optimal 𝑋𝑟and 

optimal 𝑏 values. Next, to make corrections, the sensor 

data is obtained using Equation (9). and the results 

obtained are as in Figure 10, namely a graphic plot of 

the results of the corrected temperature sensor data 

readings compared to the calibrated temperature 

sensor. The graph indicates a good adjustment with 

MAE results of 0.5045 and MSE 0.335. 

 

Fig. 11. Graph comparation on Water Flow sensor 

The next analysis is the water flow sensor, the 

results obtained as in Figure 10 show a graph of the 

relationship between the water flow sensor before and 

after data correction and compared with the sensor that 

is considered accurate. On Pressure sensor there is no 

problem with that condition sensor. everything was 

accurate and no need adjustment variable. 

IV. CONCLUSION 

In the conducted research, it was determined that the 

number of sensors utilized in the data center cooling 

machine meets the criteria for detecting gross errors and 

correcting sensor inaccuracies. This enables thorough 

analysis and correction of inaccurate sensor readings to 

achieve high accuracy.  

From the error correction process of sensor reading 

data compared to the original data, the results showed 

an MSE of 7.216 and an MAE of 2.6864. Furthermore, 

when comparing the error-corrected sensor reading data 

to the accurate sensor data from the water chiller 

machine, the results showed an MSE of 0.336 and an 

MAE of 0.5045. 

Depending on those results of MAE and MSE 

obtained, it can be stated that by using the Least Square 

Optimization method by minimizing the objective 

function to obtain the gross error value and correcting 

the data has good performance so that this method can 

be applied to other data error correction case studies 

with a correction analysis approach on the sample 

dataset of steady state conditions. 
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