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FOREWORD 

 

ULTIMA Greetings!  

Ultima Computing : Jurnal Sistem Komputer is a Journal of Computer Engineering and Electrical 

Engineering at Multimedia Nusantara University which presents scientific research articles in the 

field of Computer Systems as well as the latest theoretical and practical issues, including Edge 

Computing, Internet-of-Things, Embedded Systems, Robotics, Control Systems, Network and 

Communication, System Integration, and other topics in the field of Computer Engineering and 

Electrical Engineering. 

In this December 2024 edition, Ultima Computing enters the 2nd Edition of Volume 16. In this 

edition there are five scientific papers from researchers, academics and practitioners in the fields of 

Computer Engineering and Electrical Engineering. Some of the topics raised in this journal are: 

Liquid Petroleum Gas (LPG) Cylinder Leak Detection Tool Using MQ-2 Sensor Based on Internet 

of Things (IoT), Analysis of Noise Removal Performance in Speech Signals through Comparison 

of Median Filter, Low FIR Filter, and Butterworth Filter: Simulation and Evaluation, Development 

of Cavendish Banana Maturity Detection and Sorting System Using Open Source Computer Vision 

and Loadcell Sensor, Air Filtration System Utilizing Biomimetic Technology and IoT for Air 

Quality Improvement, and Microscopic Sand Image Classification Using Convolutional Neural 

Networks. 

On this occasion we would also like to invite the participation of our dear readers, researchers, 

academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific 

papers to: International Journal of New Media Technology (IJNMT), Ultimatics : Jurnal Teknik 

Informatics, Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of 

Computer Systems. Information regarding writing guidelines and templates, as well as other related 

information can be obtained through the email address ultimacomputing@umn.ac.id and the web 

page of our Journal here. 

Finally, we would like to thank all contributors to this December 2024 Edition of Ultima 

Computing. We hope that scientific articles from research in this journal can be useful and 

contribute to the development of research and science in Indonesia. 

 

December 2024,  

 

 

 

Monica Pratiwi, S.ST., M.T.  

Editor-in-Chief 
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Abstract— The widespread use of LPG cylinders brings 

the risk of gas leaks that can cause serious hazards, 

including fires and explosions. Therefore, an effective 

system is needed to detect gas leaks and provide early 

warnings to users. This study aims to develop an LPG 

cylinder leak detection device using an MQ-2 sensor 

based on the Internet of Things (IoT). The system consists 

of an MQ-2 sensor capable of detecting LPG, a 

microcontroller module for data processing, and an IoT 

communication module to send alerts to user devices via 

the internet. When the MQ-2 sensor detects a gas 

concentration that exceeds the predetermined threshold, 

the system sends an alert in the form of a notification to 

the user's mobile application. Additionally, the system is 

equipped with an audible alarm for direct on-site 

warnings. Test results indicate that this system can detect 

gas leaks with high accuracy and send alerts promptly. 

The implementation of IoT technology allows for real-

time monitoring and handling of gas leaks, thereby 

enhancing the safety of LPG cylinder users. Thus, this 

leak detection device is expected to reduce the risk of 

accidents due to gas leaks and provide a sense of security 

for users. 

Index Terms— gas detection; Internet of Things 

(IoT); Liquefied Petroleum; MQ-2 sensor; safety system. 

I. INTRODUCTION 

Systems that connect computer devices, mechanics, 

digital machines, objects, or individuals equipped with 

a Unique Identifier (UID) are known as the Internet of 

Things (IoT). With this system, data can be sent over 

the network without human intervention. One important 

component of the IoT is that every item connected to 

the internet has a configurable internet protocol address. 

This protocol address allows items to send data to other 

artificial objects or over a network. Machine-to-

machine communication solutions known as the IoT 

make it possible to view businesses in real-time[1]. 

Many aspects of human life have been influenced by 

advances in IoT technology in the current digital era, 

including household security and the industrial sector. 

This technology can be used to identify LPG leaks, 

which are a major problem that can endanger lives and 

property[2][3]. As a result, a robust and efficient system 

is required to detect gas leaks as quickly as possible. 

Natural gas leaks can be dangerous to the environment 

and human health. Even small particles leaking into 

buildings or other enclosed spaces can gradually build 

up to produce fatal levels of explosive or deadly gas. 

Leakage of refrigerant gas and natural gas into the 

environment[4]. LPG, which is a mixture of propane 

and butane, is used for various purposes, such as 

cooking and as generator fuel. LPG is highly 

pressurized and cold, so it is stored in cylinders even 

though it is often used as cooking gas. Ethanethiol is 

used as a powerful deodorizer to detect leaks. LPG 

leaks have increased to 10.74% of total kitchen 

accidents, up from 0.72% previously. Since rubber 

pipes can crack and cause leaks, small 5 kg LPG 

cylinders with a burner on top of the cylinder are 

considered safer[5][6].  

A report by the Multiconsult Group by Norad 

(2020) states that LPG helps developing countries 

achieve the Development Goals (SDG) in a sustainable 

manner by facilitating access to environmentally 

friendly fuel and technology. However, the use of LPG 

poses risks because the gas is highly flammable and can 

cause explosions and fires if the gas leaks. This can 

cause injury or even death as well as property loss. This 

accident problem is usually caused by old gas 

regulators, damaged hoses, unmaintained or low-

quality hoses, improper installation of the gas regulator, 

and poor hose connections to the gas stove[7][8]. 

When gas leaks, it can cause serious health 

problems such as headaches, dizziness, nausea, 

memory loss, vomiting, and even death. These 

consequences are preventable, showing how important 

a good detection system is. Using the MQ-2 sensor, we 

propose an IoT based LPG leak detection system. This 

sensor detects flammable gases and warns the user if the 

gas concentration exceeds safe limits. This system also 

has an automatic response mechanism with a servo 

motor to close the gas regulator if a leak 

occurs[9][10][11]. 
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II. METHODS 

A. System Block Diagram 

 

Fig. 1. System Block Diagram 

As can be seen in Figure 1, this research uses 3 

stages: input, process, and output. The input for this 

research uses the MQ2 Sensor, which is calibrated first 

to accurately read LPG parameters. The ESP32 

microcontroller is used as the processor in this research, 

allowing the data to be connected and displayed in the 

code. There are two outputs used: a servo and a modular 

display for user monitoring. The servo is utilized to 

perform specific actions based on the detected gas 

levels, such as closing a valve or activating an alarm 

system to ensure safety. The modular display allows 

users to monitor real-time data and system status, 

ensuring they are informed about the gas levels and any 

potential hazards. 

B. System Algorithm 

 

Fig. 2. System Algorithm 

In the Fig. 2 above the system starts by initiating all 

components. After the initiation process was complete, 

the sensor read the LPG gas parameters and then the 

ESP32 sent the reading value to the modular 

application. When the LPG gas parameters were above 

the predetermined values, the ESP32 ordered the servo 

to rotate in order to open the regulator. The ESP32 also 

turned on the buzzer as an offline notification to offline 

users. Apart from offline notifications, Kodular also 

provided notifications to the user's cellphone in the 

form of danger warning notifications. When the LPG 

gas parameters were below the predetermined limit, the 

ESP32 gave a command to turn off the buzzer. 

C. IoT Process 

 

Fig. 3. IoT process 

In this research, the IoT system is used to monitor 

LPG gas parameters. The IoT algorithm is implemented 

using ESP32, which is connected to a WiFi network and 

Firebase database. The connection process is carried 

out in stages with the initial stage being connecting the 

ESP32 to WiFi. When the ESP32 is connected to a WiFi 

network, it will connect to the Firebase that has been 

prepared. ESP32 is connected to the WiFi network and 

Firebase, so it can send MQ2 reading data to Firebase. 

Firebase, which has received the reading value, will 

send the data to Kodular. This process is illustrated in 

Fig. 3. 

D. Quality of Service 

QoS is used to measure the capacity of computer 

networks, such as network applications, hosts, or 

routers, to provide better network services so that they 

can meet the service needs of their users. QoS helps 

users get faster performance from network-based 

applications by using delay, jitter, packet loss, and 

throughput parameters. There are several parameters 

that need to be considered to determine QoS, including 

Throughput, Packet Loss, Delay, and Jitter. 

In this research, QoS is used as one of the metrics 

because the effectiveness of the LPG leak detection 

system heavily depends on the network performance. 

Accurate and timely detection and notification of gas 

leaks are crucial for ensuring user safety. By analyzing 

QoS parameters such as throughput, packet loss, delay, 

and jitter, the reliability and efficiency of the IoT-based 

detection system can be assessed. This ensures that the 

system can consistently provide real-time alerts and 

minimize false alarms, thus enhancing the overall 

safety and reliability of the system. 

1. Packet Loss 

Packet loss is a parameter that indicates how many 

data packets are lost during transmission, possibly 
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due to collisions and network traffic[12]. Packet 

loss parameter categories can be seen in Table I. 

TABLE I.  PACKET LOSS 

Category 

Lost Package 
Package Loss(%) Index 

Very good 0% 4 

Good 3% 3 

Currently 15% 2 

Bad 25% 1 

2. Delay 

Delay is not only the time it takes for a data packet 

to be sent from the start of the queuing process to 

the destination point, but also the time it takes for 

data to go from source to destination. The type of 

transmission media used, distance, and processing 

time required at each intermediate point in the 

network are some of the factors that influence delay 

[13]. Delay categories can be seen in Table II. 

TABLE II.  DELAY 

Category 

Delay 
Delay(ms) Index 

Very good <150 4 

Good 150 s/d 300 3 

Currently 300 s/d 450 2 

Bad >450 1 

3. Throughput 

Throughput, calculated in bits per second (bps), is 

the number of packets that successfully arrive at the 

destination during a certain period, divided by the 

duration of that time interval[12]. Throughput 

categories can be seen in Table III. 

TABLE III.  THROUGHPUT 

Category 

Troughput 
Troughput Index 

Very good 100 4 

Good 75 3 

Currently 50 2 

Bad <25 1 

4. Jitter 

Jitter can occur due to delays caused by routers or 

switches in a computer network[12]. Jitter 

categories can be seen in Table IV. 

TABLE IV.  JITTER 

Category 

Jitter 
Peak Jitter(ms) Index 

Very good 0 4 

Good 0 s/d 75 3 

Currently 75 s/d 125 2 

Bad 125 s/d 225 1 

III. RESULTS AND DISCUSSION 

A. MQ-2 Calibration 

The MQ-2 smoke gas sensor is used to detect smoke 

and LPG leaks in homes and businesses. This type of 

sensor measures the concentration of combustible gases 

and smoke in the air and outputs readings as analog 

voltage. It can be used to prevent fires by detecting 

smoke and LPG gas leaks[7][14]. One of the main 

features of the MQ-2 sensor is its high sensitivity and 

fast response time, which allows measurements to be 

made as quickly as possible. It has the ability to 

measure natural gas concentrations between 200 and 

5000 ppm[9]. Due to its high sensitivity to various types 

of airborne particles, the MQ-2 sensor needs to be 

properly calibrated before use to ensure the accuracy 

and consistency of its data. This includes gases such as 

LPG, butane, hydrogen, smoke, and methane. The 

sensitivity of the sensor to different gas concentrations 

is changed by calibration. For a variety of applications, 

including gas leak detection, air quality monitoring, and 

security systems, this results in more accurate and 

reliable findings. 

Calibration is considered to be a crucial step 

because it ensures that the sensor provides accurate and 

reliable readings. Without proper calibration, the sensor 

may give false readings or fail to detect dangerous gas 

concentrations, leading to potential safety hazards. If 

the calibration process is not done, the sensor might 

either overestimate or underestimate the gas 

concentration levels. Overestimation can cause 

unnecessary alarms and disruptions, while 

underestimation can prevent the detection of dangerous 

gas leaks, resulting in a failure to provide timely alerts 

and potentially causing catastrophic accidents, such as 

fires or explosions. Therefore, calibration is essential to 

maintain the effectiveness and reliability of the sensor 

in detecting gas leaks and ensuring safety. 

The following list of steps outlines how to calibrate 

the MQ-2 sensor to detect LPG (Liquid Petroleum Gas) 

gas. 

1. Before commencing the calibration of the MQ-2 

gas sensor, it is essential to preheat the sensor to 

ensure accuracy in its measurements. The 

recommended preheating procedure involves 

applying a voltage of 5V to the sensor for 

approximately one hour. This process ensures the 

sensor is in optimal condition for accurate gas 

detection. 

To achieve the best operational state, the MQ-2 gas 

sensor utilizes a heating coil. The preheating 

technique consists of an initial heating phase where 

the sensor is heated for 60 seconds at 5V, followed 

by a secondary heating phase at 1.4V for 90 

seconds. This dual-phase heating process enhances 

the sensor's readiness for precise gas measurement. 

The wiring of the voltage divider on the MQ-2 can 

be seen in Fig. 3. 
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Fig. 4. The voltage divider for the MQ-2 voltage is 5V 

2. Find the Ro value in the room that will be detected 

by the MQ-2 using the program below. 

 

Fig. 5. Look for the RO value 

The RL value is obtained from the resistance on the 

MQ-2 sensor. In the calculation of Ro = Rs / 9.6, the 

value 9.6 is obtained from the MQ-2 sensor 

datasheet (Fig.5) based on measurements in clean 

air conditions.  The value 3.3 is the analog voltage 

produced by the ESP32 and the value 4095 is 

because the ESP32 ADC uses 12 bits. 

 

Fig. 6. MQ-2 datasheet graph 

3. After completing the upload program, we can see 

the Ro value on the serial monitor. Make sure the Ro 

value seen on the serial monitor is stable before 

recording it. 

4. Next, look for the values x1, x2, y1, and y2 using an 

additional website, namely webplotdigitizer.com 

using the datasheet from MQ-2. The result of this 

can be seen in Fig.7. 

 

Fig. 7. Webplotdigitizer display 

5. Select load image, then insert the image from the 

MQ-2 datasheet graph. 

6. Next select 2D (X-Y) Plot, then click Align Axes, 

then click proceed continue like Fig.8. 

 

Fig. 8. Add images 

7. The webplotdigitizer display will look like Fig.9. 

 

Fig. 9. Added images to Webplotdigitizer 

8. To determine x1, x2, y1, and y2, click sequentially as 

in the Fig.10. 
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Fig. 10. Determine points x1, x2, y1, and y2 

9. After that, click Completed and adjust the settings 

as shown in the Fig.11 then click OK. 

 

Fig. 11. Setting points x1, x2, y1, and y2 

10. Determine points x1 and x2 for the LPG graph shown 

in Fig.12. Do this sequentially then click view data. 

 

Fig. 12. Determine points x1 and x2 for LPG 

11. Note the values that appear in the data view. The 

result of data shown in Fig.13. 

 

Fig. 13. Values x1, x2, y1, and y2 

Results obtained : 

 𝑥1 = 201.99634510465384 

 𝑥2 = 801.3399487015388 

 𝑦1 = 1.6141972398403783 

 𝑦2 = 0.8716166089617573 

12. Find the values of m and b with the following 

equation (1) 

𝑚 =
[log(𝑦2) –  log(𝑦1)]

[log(𝑥2) –  log(𝑥1)] 
 (1) 

Results obtained:  

𝑚 =  − 0.44719 

13. After getting the value of m, we can find the value 

of b by creating an intersection point as shown in 

the Fig.14. 

 

Fig. 14. Find the x and y values 

14. Note the values that appear in the data view shown 

in the Fig. 15. 

 

Fig. 15. x and y values 
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Results obtained:  
 𝑋 =  500.30707131293366  

𝑌 =  1.05562212823438789  

15. Calculate the value of b using the following 

equation (2). 

𝑏 = 𝑙𝑜𝑔(𝑦) − (𝑚) LOG(𝑥) (2) 

Results obtained:  

𝑏 = 1.23057 

16. After getting the m and b values, we can calculate 

the LPG PPM value using the MQ-2 sensor using 

the following syntax shown in Fig.16. 

 

Fig. 16. Find the PPM value for LPG 

The following are the reading results of the MQ-2 

sensor before and after calibration under normal 

conditions without LPG gas contamination. 

TABLE V.  MQ-2 TESTING 

No Before calibrating After calibrating 

1 213.00 6.16 

2 223.00 5.83 

3 222.00 6.08 

4 214.00 6.00 

5 214.00 5.91 

6 211.00 6.00 

7 209.00 6.25 

9 214.00 5.67 

10 211.00 6.08 

11 208.00 6.42 

12 208.00 6.00 

13 214.00 5.67 

14 208.00 5.67 

15 209.00 6.00 

16 206.00 6.00 

17 209.00 5.83 

18 204.00 5.59 

19 204.00 5.67 

20 208.00 6.00 

21 215.00 6.08 

22 215.00 6.00 

23 212.00 6.25 

24 208.00 6.00 

25 209.00 6.00 

26 213.00 5.51 

27 208.00 6.08 

28 208.00 5.67 

29 203.00 5.35 

30 219.00 5.91 

31 205.00 5.67 

32 203.00 5.83 

33 202.00 5.75 

34 220.00 5.91 

35 198.00 6.00 

36 208.00 5.91 

36 206.00 6.00 

37 204.00 5.83 

38 192.00 6.16 

39 201.00 6.16 

40 195.00 6.34 

41 213.00 6.16 

Based on Table V, it can be seen the difference in 

the reading values of the MQ-2 sensor before and after 

calibration. The MQ-2 sensor readings before 

calibration showed an average reading of 208.825 with 

a reading value of 195.00 – 223.00 under normal 

conditions without exposure to LPG gas. In contrast to 

the reading results of the MQ-2 sensor after calibration, 

the average value was 5.9515 with the reading value 

being 5.51 – 6.83 under normal conditions without 

exposure to LPG gas. 

B. Sensor and Buzzer Testing 

In testing the MQ2 sensor and buzzer,  A buzzer is 

an electronic part that uses electric current to convert 

electrical energy into sound. Moving the coil forward 

or backward makes the air vibrate, which produces 

sound [10]. This system was designed to detect the 

presence of gas. When the sensor measures a value 
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below twenty, the buzzer remains in silence, indicating 

that the environment is safe from harmful gases. 

However, once the sensor value exceeds the threshold 

of twenty, the buzzer immediately sounds loudly as a 

warning of the presence of gas that exceeds the safe 

limit. In this way, users can quickly and effectively 

recognize the presence of potentially threatening gas 

hazards, thereby enabling timely safety precautions. 

Based on the Table VI, it can be concluded that the 

bell is functioning well. This was proven when the 

author carried out tests with a threshold limit of 20 PPM 

for LPG. If the MQ-2 sensor detects LPG above 20 

PPM then the buzzer will turn on, whereas if the MQ-2 

sensor detects LPG below 20 PPM then the buzzer will 

sound. 

C. Motor Servo Testing 

This system is designed to detect surrounding gas 

when testing the MQ2 sensor and buzzer. If the sensor 

value is below 20, the buzzer will be silent, indicating 

that the environment is safe; if the sensor value exceeds 

20, the buzzer will sound, indicating the presence of 

dangerous gas. In addition, when the sensor value 

exceeds 20, the servo motor will rotate, indicating a 

potential danger, and when the sensor value is below 

20, the servo motor will stop rotating. As a result, users 

can easily identify dangerous gases and take necessary 

precautions to maintain safety. 

From the test results Table VII, it can be concluded 

that the servo is running well. This is proven by the 

servo not moving when the LPG gas condition is below 

20. Meanwhile, when the LPG gas condition is above 

20 the servo moves to open the regulator. 

TABLE VI.  SENSOR AND BUZZER TESTING 

No Gas Value Identification Buzzer 

1 5.83 Gas not detected Off 

2 6.16 Gas not detected Off 

3 22.42 Gas detected On 

4 20.78 Gas detected On 

5 5.91 Gas not detected Off 

6 22.05 Gas detected On 

7 16.92 Gas not detected Off 

9 15.85 Gas not detected Off 

10 22.05 Gas detected On 

11 14.38 Gas not detected Off 

12 22.61 Gas detected On 

13 22.42 Gas detected On 

14 6.00 Gas not detected Off 

15 6.08 Gas not detected Off 

16 20.60 Gas detected On 

17 5.91 Gas not detected Off 

18 20.96 Gas detected On 

19 6.16 Gas not detected Off 

20 22.80 Gas detected On 

21 22.61 Gas detected On 

22 12.22 Gas not detected Off 

23 6.08 Gas not detected Off 

24 22.42 Gas detected On 

25 14.24 Gas not detected Off 

26 22.99 Gas detected On 

27 23.37 Gas detected On 

28 22.99 Gas detected On 

29 21.32 Gas detected On 

30 5.91 Gas not detected Off 

31 13.54 Gas not detected Off 

32 22.80 Gas detected On 

33 22.61 Gas detected On 

34 5.91 Gas not detected Off 

35 10.85 Gas not detected Off 

36 5.51 Gas not detected Off 

36 22.42 Gas detected On 

37 6.78 Gas not detected Off 

38 4.89 Gas not detected Off 

39 4.97 Gas not detected Off 

40 11.34 Gas not detected Off 

TABLE VII.  MOTOR SERVO TESTING 

No Gas Value Identification Motor Servo 

1 5.83 Gas not detected Off 

2 6.16 Gas not detected Off 

3 22.42 Gas detected On 

4 20.78 Gas detected On 

5 5.91 Gas not detected Off 

6 22.05 Gas detected On 

7 16.92 Gas not detected Off 

9 15.85 Gas not detected Off 

10 22.05 Gas detected On 

11 14.38 Gas not detected Off 

12 22.61 Gas detected On 

13 22.42 Gas detected On 

14 6.00 Gas not detected Off 

15 6.08 Gas not detected Off 

16 20.60 Gas detected On 
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17 5.91 Gas not detected Off 

18 20.96 Gas detected On 

19 6.16 Gas not detected Off 

20 22.80 Gas detected On 

21 22.61 Gas detected On 

22 12.22 Gas not detected Off 

23 6.08 Gas not detected Off 

24 22.42 Gas detected On 

25 14.24 Gas not detected Off 

26 22.99 Gas detected On 

27 23.37 Gas detected On 

28 22.99 Gas detected On 

29 21.32 Gas detected On 

30 5.91 Gas not detected Off 

31 13.54 Gas not detected Off 

32 22.80 Gas detected On 

33 22.61 Gas detected On 

34 5.91 Gas not detected Off 

35 10.85 Gas not detected Off 

36 5.51 Gas not detected Off 

36 22.42 Gas detected On 

37 6.78 Gas not detected Off 

38 4.89 Gas not detected Off 

39 4.97 Gas not detected Off 

40 11.34 Gas not detected Off 

D. Modular Testing 

This modular testing aims to evaluate whether the 

application is running well or not and to determine the 

QoS status of the application. The following is a display 

of the application shown in Fig.16 and Fig. 17. 

 

Fig. 17. Application display when LPG leak is not detected 

 

Fig. 18. Application display when an LPG leak is detected QoS 

Fig. 17 shown when the ppm of LGP gas detected is 

still within safe limits. When the sensor detects the ppm 

of LPG gas above the safe limit (Fig. 18), the 

application will change the text "KONDISI AMAN" to 

"KONDISI TIDAK AMAN". 

E. QoS Testing 

QoS testing is carried out to manage or ensure data 

in the delivery process. Testing was carried out with the 

help of Wireshark software by sending 1512 data 

packets from ESP32 to Firebase to determine 

throughput, packet loss, delay and jitter values. 

Following are the test results at Fig.19. 

 

Fig. 19. Throughput testing 

 

Fig. 20. Delay testing 

 

Fig. 21. Jitter testing 
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TABLE VIII.  PACKET LOSS TESTING 

No Time Source Destination 

110 215.378333

9 

54.169.4.174 192.168.62.216 

121 253.370689 54.169.4.174 192.168.62.216 

452 799.389220

0 

204.79.197.2013 192.168.62.216 

It can be seen in Fig. 19, the resulting throughput is 

216.67 bytes or 1733 bits/s. In this test, the resulting 

throughput is included in the Very Good category. 

Fig.19 records the average delay of 1.28 seconds or 

1277.41 milliseconds in the tests that have been carried 

out. Based on the results Fig. 20, the delay parameters 

on this system are included in the Very Bad latency 

category. Fig. 21 records that the average jitter 

produced was 1.28 seconds or 1274.23 milliseconds, 

which is also included in the Very Bad category. These 

Very Poor ratings for delay and jitter may be caused by 

network congestion, inefficient algorithms, or 

inadequate hardware. High delays and jitter impact the 

system by causing late or inconsistent warnings, which 

can reduce the effectiveness of the LPG leak detection 

system. This can potentially lead to dangerous 

situations due to delayed or unreliable notifications. To 

improve system performance, optimizing network 

infrastructure, improving data processing algorithms, 

and ensuring sufficient hardware capacity is essential. 

Table VIII, there are 3 data packets that were not sent 

out of the 1512 data sent. So the Loss Package value is 

obtained as equation (3). 

(Package sent - Package received)/Package sent × 100 (3) 

Results obtained:  

𝑃𝑎𝑐𝑘𝑎𝑔𝑒 𝐿𝑜𝑠𝑠 =
(1512 − 1509)

1512 × 100
= 0.19% 

A packet loss rate of 0.19% indicates that a small 

fraction of data packets sent over the network were not 

successfully received. While this value is relatively low 

and generally acceptable in many network applications, 

it can still impact the system's performance. In the 

context of the LPG gas leak detection system, even a 

small packet loss can lead to delays or loss of critical 

data. This might result in missed or delayed alerts, 

reducing the reliability and effectiveness of the system 

in providing timely warnings about gas leaks. 

Therefore, minimizing packet loss is crucial to ensure 

that the system can consistently deliver accurate and 

prompt notifications to enhance user safety. 

IV. CONCLUSION 

This study builds a prototype LPG leak detection 

device using an MG996r servo motor, an ESP32 

microprocessor, and a MQ-2 gas sensor. The MQ-2 

sensor can identify several types of airborne particles. 

For this reason, accurate information needs to be 

obtained through a calibration process. The IoT system 

that detects this LPG gas uses firebase http 

communication. The throughput and packet loss figures 

for IoT connectivity fall into the very good category, 

according to the test results, with a throughput of 1733 

bits/s and a packet loss percentage of 0.19%. 

Nevertheless, this IoT communication falls into the 

extremely poor category with a latency value of 

1277.41 milliseconds and a jitter value of 1274.23 

milliseconds. 

The research results show that, although there is a 

slight delay and significant jitter, the IoT process can 

run well. Since the system does not require highly 

accurate real-time labor, this difference is not very 

significant. It is hoped that it will be used as an easy and 

cost-effective security tool. However, the weakness of 

this study is that it only uses one gas sensor and one 

actuator, and detection occurs only at one point without 

knowing exactly how close the sensor and gas sump 

are. Experimental results show that the MQ-2 sensor 

and buzzer are very effective in detecting gas leaks; if 

the sensor value falls below 20, the buzzer will sound, 

and the motor will rotate. 

For future research, it is recommended to use 

multiple gas sensors and actuators to improve the 

system’s detection accuracy and coverage. 

Additionally, the distance between the sensor and the 

gas sump should be considered, and real-time 

monitoring could be enhanced with more precise data 

analysis tools. 
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Abstract— Voice signal processing often faces challenges 

in removing noise without destroying the quality of the 

original signal. Three types of filters commonly used for 

this purpose are median filters, low FIR filters, and 

Butterworth filters. This research aims to compare the 

effectiveness of the three filters in reducing noise in sound 

signals. This research involves simulating the application 

of these three filters to sound signals contaminated with 

noise. Evaluation of filter performance is carried out by 

measuring two main parameters: Mean Squared Error 

(MSE) and Signal-to-Noise Ratio (SNR). MSE is used to 

assess how close the filtered signal is to the original signal, 

while SNR measures the quality of the signal after 

processing. Simulations show that all filters can produce 

signals close to the original signal with low MSE. The 

median filter shows the best performance with an MSE of 

0.015833 and the highest SNR of 51.6334 dB, which shows 

its ability to reduce noise effectively without reducing 

signal clarity. The low FIR and Butterworth filters also 

gave good results, although with slightly lower MSE and 

SNR than the median filter. The median filter proved to 

be the optimal choice for removing noise in speech 

signals, offering the best performance in terms of MSE 

and SNR. Low FIR and Butterworth filters remain good 

alternatives, depending on the needs of the particular 

application. Further research and practical testing are 

recommended to confirm the filter's effectiveness in real-

world conditions. 

Index Terms— Butterworth filter; evaluation; FIR 

low filter; Mean Squared Error (MSE); Median filter; 

noise removal; signal noise; Signal-to-Noise Ratio (SNR); 

simulation. 

I. INTRODUCTION 

Voice signal processing faces significant challenges 

in dealing with noise that interferes with signal clarity. 

Noise in a speech signal can come from a variety of 

sources, such as background noise, interference, or 

inadequate microphone quality. The influence of this 

noise can impair communication quality and reduce 

signal intelligibility , which is very important in 

applications such as telecommunications, audio 

recording systems, and automatic speech recognition 

[1].  

To improve signal quality and ensure effective 

communication, efficient noise removal techniques are 

indispensable. Some popular methods in signal 

processing for noise removal are median filter, Finite 

filter Impulse Response (FIR) is low, and Butterworth 

filter . Research shows that effective noise removal can 

significantly improve signal quality and reduce 

interference in a variety of applications [2]. 

The median filter is a non-linear method known for 

its ability to remove impulsive noise while preserving 

important signal details. Research by Jain and Gupta 

(2018) shows that median filters are very effective in 

improving Signal-to-Noise Ratio (SNR) and reduce the 

Mean Squared Error (MSE) in speech signals 

contaminated with impulsive noise . They found that 

the median filter could increase the SNR by 10 dB and 

produce an average MSE of 0.02, better than several 

other methods [3]. 

On the other hand, low FIR filters offer flexibility 

in design and implementation, allowing specific 

adjustments to the frequency response. Papadopoulou 

and Avraamides (2020) carried out a comparison 

between FIR filters and Infinite filters Impulse 

Response (IIR) for noise reduction. They reported that 

the FIR filter improved SNR on average by 8 dB and 

had an average MSE of 0.03, while the IIR filter, 

although more computationally efficient, showed 

slightly lower performance in terms of MSE with a 

value of 0.04 [4]. 

Butterworth filter is a linear method known for its 

smooth and stable frequency response, suitable for 

applications that require consistent signal quality. 

Smith and Robinson (2019) compared median filters 

with adaptive filters, and although their research 

focused on adaptive filters, their results provide 

valuable insight into the performance of non-linear 

filters such as median filters that can be compared to 
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linear filters such as Butterworth . They found that the 

median filter provided an SNR improvement of 12 dB 

and a mean MSE of 0.015, while the adaptive filter 

showed a 9 dB SNR improvement with an MSE of 

0.025 [5]. 

This research aims to analyze and compare the 

performance of the median filter, low FIR filter, and 

Butterworth filter in removing noise in speech signals. 

Evaluation is carried out through simulations with MSE 

and SNR parameters to determine the superiority of 

each filter in a practical context. The results of this 

research are expected to provide useful guidance for the 

development and application of noise removal 

techniques in a variety of industrial applications, 

including communications systems, audio recording, 

and professional signal processing. 

II. LITERATURE REVIEW 

A. Median Filter 

Median Filter is one method commonly used to 

remove noise from sound signals. This method is based 

on the concept of replacing the perturbed sample value 

with the median value of a number of nearby samples. 

The Median Filter is effective in removing impulsive 

noise or noise that appears suddenly in a sound signal. 

The study by Li et al. (2022) showed that the Median 

Filter can produce good noise removal while 

maintaining the clarity of the original sound signal [6]. 

Median filter is a type of nonlinear filter used to 

remove impulsive noise from signals. Impulsive noise 

is a type of noise that appears suddenly and has an 

amplitude that is much greater than the desired signal 

[7]. The working principle of the median filter is to 

replace the value of a sample with the median value of 

a group of samples around it. The median value is the 

middle value of a group of data that has been sorted [8]. 

The median filter is effective in removing impulsive 

noise such as salt-and-pepper noise, but is less effective 

in removing Gaussian noise which has a normal 

distribution [9]. The advantage of median filters is that 

they can maintain signal edges and do not produce 

ringing artifacts (oscillations around the edges) as 

occurs with linear filters. Median filter applications 

include digital image processing (to remove impulsive 

noise), signal processing, and digital communications 

[10]. 

B. FIR Low Filter 

FIR (Finite Impulse Response) Low Filter is a noise 

removal method that uses linear filter coefficients to 

reduce the amplitude of high frequencies commonly 

associated with noise. This method can be implemented 

in various forms, such as a moving average filter or a 

windowed sinc filter. Research by Zhang et al. (2023) 

showed that the FIR Low Filter can produce effective 

noise removal with little distortion to the original 

speech signal [11]. 

FIR filter is a type of digital filter that has a limited 

impulse response in the time domain. This means that 

the impulse response of the FIR filter will reach zero 

after a certain number of samples [12]. The 

characteristics of an FIR filter are that it has a linear 

phase, is stable, and can be designed to meet the desired 

frequency specifications [13]. FIR filter design methods 

include using the windowing method (such as 

Hamming, Hanning, Blackman), the Parks-McClellan 

method, and the least-squares method [14]. The 

advantages of FIR filters are that they have good 

stability, linear phase, and ease of implementation. 

Linear phase means the FIR filter does not cause phase 

distortion in the filtered signal. Applications of FIR 

filters include audio signal processing (such as 

equalizers), digital image processing, and digital 

communications (such as modulation and 

demodulation) [15]. 

C. Butterworth Filter 

The Butterworth filter is a type of analog and digital 

filter that has a relatively flat frequency response in the 

passband region and a smooth transition in the stopband 

region [16]. The characteristic of the Butterworth filter 

is that it has a nonlinear phase, but has a gentler 

attenuation than the Chebyshev filter or Elliptic filter 

[17]. Butterworth filter design methods include using 

bilinear transformations and impulse-invariant 

transformations [18]. The advantage of the Butterworth 

filter is a relatively flat frequency response in the pass-

band region and a smooth transition in the stopband 

region. This makes Butterworth filters suitable for 

applications that require a smooth frequency response 

[19]. Butterworth filter applications include audio 

signal processing, digital image processing, and control 

systems [20]. 

D. Performance Comparison of Noise Removal 

Methods 

Several studies have compared the performance of 

denoising methods on speech signals. For example, 

research by Jain and Gupta (2018) in IEEE 

Transactions on Audio, Speech, and Language 

Processing compares various noise reduction 

algorithms for speech enhancement, including median 

filters, FIR filters, and spectral -based methods. The 

results show that the median filter significantly 

improves Signal-to-Noise Ratio (SNR) of 10 dB 

compared to noisy signals, with Mean Squared The 

average error (MSE) is 0.02, lower than the spectral- 

based method which has an average MSE of 0.05. This 

research highlights the effectiveness of median filters in 

reducing impulsive noise by maintaining signal clarity 

[2]. 

In a study conducted by Papadopoulou and 

Avraamides (2020) published in the Journal of Signals 

Processing Systems, an in-depth comparison between 

Finite filters was carried out Impulse Response (FIR) 
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and Infinite Impulse Response (IIR). The FIR filter 

showed an average SNR increase of 8 dB, while the IIR 

filter increased the SNR by 6 dB. In addition, the FIR 

filter has an average MSE of 0.03, slightly better than 

the IIR filter which has an average MSE of 0.04. These 

findings reveal that FIR filters are superior in terms of 

frequency response control, while IIR filters offer 

higher computational efficiency [3]. 

Research by Smith and Robinson (2019) published 

in Digital Signal Processing compares median filter 

with adaptive filter in noise reduction in speech signals. 

The results showed that the median filter provided an 

SNR increase of 12 dB, better than the adaptive filter 

which increased the SNR by 9 dB. The average MSE 

for the median filter is 0.015, while the adaptive filter 

has an average MSE of 0.025. This study confirms the 

superiority of median filters in dealing with impulsive 

noise, while adaptive filters offer good performance in 

variable noise conditions [4]. 

However, another study by Liu et al. (2022) showed 

that the FIR Low Filter provides better noise removal 

than the Median Filter and Butterworth Filter on speech 

signals contaminated by continuous noise [21]. The 

results of this study show that the performance of noise 

removal methods can vary depending on the 

characteristics of the noise present in the speech signal. 

In a number of study this provides comprehensive 

insight into the effectiveness of various noise removal 

methods, helping in selecting the most suitable 

technique for speech signal processing applications 

based on performance parameters such as SNR and 

MSE. We will compare the performance of the three 

methods based on parameters such as the degree of 

noise removal, distortion of the original speech signal, 

and clarity of the noise removal results. Thus, this 

research will provide a more comprehensive 

understanding of the advantages and disadvantages of 

each noise removal method in the context of sound 

signal applications. 

E. MATLAB 

MATLAB stands for "Matrix Laboratory" and is a 

computer programming environment developed by 

MathWorks [22]. MATLAB is specifically designed to 

facilitate matrix manipulation, signal processing, data 

analysis, and mathematical modeling. The following 

are some definitions related to MATLAB [23]: 

1. Programming Environment: MATLAB provides a 

high-level programming environment that allows 

users to write scripts and functions easily. It also 

provides a graphical user interface (GUI) to perform 

certain operations without the need to write code. 

2. Matrix Manipulation: Basically, MATLAB is 

designed to work with matrices. Mathematical 

operations and data manipulation can be performed 

efficiently using MATLAB matrix functions. With 

this, MATLAB is very effective in signal 

processing, image processing, and mathematical 

modeling. 

3. Signal Processing: MATLAB has many functions 

and toolboxes specifically used for signal 

processing. This makes it a popular choice in 

research and development in areas such as wireless 

communications, audio, and biomedical signal 

processing. 

4. Data Analysis and Visualization: MATLAB has 

powerful statistical analysis and data visualization 

capabilities. It provides functions for creating 

graphs and plots that make it easier to understand 

data patterns. 

5. Modeling and Simulation: MATLAB is also used 

for mathematical modeling and simulation of 

dynamic systems. Specialized toolboxes such as 

Simulink allow users to model the system and view 

its response in a graphical environment. 

6. Combination with Special Algorithms and Tools: 

MATLAB supports integration with various special 

algorithms and toolboxes for various fields such as 

artificial intelligence, image processing, pattern 

recognition, and many more. 

7. Parallel Programming and GPUs: MATLAB 

supports parallel programming and computing 

using graphics processing units (GPUs), enabling 

acceleration in large data processing. 

8. Applications in Various Disciplines: MATLAB is 

used in a variety of fields, including science, 

engineering, economics, biology, and many more, 

because of its flexibility and analytical power. 

With its broad capabilities, MATLAB has become 

a very useful tool in the academic, research and 

industrial worlds for completing various programming, 

data analysis and mathematical modeling tasks. 

III. RESEARCH METHOD 

A. Research Methods 

As can be seen in Figure 1, this research uses 3 

stages: input, process, and output. The input for this 

research uses the MQ2 Sensor, which is calibrated first 

to accurately read LPG parameters. The ESP32 

microcontroller is used as the processor in this research, 

allowing the data to be connected and displayed in the 

code. There are two outputs used: a servo and a modular 

display for user monitoring. The servo is utilized to 

perform specific actions based on the detected gas 

levels, such as closing a valve or activating an alarm 

system to ensure safety. The modular display allows 

users to monitor real-time data and system status, 

ensuring they are informed about the gas levels and any 

potential hazards. 
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B. Hardware and Software 

The hardware instrument used in this research is a 

Personal Computer with specifications. Intel Pentium 

Core 2 Duo, 4 GB Memory, 320GB HDD, 18" Monitor, 

and Keyboard + Mouse. The software the author used 

in this research is the Windows 7 Ultimate SP 1 

Operating System and Matlab r2018b. 

C. System Design Methods 

1. Global Block Diagram 

The global block diagram of the research 

"Performance Analysis of Noise Removal in Speech 

Signals through Comparison of Median Filters, 

Low FIR Filters, and Butterworth Filters: 

Simulation and Evaluation" is as follows: 

 

Fig. 1. Global Block Diagram 

This block diagram shows the research flow from 

sound signal collection to publication and 

presentation of research results. Each filter (Median 

Filter, Low FIR Filter, and Butterworth Filter) is 

implemented and evaluated separately, with each 

simulation and evaluation result then subjected to 

statistical analysis. Research reports are prepared 

based on these analyses, and research findings are 

published and presented to the scientific 

community. 

2. System Working Principles 

The working principle of the noise removal 

performance analysis system on sound signals 

involves the use of three different filter methods, 

namely Median Filter, Low FIR (Finite Impulse 

Response) Filter, and Butterworth Filter. The main 

objective of this research is to evaluate and compare 

the effectiveness of each filter in reducing noise in 

speech signals. 

3. Research Work Plan 

Designing a work plan cannot be separated from a 

block diagram which is a concise pictorial statement 

of the combination of cause and effect between the 

input and output of a system. The work plan can be 

seen in the image below: 

 

Fig. 2. Work Plan 

1) Determining Research Objectives: This research 
aims to compare the performance of three different 
types of filters in removing noise from sound 
signals. The filters compared are the Median Filter, 
Low FIR Filter, and Butterworth Filter. 

2) Data Collection: The data used in this research are 
sound signals that are contaminated with noise. This 
data was obtained from trusted sources and then 
processed using MATLAB software. 

3) Filter Implementation: The three types of filters 
being compared are implemented on the sound 
signal using MATLAB software. Median Filter, 
FIR Low Filter, and Butterworth Filter are 
implemented separately on the speech signal to 
remove noise. 

4) Simulation and Evaluation: After the filters are 
implemented, simulations are carried out to 
evaluate the performance of each filter. Evaluation 
is carried out by comparing the filtered sound signal 
with the original sound signal. The evaluation 
parameters used are Mean Square Error (MSE) and 
Signal-to-Noise Ratio (SNR). 

The formula for calculating Mean Square Error 
(MSE) and Signal-to-Noise Ratio (SNR) is as 
follows [24]: 

MSE (Mean Squared Error) is a measure to evaluate 
the extent to which the estimates or predictions of a 
statistical or regression model differ from the actual 
value. The MSE formula is as follows: 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑡=0

 (1) 

Here: 

- 𝑛 is the number of observations, 

- 𝑦𝑖  is the actual value of the 𝑖 −th observation, 

- �̂�𝑖 is the predicted or estimated value of the 

𝑖 −th observation. 

SNR (Signal-to-Noise Ratio) is the ratio between 
signal strength and noise strength in a system. In the 
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context of signal processing, the SNR formula can 
be expressed as: 

𝑆𝑁𝑅 = 10 ∙ log10 (
𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑛𝑜𝑖𝑠𝑒

) (2) 

Here: 

- 𝑃𝑆𝑖𝑔𝑛𝑎𝑙  is signal power, 

- 𝑃𝑛𝑜𝑖𝑠𝑒  is noise power. 

With this formula, SNR is measured in decibels 
(dB), and the higher the SNR value, the better the 
signal quality because the signal power is more 
dominant than the noise. 

5) Results Analysis: The evaluation results are 
analyzed to determine which filter is most effective 
in eliminating noise in sound signals. This analysis 
is carried out by comparing the MSE and SNR 
values of each filter. 

6) Conclusion: Based on the analysis results, 
conclusions are drawn about the performance of 
each filter in eliminating noise in sound signals. 
This conclusion is used to provide 
recommendations about which filters are most 
effective in removing noise from sound signals. 

In this research, simulation and evaluation methods 
are used to compare the performance of three 
different types of filters in removing noise from 
sound signals. This method allows researchers to 
evaluate filter performance objectively and provide 
recommendations about which filters are most 
effective in removing noise in speech signals. 

IV. RESULTS AND DISCUSSION 

A. Results 

This testing stage obtained results from using 

Matlab R2018b to filter noise from each method used 

in this research, as in the following image:  

 

Fig. 3. Display of Noise Reduction Results 

Based on Figure 3, it can be seen that each type of 

filter has its own advantages and disadvantages. 

Median filters are effective in removing impulsive 

noise or noise that appears suddenly, but may be less 

effective for continuous noise. FIR low filters, with 

linear characteristics and linear phase, provide good 

results in reducing low frequency noise. On the other 

hand, Butterworth filters designed with smoother 

frequency shifts can provide a good balance between 

eliminating noise and maintaining signal quality. 

Evaluation of the performance of these three filters 

involves parameters such as Signal-to-Noise Ratio 

(SNR) and frequency response. The evaluation results 

can provide a clear view of the effectiveness of each 

filter in reducing noise without sacrificing the desired 

signal quality. 

B. Reduction using Median Filter, Low FIR Filter, 

and Butterworth Filter 

Research on Noise Removal Performance Analysis 

on Sound Signals through Comparison of Median 

Filters, Low FIR Filters, and Butterworth Filters: 

Simulation and Evaluation tries to evaluate the 

performance of three types of filters for removing space 

from sound signals. Median Filter, FIR Low Filter, and 

Butterworth Filter are commonly used methods of 

space removal. 

Simulation and evaluation were carried out using 

Matlab and sound signal data stored in WAV files. 

First, the sound signal is removed from the file using 

the audioread () function. Then, the sound signal is 

accompanied by space (noise) with a specified spatial 

level (0.1). Then, there are three ways to remove this 

space: 

 

Fig. 4. Original Signal and Noisy Signal 

1. Median Filter: Using the medfilt1() function to 

remove space by removing the middle value of a 

certain number and replacing them with values 

taken from the left and right, the following is an 

image of the results of the median filter: 

 

Fig. 5. Display of Median Filtered Signal Results 
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2. FIR Low Filter: Uses the fir1() function to remove 

space by using a FIR (Finite Impulse Response) 

filter with order 101 and a frequency separation 

limit of 0.05 Hz. The following is a display of the 

Low FIR Filter results: 

 

Fig. 6. Display of FIR Filtered Signal Results 

3. Butterworth Filter: Using the butter () function to 

remove space by using a Butterworth filter with 

order 4 and a frequency separation limit of 500 Hz, 

the following is the result of the Butterworth Filter 

display: 

 

Fig. 7. Display of Butterwort Filtered Signal Results 

After filtering, the Mean Square Error (MSE) and 
SNR (Signal-to-Noise Ratio) evaluation results will be 
displayed for each filtering method. The results will be 
displayed in the console using the disp() function. If you 
want to see a visualization of the results, they will be 
displayed in one image using the subplot and plot 
functions. 

TABLE I.  EVALUATION RESULTS OF MEAN SQUARE ERROR 

(MSE) AND SIGNAL-TO-NOISE RATIO (SNR) 

 Median Filter Low FIR Filter Butterworth 
Filter 

MSE 0.015717 0.03343 0.040234 

SNR 51.6654 dB 48.3876 dB 47.5831 dB 

Based on the results of the research data presented: 

1. Median Filter shows the best performance with a 
very low MSE value of 0.015833 and the highest 
SNR of 51.6334 dB. This indicates that the Median 
Filter is able to produce signal estimates that are 
very close to the original signal and is effective in 
reducing noise in sound signals. 

2. The FIR filter has an MSE value of 0.03336 and an 
SNR of 48.3967 dB, showing good performance 
although slightly lower than the Median Filter. This 
filter still provides adequate results in dealing with 
noise in sound signals. 

3. The Butterworth filter shows an MSE value of 
0.040282 and an SNR of 47.5779 dB. Even though 
its performance is lower than the Median and FIR 
filters, the Butterworth filter still provides good 
results in noise removal. 

The Median Filter is the optimal choice for noise 
removal in sound signals with the best performance, 
followed by the FIR Filter and the Butterworth Filter. 
However, the choice of filter still depends on the 
application needs and user preferences. This research 
provides valuable guidance in selecting appropriate 
filters to maintain the clarity of speech signals against 
existing noise levels. It is important to note that these 
results are based on simulations, and further validation 
in real-world situations is needed to strengthen the 
findings of this study. 

V. CONCLUSION 

This research analyzes the performance of three 

types of filters median filter , low FIR filter, and 

Butterworth filter in removing noise from sound 

signals, using the Mean parameter Squared Error 

(MSE) and Signal-to-Noise Ratio (SNR). The 

simulation results show that the three filters can 

produce signals that are close to the original signal with 

low MSE. The median filter shows the best 

performance with an MSE of 0.015833 and the highest 

SNR of 51.6334 dB , indicating its superior ability to 

reduce noise without sacrificing signal clarity. These 

filters are especially suited to applications where clear, 

noise -free signal quality is critical, such as in cellular 

telephone devices and radio communications systems, 

where median filters can improve the sound quality the 

user receives by significantly reducing noise 

interference. 

On the other hand, the low FIR and Butterworth 

filters also show good results, although with a slightly 

lower level of accuracy than the median filter. Low FIR 

filters offer flexibility in design and application, making 

them a good choice for applications that require specific 

filter adjustments. Butterworth filters, with their 

smooth frequency response, can be used in professional 

audio systems and signal processing equipment that 

requires control of a wider frequency spectrum. 

Based on these findings, some suggestions for 

future work are as follows: First, further development 

and evaluation of a hybrid filter combining median, 

FIR, and Butterworth filter techniques may provide 

optimal solutions for various noise conditions . Second, 

follow-up research should include trials in more varied 

real-world conditions, including environments with 

different noise types and dynamic noise levels, to 

confirm the filter's effectiveness in practical 
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applications. Third, the addition of adaptive and 

machine learning-based techniques in filters could be a 

promising area for improving real- time noise removal 

performance . Finally, subjective evaluations involving 

end users can provide additional insight into signal 

quality and end user experience, which is important for 

industrial applications. 

Further research and practical testing is highly 

recommended to confirm the effectiveness of all three 

filters in a variety of real-world conditions. This 

additional testing will help in developing adaptive 

solutions to various noise scenarios and improve the 

design of noise elimination systems for specific 

industrial applications, with the ultimate goal of 

maximizing signal quality and noise reduction 

effectiveness in a variety of environments. 
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Abstract— This research aims to develop a system of 

detecting the maturity and sorting of cavendish bananas 

using Open Source Computer Vision (OpenCV) and also 

assisted by a loadcell sensor. The problem experienced at 

this time is that fruit sorting is still manual which is less 

efficient and inaccurate in distinguishing banana 

maturity based on the color of the skin. This is because 

the human eye is sensitive to changes in lighting and 

fatigue. This designed system will use webcam for image 

processing and loadcell for fruit weight measurement, 

controlled by Arduino Uno microcontroller. While the 

algorithm used to determine the color of the ripeness of 

the banana fruit itself is HSV. The test results show an 

average weight error of 0.08% for ripe bananas, 0.71& 

for unripe bananas, while the color detection produces an 

accuracy of 47.34% on average in bright lighting 

conditions. In conclusion, this system is successful in 

improving sorting efficiency with adequate accuracy 

results, but further development is needed so that the 

accuracy level increases. 

Index Terms— Arduino; Banana Maturity Detector; 

Loadcell Sensor; OpenCV; Sortation. 

I. INTRODUCTION 

Banana fruit is a very profitable commodity because 

it has variety and variety. The nutritional content 

contained in bananas is very much including sugar, 

vitamin A, B1, B2, B6, B12 and also vitamin C. Apart 

from being rich in nutrients, banana fruit can also be 

processed into various kinds of food, either eaten 

directly or processed into other products [1], [2]. 

In addition to having high food value, banana 

commodities also have high economic value. However, 

in Indonesia, the treatment of banana trees at the 

plantation level is less effective. Thus, in terms of 

banana production in Indonesia has not been able to 

compete in the international market due to relatively 

low quality [3]. 

This is because the detection and sorting tools of 

this fruit are mostly based on the color of the fruit skin, 

and the use of sensors used still use TCS3200 which 

still uses the intensity of light reflected on the object so 

that the sensor can be read. And the use of this sensor is 

less effective when the light intensity is less or the 

object is far from this sensor [4]. 

The human eye has an amazing ability to detect 

colors in various lighting conditions. However, 

adaptation to low light or dark conditions takes time and 

human vision can be affected by factors such as fatigue. 

Therefore, the use of OpenCV in performing color 

detection shows advantages in accuracy and 

consistency compared to human vision. Studies show 

that the color conversion from RGB to HSV in image 

processing is closer to human perception, thus 

improving the effectiveness of color detection. Under 

diverse lighting conditions, OpenCV can adapt better, 

overcoming the limitations faced by the human eye in 

assessing banana ripeness [5].  

Thus, in an effort to increase the level of accuracy 

and efficiency in sorting bananas, the use of computer 

vision technology is one of the most promising 

solutions [6]. Advances in the use of computer vision 

show great potential for fruit ripeness detection. As in 

the previous study, which developed a deeo learning-

based system with high accuracy that is relevant for 

other fruits, including bananas [7]. The thing that 

distinguishes the use of computer vision from previous 

research with the present is that the previous research 

used a variety of variables to determine the maturity of 

the fruit, while the method currently being developed is 

simpler because it does not require a large data set, so it 

is more resource efficient. In addition, the research 

conducted by the author was assisted by using a BLDC 

motor as a driver of the conveyor so as to improve the 

performance of the sorting tool [8]. With the help of 

machine learning algorithms the system can be trained 

in the form of adding data variations that will improve 

the performance of the sorting tool [9]. 

The use of image processing is very diverse not only 

for the classification of fruit maturity but also for 

classifying objects around. The use of Python-based 

OpenCV is also easier for programmers because for 

classifying the color of cavendish banana ripeness only 
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requires the code of the dominant colors on the banana 

fruit. Whereas in other studies, classification using 

different methods still requires a lot of data and the tools 

made can only do color detection not sorting [10]. 

In addition to the importance of technology in 

sorting bananas, it is necessary to provide technical 

guidance and training to banana farmers who play a key 

role in the application of modern technology. Research 

conducted in Gowa and Takalar districts showed that 

through proper training, farmers can improve their 

skills in managing post-harvest bananas and adapt to 

more sophisticated technology, such as the application 

of technology like OpenCV [11]. 

OpenCV (Open Source Computer Vision) is one of 

the libraries on computers as real-time image 

processing. OpenCV can be applied using the C++, C, 

Python, and Java programming languages. An example 

of the application of OpenCV with Python is using a 

camera mounted on a banana sorting tool that is able to 

read the ripeness level of the banana fruit. In essence, 

OpenCV with Python can be utilized for image 

processing or video processing with the aim that images 

of bananas can be captured and then processed on a 

computer. The vision used in OpenCV is not limited to 

computer cameras, webcam cameras are one option as 

a substitute for computer cameras that have the same 

role as vision or as cameras [12], [13]. 

In addition to the use of the Python library, there are 

other components that support banana sorting, 

including the microcontroller used in this sorting tool is 

Arduino Uno which includes a program for sorting 

bananas using the C language to move the components 

in the tool [14], [15]. 

The driven components include a loadcell sensor 

this sensor functions in helping sort the banana fruit 

which if the weight of the ripe banana fruit meets it will 

be pushed or sorted using a servo motor into the 

conveyor [16]. Ensuring that the sorted fruit is ripe is 

assisted by a webcam that uses a Python program that 

is connected to the Arduino to detect the color level and 

also open the servo motor to enter the predetermined 

place [17]. 

Thus the innovation of this tool is expected to make 

it easier for farmers when sorting cavendish banana 

fruit, without checking and classifying the maturity 

level of cavendish banana fruit. Besides being able to 

detect the level of maturity, this tool can also sort 

automatically by using a servo motor as a sorter. 

II. METHODS 

The research method used in this study uses 

quantitative research methods that focus on the design 

and realization of the OpenCV Python-based cavendish 

banana ripeness detection and sorting system. This 

approach was chosen because of its ability to measure 

and analyze data objectively, so that it can produce 

valid and reliable information. 

The methods used include observation to identify 

the problems and needs of the tool, which is essential to 

ensure that the designed system can meet the expected 

functional criteria. In addition, conducting literature 

studies to support understanding in the concept of the 

tools created, including the use of OpenCV in image 

processing and color recognition, as has been proven in 

previous studies [4], [5]. 

Problem analysis is carried out by systematically 

testing the tool, which involves collecting data from the 

loadcell sensor and webcam. This process has the aim 

of solving problems that may arise during the operation 

of the tool. Furthermore, data collection and analysis 

are carried out so that significant conclusions can be 

drawn regarding the accuracy of the system in detecting 

fruit ripeness based on predetermined parameters. With 

this approach, it is expected to increase the efficiency 

and accuracy of the sorting system, as well as contribute 

to the development of technology in agriculture and 

agricultural processing, as in previous studies [1], [6]. 

A. Block Diagram of System 

The main tools used in this research include the use 

of a webcam as a vision as well as a ripeness detector 

of banana fruit, assisted by loadcell in classifying the 

ripeness of the fruit, Arduino Uno as a microcontroller, 

servo motor for sorting fruit, and other supporting 

components. The system block diagram can be seen in 

Fig. 1. 

 

Fig. 1. Block Diagram of System 

From Fig. 1 above, the working principle is that the 

loadcell sensor sends the weight reading data of the ripe 

or unripe cavendish banana fruit obtained to the 

Arduino Uno to be processed and displayed on the 16x2 

I2C LCD [18]. After that, the first MG966 Servo Motor 

will move to push the banana into the conveyor and the 

DC Motor is turned on manually using PWM Motor 

Speed. The conveyor that turns on carrying bananas 

when through the vision of the Webcam will be 

detected the level of ripeness based on the color of the 

fruit, the data will be sent via a laptop that has a Python 

program for maturity classification using OpenCV [19]. 

Data that has been managed with the OpenCV program 

and algorithm will be sent via Arduino Uno with the 
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output of opening the second MG966 Servo Motor 

contained in the conveyor [20]. 

B. Design of Tools and Systems 

The prototype of this cavendish banana ripeness 

detection and sorting tool is made as concisely as 

possible using two Arduino Uno microcontrollers that 

have their respective uses as shown in Fig. 2. Is a 

hardware design design in the form of a sorting 

conveyor. Fig. 3. Is the result of the tool that has been 

designed. 

 

Fig. 2. Design of Sorting Conveyor 

  
(a) (b) 

 
(c) 

Fig. 3. Front View of Tools (a) Top View of Tools (b) and Side 

View of Tools (c) 

In Fig. 2 above shows the design of the hardware 

while in Fig. 3 is the result of the tool that has been 

designed where the workings of this tool are as a place 

to walk the fruit to be sorted using a dc motor as a driver 

of the conveyor and equipped with a webcam camera 

that will process the maturity level of the banana fruit 

but before the fruit enters the conveyor the fruit will be 

weighed first with a loadcell. The system design of this 

tool is able to classify the maturity of banana fruit and 

sorting using machine learning using the OpenCV 

algorithm. The data used requires a comparison of ripe 

fruit and unripe fruit by looking at the difference in the 

color of ripe and unripe fruit. This tool is intended for 

cavendish banana farmers who have difficulty sorting 

ripe and unripe bananas. So that in data collection 

researchers use two comparisons of ripe and unripe 

fruit. 

 
(a) 

 
(b) 

Fig. 4. (a) Maturity Detection and Sorting Circuit Schematic 
Using OpenCV  (b) Cavendish Banana Fruit Detection Circuit 

Schematic Using Loadcell 

Fig. 4 shows the circuit schematics of each detection 

device shown in Fig. 4 (a) is a scheme of the circuit that 

will be filled by the program to detect the level of 

maturity of the banana fruit that has been obtained the 

color range. The data is entered into the Python program 

with the OpenCV library which will be sent to Arduino 

Uno to activate the servo motor when it detects the 

ripeness of the banana fruit captured by the webcam 

camera, and will open the servo on the conveyor for 

sorting. As for Fig. 4 (b) is a circuit scheme for 

detecting the level of maturity of banana fruit through 

changes in weight and texture of banana fruit when the 
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weight has met the criteria for ripe fruit, the servo motor 

will push the banana fruit that has been weighed using 

a loadcell sensor into the conveyor. 

C. Flowchart 

The flowchart depicted in Fig. 5. In the flowchart 

there are two checking conditions, the first check is the 

texture or weight of the banana fruit to be sorted 

because the weight of the unripe banana fruit with the 

ripe one has a difference, if the predetermined weight is 

met then the servo contained in the weighing process 

will actively push the banana fruit into the conveyor, if 

the weight does not meet then the servo will not move. 

After the fruit that has entered the conveyor is 

continued by activating the conveyor by rotating the dc 

motor pwm, the fruit that is on the conveyor will 

continue to run until the webcam detects the presence 

of the fruit and checks the level of maturity with the 

Python OpenCV program on the computer if the fruit is 

detected the level of maturity then the servo motor at 

the end of the conveyor will open for the fruit that 

passes the sorting. 

 

Fig. 5. Flowchart 

III. RESULTS AND DISCUSSION 

The OpenCV method using HSV color space, which 

is closer to the perception of the human eye, shows 

advantages in accuracy as well as flexibility over other 

methods based on light sensors such as TCS3200, 

especially in diverse lighting conditions. Compared to 

using decision trees, the HSV algorithm is simpler and 

more efficient, although machine learning such as 

Naïve Bayes can be used to improve the accuracy of 

more complex datasets. 

Data collection was carried out using 30 ripe 

bananas and 30 unripe bananas. There are 2 kinds of 

data taken, the first is taking data on the weight of each 

cavendish banana, and the second is testing the color on 

the webcam with different light intensities in the room. 

The tools used to collect this data include digital scales 

from Idealife and the webcam used from Brio500. From 

taking these two data, it can be seen as follows: 

A. Banana Weight Data Collection 

From the data in Table 1 shows the data obtained 

from measuring the weight of ripe banana fruit, the 

measurement is carried out once with a total of 30 fruits 

each so that measurement data is obtained using 

loadcell scales with kitchen scales. The purpose of this 

measurement is to know the difference when using 

kitchen scales and scales made by researchers. Another 

goal is to know the accuracy of the loadcell scales that 

have been made by researchers. 

TABLE I.  WEIGHT MEASUREMENT RESULT OF RIPE BANANA 

FRUIT 

Measurem

ent to 

Weight Measurement Result  

Actual 

Weight 

(gram) 

Loacell 

Reading 

(gram) 

Error 

(gram) 

Percent 

Error (%) 

1 157 156.89 0.11 0.07 

2 151 150.68 0.32 0.21 

3 160 159.92 0.08 0.05 

4 161 160.96 0.04 0.02 

5 170 169.81 0.19 0.11 

6 165 164.95 0.05 0.03 

7 162 161.88 0.12 0.07 

8 158 157.94 0.06 0.04 

9 164 163.98 0.02 0.01 

10 171 170.89 0.11 0.06 

11 163 162.92 0.08 0.05 

12 168 167.87 0.13 0.08 

13 160 159.91 0.09 0.06 

14 165 164.93 0.07 0.04 

15 175 174.61 0.39 0.22 

16 170 169.94 0.06 0.04 

17 174 173.95 0.05 0.03 

18 166 165.92 0.08 0.05 

19 159 158.88 0.12 0.08 

20 167 166.94 0.06 0.04 

21 172 171.89 0.11 0.06 

22 169 168.69 0.31 0.18 

23 161 160.91 0.09 0.06 

24 162 161.89 0.11 0.07 

25 164 163.95 0.05 0.03 

26 168 167.91 0.09 0.05 

27 171 170.88 0.12 0.07 

28 160 159.92 0.08 0.05 

29 174 174.94 0.94 0.54 

30 166 165.91 0.09 0.05 

Average 0.14 0.08 
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The average error obtained is quite small, namely 

0.08%, this shows the accuracy of the loadcell scales is 

not much different from the kitchen scales used during 

weighing. After testing as many as 30 pieces, the 

average error reached 0.14. The data in Table 2 measure 

the weight of banana fruit in raw conditions carried out 

in the same way using kitchen scales and loadcell 

scales. 

TABLE II.  WEIGHT MEASUREMENT RESULT OF RAW BANANA 

FRUIT 

Measurem

ent to 

Weight Measurement Result 

Actual 

Weight 

(gram) 

Loacell 

Reading 

(gram) 

Error 

(gram) 

Percent 

Error (%) 

1 205 204.73 0.27 0.13 

2 191 189.43 1.57 0.83 

3 194 192.16 1.84 0.96 

4 184 182.86 1.14 0.62 

5 200 200.63 0.63 0.31 

6 215 215.66 0.66 0.31 

7 200 198.89 1.11 0.55 

8 184 185.44 1.44 0.78 

9 209 208.45 0.55 0.26 

10 230 230.21 0.21 0.09 

11 203 202.47 0.53 0.26 

12 217 219 2 0.91 

13 185 185.32 0.32 0.17 

14 180 180.02 0.02 0.01 

15 211 212.56 1.56 0.73 

16 180 180.77 0.77 0.43 

17 184 184.65 0.65 0.35 

18 224 223.78 0.22 0.1 

19 193 192.28 0.72 0.37 

20 208 207.14 0.86 0.42 

21 194 193.66 0.34 0.18 

22 233 231.78 1.22 0.53 

23 190 190.08 0.08 0.04 

24 188 187.77 0.23 0.12 

25 191 190.64 0.36 0.19 

26 201 200.93 0.07 0.05 

27 200 199.78 0.22 0.11 

28 235 235.68 0.68 0.29 

29 197 197.33 0.33 0.17 

30 186 185.25 0.75 0.41 

Average 0.71 0.36 

The error value obtained by unripe fruit is quite 

large at an average of 0.71%, this is because unripe 

banana fruit has a denser texture than ripe banana fruit, 

the measurement results between Table 1 and Table 2 

are different because the size of the banana fruit used 

has a very slight difference. Researchers took 

measurements again for raw fruit that had turned into 

ripe fruit and obtained measurement results as in Table 

3. 

TABLE III.  WEIGHT MEASUREMENT RESULT OF RIPE RAW FRUIT 

Measurem

ent to 

Weight Measurement Result 

Actual 

Weight 

(gram) 

Loacell 

Reading 

(gram) 

Error 

(gram) 

Percent 

Error (%) 

1 201 200.73 0.27 0.13 

2 187 186.43 0.57 0.31 

3 190 191.16 1.16 0.61 

4 181 180.86 0.14 0.08 

5 196 195.63 0.37 0.19 

6 212 212.66 0.66 0.31 

7 196 195.78 0.22 0.11 

8 180 181.77 1.77 0.97 

9 206 205.44 0.56 0.27 

10 226 225.58 0.42 0.19 

11 199 198.23 0.77 0.39 

12 213 213.01 0.01 0.005 

13 181 180.56 0.44 0.24 

14 176 175.88 0.12 0.07 

15 208 208.37 0.37 0.18 

16 178 177.51 0.49 0.28 

17 180 180.76 0.76 0.42 

18 221 222.54 1.54 0.69 

19 189 188.20 0.8 0.43 

20 205 204.98 0.02 0.01 

21 191 190.08 0.92 0.48 

22 229 228.11 0.89 0.391 

23 187 187.13 0.13 0.07 

24 185 185.41 0.41 0.22 

25 187 187.16 0.16 0.09 

26 196 196.53 0.53 0.27 

27 197 196.61 0.39 0.2 

28 230 229.83 0.17 0.07 

29 194 194.27 0.27 0.14 

30 182 180.78 1.22 0.68 

Average 0.47 0.24 

In the data in Table 3, no ripe fruit was detected in 

the tool that the researcher designed this is because the 

data is new data that has not been entered into the 

researcher's program. In general, machine learning 

when new data is inputted, the tool can adapt when 

experiencing changes as well as what researchers do in 

this data collection. If you look at the difference from 

Table 2 and Table 3, the data obtained there is a change 

in the weight and texture of the banana fruit by 3 - 4 

grams. When viewed in Table 1, researchers directly 

use ripe fruit, it can be assumed that when the fruit is 

still raw it is also heavier by 3 - 4 grams. 
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Fig. 6. Comparison of Actual Weight of Ripe, Raw and Ripe Raw 

Fruit 

 

Fig. 7. Comparison of Ripe, Raw and Ripe Raw Fruit Loadcell 

Readings 

When viewed from Fig. 6 and Fig. 7, it shows the 

difference in actual weight and the difference in 

loadcell readings from each ripe, unripe and ripe banana 

fruit. The data in Fig. 6 which is a combination of 

reading results using digital scales / kitchen scales, 

while in Fig. 7 is the result of reading from the loadcell 

scales obtained showing the picture as above. 

B. Data Collection of Banana Fruit Maturity Color 

Data collection for the level of ripeness of banana 

fruit based on the color of the peel, carried out using a 

webcam camera connected directly to a computer that 

has a Python OpenCV program, the detection results 

will appear on the computer used so that the data can be 

sent to the Arduino Uno for the sorting process as in 

Fig. 8. Is the detection of ripe fruit in bright lighting 

conditions, Fig. 9 is the detection of fruit maturity in 

dim lighting conditions and Fig. 10 is the detection of 

fruit maturity in dark conditions. 

 

Fig. 8. Data Collection on the Maturity Level of Ripe Banana 

Fruit in Bright Condition 

 

Fig. 9. Data Collection of Ripeness Level of Ripe Banana Fruit in 

Dim Condition 

 

Fig. 10. Data Collection on the Maturity Level of Ripe Banana 

Fruit in Dark Condition 

In the data collection presented in Fig. 8, 9, and 10, 

it can be seen the difference from the lighting 

conditions when detecting the color of the banana fruit 

where the color pixels of the ripe fruit or yellow color 

are very little detected by the webcam camera. In 

addition, data collection for the level of ripeness of 

banana fruit researchers can be seen in Table 4 below 

how the response of the servo when detected yellow or 

ripe fruit and the percentage obtained. 

TABLE IV.  RIPENESS DETECTION TEST RESULT DATA ON RIPE 

BANANA FRUIT IN BRIGHT LIGHT CONDITION 

Measurem

ent to 

Accuracy Sensor 

Servo 

Response 

Detectede 

Color 

Color 

Percentage 

1 Open Yellow 54.5 

2 Open Yellow 54.5 

3 Open Yellow 49.3 

4 Open Yellow 24.3 

5 Open Yellow 33.6 

6 Open Yellow 50.8 

7 Open Yellow 25.4 

8 Open Yellow 51.4 

9 Open Yellow 62.7 

10 Open Yellow 68.5 

11 Open Yellow 67.5 

12 Open Yellow 50.6 

13 Open Yellow 47.2 

14 Open Yellow 44.8 

15 Open Yellow 40.5 

16 Open Yellow 39.7 

17 Open Yellow 45 

18 Open Yellow 49 

19 Open Yellow 46.3 

20 Open Yellow 44.8 
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21 Open Yellow 48.8 

22 Open Yellow 50.8 

23 Open Yellow 50.1 

24 Open Yellow 68.2 

25 Open Yellow 52.4 

26 Open Yellow 55.9 

27 Open Yellow 44.5 

28 Open Yellow 25.7 

29 Open Yellow 22.4 

30 Open Yellow 51.1 

Average 47.34 

The results of the data obtained when detecting the 

maturity level of a ripe banana fruit, the average 

percentage of the color captured is 47.34%. The 

detected color pixels are affected by other colors 

besides yellow, therefore when detecting the fruit has a 

small average value. However, the camera easily 

captures the color accurately enough for the sorting to 

run properly. 

TABLE V.  RIPENESS DETECTION TEST RESULT DATA ON RIPE 

BANANA FRUIT IN DIM LIGHTING CONDITION 

Measurem

ent to 

Accuracy Sensor 

Servo 

Response 

Detectede 

Color 

Color 

Percentage 

1 Close Color Not 

Detected 

0 

2 Close Color Not 

Detected 

0 

3 Close Color Not 

Detected 
0 

4 Close Color Not 

Detected 

0 

5 Close Color Not 

Detected 
0 

6 Close Color Not 

Detected 

0 

7 Close Color Not 

Detected 

0 

8 Close Color Not 

Detected 

0 

9 Close Color Not 

Detected 
0 

10 Close Color Not 

Detected 

0 

11 Close Color Not 

Detected 
0 

12 Close Color Not 

Detected 

0 

13 Close Color Not 

Detected 
0 

14 Close Color Not 

Detected 

0 

15 Close Color Not 

Detected 
0 

16 Open Yellow 20.3 

17 Open Yellow 19.1 

18 Open Yellow 22.8 

19 Open Yellow 18.7 

20 Open Yellow 16.4 

21 Open Yellow 15.2 

22 Open Yellow 23.5 

23 Open Yellow 21.8 

24 Open Yellow 19.9 

25 Open Yellow 17.6 

26 Open Yellow 16.2 

27 Open Yellow 20.1 

28 Open Yellow 21 

29 Open Yellow 25 

30 Open Yellow 28.3 

Average 10.20 

The results obtained when taking data in different 

lighting conditions get results as in Table 5, where the 

ripe banana fruit is yellow when in dim lighting 

conditions the color pixels on the fruit are not detected 

because the fruit undergoes a color change transition so 

that the detected yellow color is less. So that the average 

percentage of color is 10.20% and in this lighting 

condition the system considers the detected fruit as a 

ripe fruit because there are few color pixels detected. 

TABLE VI.  RIPENESS DETECTION TEST RESULT DATA ON RIPE 

BANANA FRUIT IN DARK LIGHTING CONDITION 

Measurem

ent to 

Accuracy Sensor 

Servo 

Response 

Detectede 

Color 

Color 

Percentage 

1 Close Color Not 

Detected 
0 

2 Close Color Not 

Detected 

0 

3 Close Color Not 

Detected 
0 

4 Close Color Not 

Detected 

0 

5 Close Color Not 

Detected 
0 

6 Close Color Not 

Detected 

0 

7 Close Color Not 

Detected 
0 

8 Close Color Not 

Detected 

0 

9 Close Color Not 

Detected 
0 

10 Close Color Not 

Detected 

0 

11 Close Color Not 

Detected 
0 

12 Close Color Not 

Detected 

0 

13 Close Color Not 

Detected 

0 

14 Close Color Not 

Detected 

0 

15 Close Color Not 

Detected 

0 
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16 Close Color Not 

Detected 

0 

17 Close Color Not 

Detected 
0 

18 Close Color Not 

Detected 

0 

19 Close Color Not 

Detected 
0 

20 Close Color Not 

Detected 

0 

21 Close Color Not 

Detected 
0 

22 Close Color Not 

Detected 

0 

23 Close Color Not 

Detected 

0 

24 Close Color Not 

Detected 

0 

25 Close Color Not 

Detected 

0 

26 Close Color Not 

Detected 

0 

27 Close Color Not 

Detected 

0 

28 Close Color Not 

Detected 

0 

29 Close Color Not 

Detected 

0 

30 Close Color Not 

Detected 

0 

Average 0 

The data results in Table 6 are not much different 

from the results in Table 5. The difference between 

these two data is the lighting conditions of the data 

collection on the fruit. It shows that the yellow color 

pixel of the fruit is not detected on the camera so that 

the average percentage of the color is 0% which makes 

the servo not open. In this condition color detection is 

almost impossible for the camera to identify the color. 

The data taken for banana fruit in unripe condition 

with the same lighting conditions as in Fig. 11 for 

ripeness detection on unripe fruit in bright conditions, 

Fig. 12 for ripeness detection in dim lighting conditions, 

and Fig. 13 for ripeness detection in dark light 

conditions. 

 

Fig. 11. Data Collection of Maturity Level of Raw Banana Fruit in 

Bright Condition 

 

Fig. 12. Data Collection of Maturity Level of Banana Fruit in Dim 

Condition 

 

Fig. 13. Data Collection on the Maturity Level of Raw Banana 

Fruit in Dark Condition 

At the time of data collection, bright light conditions 

were detected to be ripe because there was a yellow 

color and also the banana fruit itself was greenish 

yellow but the weight of this banana fruit did not meet 

the requirements and did not want to enter the conveyor 

as shown in Fig. 11, 12 and 13 of the fruit detected by 

the webcam. However, from the data collection, the 

servo motor also experienced a response when the fruit 

was detected to be greenish yellow as shown in Table 

7. 

TABLE VII.  RIPENESS DETECTION TEST RESULT DATA ON RAW 

BANANA FRUIT IN BRIGHT LIGHTING CONDITION 

Measurem

ent to 

Accuracy Sensor 

Servo 

Response 

Detectede 

Color 

Color 

Percentage 

1 Close Green 54.4 

2 Close Green 58.1 

3 Close Green 58.5 

4 Close Green 56.4 

5 Close Green 55.9 

6 Close Green 54.7 

7 Close Green 57.3 

8 Close Green 51.1 

9 Close Green 55.4 

10 Close Green 58.8 

11 Close Green 57.3 

12 Close Green 59.1 

13 Close Green 56.2 

14 Close Green 58.7 

15 Close Green 60 

16 Close Green 55.5 

17 Close Green 57.8 

18 Close Green 54.9 

19 Close Green 59.3 
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20 Close Green 58.4 

21 Close Green 56.7 

22 Close Green 58.2 

23 Close Green 55.6 

24 Close Green 54.7 

25 Close Green 57.9 

26 Close Green 57.2 

27 Close Green 60.4 

28 Close Green 43.3 

29 Close Green 54.8 

30 Close Green 56.7 

Average 56.44 

The results obtained in Table 7 after testing the 

color detection of banana fruit in bright lighting 

conditions the detected color is green with an average 

color detected depending on the color pixel is 56.44% 

and detected that the fruit is still unripe. As shown in 

Fig. 11, the detected fruit is dominantly green which 

causes the percentage of detected colors to be quite 

large. 

TABLE VIII.  RIPENESS DETECTION TEST RESULT DATA ON RAW 

BANANA FRUIT IN DIM LIGHTING CONDITION 

Measurem

ent to 

Accuracy Sensor 

Servo 

Response 

Detectede 

Color 

Color 

Percentage 

1 Close Green 59.8 

2 Close Green 52.2 

3 Close Green 51.4 

4 Close Green 55.5 

5 Close Green 54.6 

6 Close Green 51.1 

7 Close Green 45.8 

8 Close Green 30.9 

9 Close Greenish 

Yellow 

59.7 

10 Close Green 60.4 

11 Close Green 36.6 

12 Close Green 58.2 

13 Close Green 47.3 

14 Close Green 59.2 

15 Close Green 52.2 

16 Close Green 51.4 

17 Close Green 55.5 

18 Close Green 54.6 

19 Close Green 53.7 

20 Close Green 56.3 

21 Close Green 57.8 

22 Close Green 52.1 

23 Close Green 55.9 

24 Close Green 56.5 

25 Close Green 54.0 

26 Close Green 53.2 

27 Close Green 57.4 

28 Close Green 54.4 

29 Close Green 52.2 

30 Close Green 51.4 

Average 52.94 

In Table 8 data, it has been tested to detect the 

maturity of banana fruit in low light conditions, it is 

found that the webcam camera detects the green color 

on the banana fruit, the green color pixels detected in 

the fruit test get an average value of 52.94%, this is 

because the dominant color detected is still visible as in 

dim lighting. As in Fig. 12 each fruit has a fairly high 

percentage because the color pixels that are read are 

quite a lot. 

TABLE IX.  RIPENESS DETECTION TEST RESULT DATA ON RAW 

BANANA FRUIT IN DARK LIGHTING CONDITION 

Measurem

ent to 

Accuracy Sensor 

Servo 

Response 

Detectede 

Color 

Color 

Percentage 

1 Close Green 57.2 

2 Close Greenish 

Yellow 

54.4 

3 Close Green 55.9 

4 Close Green 60.4 

5 Close Color Not 

Detected 

0 

6 Close Green 36.2 

7 Close Green 58.4 

8 Close Green 30.2 

9 Close Green 28.1 

10 Close Green 25.5 

11 Close Green 29.8 

12 Close Green 45.2 

13 Close Green 35.8 

14 Close Green 47.1 

15 Close Green 44.5 

16 Close Green 21.9 

17 Close Green 57.2 

18 Close Green 55.9 

19 Close Green 50.3 

20 Close Green 40.6 

21 Close Color Not 

Detected 

0 

22 Close Green 27.3 

23 Close Green 31.1 

24 Close Green 59.1 

25 Close Green 30.3 

26 Close Color Not 

Detected 

0 

27 Close Green 46.8 

28 Close Green 48.4 

29 Close Green 58.4 

30 Close Color Not 

Detected 
0 
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Average 37.87 

The data in Table 9 is almost the same as the 

previous raw fruit data, the difference is that when 

taking data in dark light conditions there are yellow-

green color readings and some are not detected by the 

camera from the webcam. Pixel color from yellow is 

24.4% and green is 30% so that the average color is 

obtained by 37.87% when totaled as a whole percentage 

of the data taken. The average of the fruit detected in 

this dark condition is the green color pixel which is 

more dominant than the yellow color pixel on the fruit. 

The difference can be seen in Fig. 13 above is a portion 

of the color captured with a relatively small percentage 

of color due to lighting that affects the ability of the 

webcam camera to detect color. 

After taking data for the accuracy of the sensor with 

the response of the servo motor can be displayed in the 

form of a graph for the average value obtained from 

testing in bright, dim, and dark lighting conditions for 

ripe fruit and unripe fruit with the same lighting 

conditions can be seen through the graph presented 

below: 

 

Fig. 14. Graph of Average Sensor Readings 

The difference obtained through this detection 

shows that light conditions play a significant role in the 

accuracy of the system. To further understand the 

advantages and disadvantages of the various methods 

that can be used in fruit ripeness detection systems, 

please refer to the table presented below: 

TABLE X.  COMPARISON OF THE ADVANTAGES AND 

DISADVANTAGES OF THE MENTIONED METHODS 

Methods Advantage Shortage 

TCS3200 Simple Less effective in 

low light 

conditions 

Decision Tree Fast for small datasets Unsuitable for 

complex datasets 

OpenCV Accurate and flexible Performance 

degrades in dark 

lighting 

Naive Bayes Adaptive for diverse 

data 

Requires large 

datasets 

A conclusion can be drawn for the use of the 

methods mentioned, that using the OpenCV method 

was chosen by the author due to its advantages in 

flexibility and accuracy in color detection, which is 

relevant to the needs of the developed tool. However, 

combining it with other methods such as Decision Tree 

or Naïve Bayes can improve the performance of the tool 

if the dataset is larger or with additions such as reading 

the texture of the fruit. 

C. Limitation and Future Work 

The system developed in this study has several 

limitations that need to be considered. One of the main 

limitations of this research is the sensitivity to lighting 

conditions, the accuracy of color detection decreases 

due to low or dark lighting, as shown in table 4, the 

results are 47.34% in bright conditions, but in dim 

conditions 10.2% and 0% in dark conditions. To 

improve performance in the future, it can be done by 

adding datasets with more variations and implementing 

adaptive algorithms on HSV parameters to increase 

accuracy in various lighting conditions. 

D. Comparison with Similar Systems 

The system proposed by the authors uses OpenCV 

to perform banana ripeness detection based on skin 

color, which is more flexible and efficient than using 

TCS3200 and Decision Tree. OpenCV offers higher 

accuracy in various lighting conditions by utilizing 

HSV color space, while the use of TCS3200 sensor is 

more sensitive to light changes. While Decision Tree is 

fast on small datasets, it is less adaptive to complex data 

variations. Another study using a different method, 

Naïve Bayes, showed superiority on large datasets, but 

required more resources. The results of this test show 

an accuracy of 47.34% in bright conidia which can still 

be improved with algorithm adjustments. This system 

provides a simple and efficient solution compared to 

more complex machine learning-based methods, with 

potential for further development. 

IV. CONCLUSION 

This banana ripeness detection and sorting tool has 

been successfully realized, the tool succeeds in 

recognizing changes in texture and weight of ripe and 

unripe cavendish bananas. OpenCV which works as a 

maturity level detector can also classify the maturity of 

banana fruit based on the color of the fruit. From the 

test results that have been carried out this tool has an 

average error for reading the weight of the fruit of 

0.09%, 0.57%, and 0.26% respectively. 

The test results of this tool that have been realized 

show that the level of accuracy is fairly sufficient, but 

this tool needs to be developed by adding training data 

so that this tool can function better in the hope of 

increasing the accuracy of this tool in classifying either 

from color or from the weight or texture of the fruit. 
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Abstract— The "Hepix" smart air filtration system, 

developed with biomimetic and Internet of Things (IoT) 

technology, aims to address the urgent issue of poor 

indoor air quality, particularly in high-mobility urban 

areas. This system integrates advanced sensors (MQ135 

and BME680) and biomimetic filtration inspired by leaf 

stomata to monitor and filter air pollutants. Tested across 

three locations—Cilame, Jatinangor, and Cibiru—the 

system achieved an approximate 24.4% reduction in 

pollutant levels, as well as stable control of humidity and 

air pressure. Real-time data is continuously monitored 

through a mobile and web interface, supported by Google 

Assistant integration for voice commands. The results 

demonstrate that "Hepix" effectively improves air 

quality, offering a practical solution for healthier indoor 

environments in urban areas. 

Index Terms— Air filtration; biomimetic technology; 

Internet of Things; indoor air quality. 

I. INTRODUCTION 

Urban air quality has become an increasingly urgent 

environmental issue. The rising emissions from motor 

vehicles, industries, and other human activities have led 

to a significant decline in air quality. According to an 

IQAir report in July 2024, Indonesia ranks third out of 

116 countries with the highest levels of air pollution in 

the world, with most of this pollution concentrated in 

urban areas with dense industrial activities [1][2]. The 

impact of this air pollution is not limited to the 

environment but also has serious health consequences, 

including an increased risk of chronic respiratory 

diseases such as asthma, bronchitis, and even lung 

cancer [3][4].  

Amid this urgency, the development of 

technologies to improve indoor air quality has become 

crucial. Several innovations have been developed to 

filter and enhance air quality, such as the "Smart Air 

Purifier" system [5], which uses an MQ135 sensor and 

Arduino Uno to monitor and filter air particles. 

However, this study revealed some limitations, such as 

the device's inability to identify the type of pollutants 

being filtered and a design that is less portable and 

practical for everyday use [6]. 

Another study about developed an indoor air quality 

monitoring system using a microcontroller and an 

Android application [7][8]. Although this device 

provides a good monitoring solution, limitations such 

as the Bluetooth signal range of only about 10 meters 

and the lack of integration with AC power make this 

system less optimal for wider urban use [9][10]. This 

indicates a need for more advanced and comprehensive 

solutions to address indoor air quality challenges [11]. 

To address these limitations, this research offers the 

development of a smart air filtration system based on 

biomimetic and Internet of Things (IoT) technology, 

named "Hepix." This system not only filters the air but 

also monitors air quality in real time through the 

integration of advanced sensors such as the MQ135 and 

BME680 [12][13]. The biomimetic technology 

employed mimics the natural mechanism of leaf 

stomata, which effectively manages gas exchange in 

plants, to be applied in air filtration. IoT integration 

allows continuous air quality monitoring and control 

through a smartphone-based application, enabling users 

to access air quality information and operate the system 

remotely [14][15]. 

Furthermore, the system is integrated with Google 

Assistant, allowing users to activate or deactivate the 

system through voice commands. This feature provides 

added convenience and ease of use in daily life, 

especially for those living in areas with varying air 
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quality [16]. This study aims to develop and test the 

effectiveness of a smart air filtration system based on 

biomimetic and IoT technology in improving indoor air 

quality in urban environments. Through this approach, 

it is expected to provide a more effective and efficient 

solution to indoor air pollution problems, while also 

contributing new insights into the application of 

biomimetic and IoT technology for environmental 

health [17]. 

II. METHOD 

This section describes the development process of 
the "Hepix" air filtration system, covering system 
architecture, hardware design, and software design. 
Each element is designed to ensure the system can 
effectively monitor and improve indoor air quality [18]. 

A. System Architecture and Flowchart 

The system architecture of "Hepix" illustrates the 

structure and interaction between key components, such 

as advanced sensors and IoT integration, enabling real-

time air quality monitoring and filtration. The 

architecture diagram Fig 1 shows the main elements, 

including the MQ135 and BME680 sensors, 

microcontroller, and IoT framework, which allow for 

remote monitoring and control. 

 

Fig. 1. Architecture system design 

The flowchart Fig 2 outlines the operational flow 

from initial air quality detection, through filtration, to 

real-time data updates on the user interface. This 

diagram demonstrates the logical sequence of data 

collection, processing, and user notifications, showing 

how each component works together to improve air 

quality. 

 

Fig. 2. Flowchart system 

B. Hardware Design 

The hardware design of the "Hepix" system 

includes the detailed specifications of the physical 

components necessary for effective air filtration and air 

quality monitoring. This includes sensors like MQ135 

and BME680, essential for measuring pollutants and 

environmental parameters. Fig 3 provides the schematic 

design, illustrating the circuit connections and how each 

component is integrated to function cohesively within 

the system. 

 

Fig. 3. Schematic Design 

Additionally, Fig 4 shows the 3D product design, 

highlighting the physical layout and structural 

arrangement to ensure the device is both portable and 

user-friendlyand in Fig 5 is the realization of the tool. 

This design approach aims to enhance the practical 

usability of the system in various indoor environments, 

facilitating easier deployment and maintenance, and 

product. 
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Fig. 4. Design 3D Product 

 

Fig. 5. Realization Product 

C. Software Design 

The software design incorporates programming for 
data acquisition, processing, and communication with 
the user interface. Fig 6 presents the software system 
architecture as implemented on the web interface, 
displaying the data flow from sensors to the MySQL 
database and further to the user application. This design 
enables seamless interaction between the device and the 
IoT framework, allowing for continuous air quality 
monitoring and control through the web interface. 

 

Fig. 6. Architecture software system design on website 

Further details on data management are shown in 
Fig 6, which illustrates the MySQL database structure. 
This database stores real-time air quality data, which 
can be accessed and displayed through the user 
application. The integration of Google Assistant also 
provides voice-command functionality, offering users a 
convenient and hands-free way to interact with the 
system. 

 

Fig. 7. MySQL Data 

III. TESTING AND RESULT 

This section presents the testing process and results 

of the "Hepix" air filtration system, conducted in three 

different regions: Cilame, Jatinangor, and Cibiru. Each 

location was selected to represent distinct 

environmental conditions, providing a comprehensive 

evaluation of the system’s effectiveness in diverse 

indoor settings. The tests focused on key metrics, 

including functional testing, humidity, air quality index, 

air pressure, and a comparative analysis of pollutant 

concentration (PPM) before and after using the device. 

The tests were conducted in a living room with a 

size of 15 m² (or 45 m³), which was selected as the 

optimal room size for the air filtration system. This 

room size represents a typical indoor environment in 

residential areas, providing a controlled setting that 

mirrors common living conditions. The living room 

was chosen specifically because it is closest to the 

external environment, allowing for a more accurate 

comparison between indoor air quality and outdoor 

conditions. During the tests, the room was maintained 

under typical residential conditioning scenarios, with 

the air conditioning and ventilation systems operating 

at standard settings, ensuring that the results reflect 

realistic usage conditions. 

A. Functional Testing Results 

The initial functional testing was conducted to 

ensure that each component of the "Hepix" system 

operated as intended. This included testing sensor 

accuracy, device responsiveness, and IoT connectivity. 

Table I summarizes the functionality test results, 

detailing the performance and reliability of each system 

component under various conditions. 

TABLE I.  FUNCTIONALITY TESTING 

Component Functionality Result Remarks 

MQ135 Sensor 
Detect air 
pollutants 

(CO2, NH3) 

Pass 
Responsive to 
pollutant 

levels 

Senso
ry 

Data 
from 

ESP32 

Datasend 
.php 

temperaturecheck.
php 

pressurecheck.php 
 

carboncheck.php 
 

iaqcheck.php 

voc.php 

moisturecheck.php 

Index 
.html 

 

Data 
Transfer 

Receive & 
Read Data 

MySQL Stores Data Display Data 
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BME680 

Sensor 

Measure 
temperature 

and humidity 

Pass 
Stable 

measurements 

Microcontroller 

Data 

processing 
and sensor 

control 

Pass 

No delay in 

data 

processing 

IoT Module 

Connects to 

mobile app 
and website 

Pass 

Consistent 
connection 

with app and 

website 

Biomimetic-
Based Air 

Filtration 

Filter out 
indoor 

pollutants 

Pass 
Effective 
reduction in 

PPM levels 

Google 

Assistant 

Voice 

activation 
Pass 

Commands 
executed 

accurately 

Power Supply 

Continuous 

power 
delivery 

Pass 

Suitable for 

long-term 
operation 

B. Humidity 

The humidity measurements in Jatinangor, Cibiru, 

and Cilame show varying average levels, with 

Jatinangor at 80.1%, Cibiru at 77.3%, and Cilame at 

73.1%. The graph illustrates daily humidity fluctuations 

across these locations, highlighting the "Hepix" 

system's ability to adapt to different environmental 

conditions in maintaining balanced indoor humidity 

show in Fig 8. 

 

Fig. 8. Humidty Graph 

C. Air Quality Index (AQI) 

The AQI measurements across Jatinangor, Cibiru, 

and Cilame show average values of 67.5%, 68.4%, and 

68.7%, respectively. The graph illustrates variations in 

AQI levels throughout the day, reflecting fluctuations 

in air quality across these locations. This data helps 

assess the "Hepix" system's capability to respond to 

changes in air quality and improve indoor environments 

effectively, as shown in Fig 9. 

 

Fig. 9. AQI Graph 

D. Air Pressure 

Air pressure measurements across Jatinangor, 

Cibiru, and Cilame show average values of 1003.07 

hPa, 1013.98 hPa, and 929.28 hPa, respectively. The 

graph illustrates the stability of air pressure over time at 

each location, indicating minor fluctuations throughout 

the day. This data, as shown in Fig 10, helps evaluate 

the "Hepix" system's ability to operate effectively under 

varying environmental pressures. 

 

Fig. 10. Air Pressure Graph 

E. Comparative PPM Graph: Before and After Using 

the Device 

A comparative analysis of pollutant concentration 
(PPM) levels on July 2 and July 3 highlights the 
system’s effectiveness in reducing indoor air pollution. 
The highest PPM recorded on July 2 was 742, which 
decreased to 561 on July 3, a reduction of 
approximately 24.4%. This reduction illustrates the 
"Hepix" system's capability to significantly lower 
pollutant levels, providing a healthier indoor 
environment by filtering airborne contaminants over 
time, as shown in Fig 11. 

  

Fig. 11. Comparative PPM Graph 

F. Software Result 

 

Fig. 12. Hepix system dashboard 

The "Hepix" system's software dashboard, as shown 
in Fig 12, provides real-time monitoring of key 
environmental parameters, including temperature, 
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pressure, humidity, and pollutant concentrations (e.g., 
CO₂, CO, and VOCs) in PPM. This web-based interface 
enables users to track indoor air quality metrics 
efficiently, allowing for timely responses to changing 
conditions. The intuitive design and clear display 
ensure that users can easily interpret data and make 
informed decisions about their indoor environment. 

IV. CONCLUSION 

The development and testing of the "Hepix" smart 

air filtration system, which integrates biomimetic and 

IoT technology, highlight its effectiveness in enhancing 

indoor air quality across varied environmental 

conditions. Conducted in three locations with high 

mobility and diverse air quality challenges Cilame, 

Jatinangor, and Cibiru the study demonstrated the 

system’s adaptability and robustness in maintaining 

healthy indoor environments. The "Hepix" system 

achieved a notable pollutant concentration reduction of 

approximately 24.4%, showcasing its ability to 

significantly improve air quality. Functional tests 

confirmed the reliability of all components, including 

pollutant and environmental sensors, IoT connectivity 

for real-time monitoring, and Google Assistant 

integration for hands-free operation. These results 

position the "Hepix" system as a promising solution to 

address urban indoor air pollution, offering practical 

applications that support healthier, safer living spaces 

through continuous air quality monitoring and 

filtration. 
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Abstract— This research paper reviews the use of 

Convolutional Neural Networks (CNNs) to categorize 

diverse sand type using microscopic images, with an 

objective of improving quality control in construction 

materials. The paper compares three CNN 

architectures—LeNet-5, Inception v3, and ResNet50—

for clasiffying between specific sand categories, such as 

two river sands (Cipongkor and Citarum) and three types 

of silica sand (brown, cream, and white). Each model was 

trained and tested on different dataset splits, with images 

pre-processed to highlight specific microscopic 

properties. To achieve a thorough comparison, each 

model's performance was measured using a variety of 

measures such as F1-score, accuracy, recall, and 

precision. These measurements enabled a comprehensive 

evaluation of how accurately and reliably each CNN 

model categorized the various sand types. ResNet50 

consistently delivered the highest accuracy, achieving 

outstanding classification in some instances, accuracy 

99%, showcasing its effectiveness in capturing fine details 

in sand textures. These results highlight the potential of 

CNN-based approaches for precise and automated sand 

classification, which supports increased quality 

assurance in construction and related areas. 

Index Terms— Convolutional Neural Network 

(CNN); Inception v3; LeNet-5; sand classification; 

ResNet50. 

I. INTRODUCTION 

In recent years, the classification of materials using 

image-based techniques has gained significant attention 

due to its potential to improve accuracy and efficiency 

across various industries, including construction [1]. As 

a fundamental component in construction, sand plays a 

critical role in determining the quality and longevity of 

concrete structures. Accurate classification of different 

sand types is essential, as variations in sand 

characteristics can directly impact structural integrity. 

Manual sand classification methods, which rely on 

visual inspection and experience, are often labor-

intensive, prone to human error, and lack precision [2]. 

Convolutional Neural Networks (CNNs) have emerged 

as a powerful framework for image classification due to 

their ability to automatically learn and extract complex 

visual features, enabled by advancements in machine 

learning and computer vision [3]. In this paper, CNNs 

are used to classify sand materials from microscopic 

images, focusing on key features such as grain texture, 

color variations, and morphological patterns [4]. The 

classification process involves two main stages: 

training and testing. During the training phase, the CNN 

model learns to identify distinctive microscopic 

characteristics of pre-labeled sand images, including 

river sand and silica sand, by progressively adjusting its 

weights and parameters to optimize performance. Once 

training is complete, the model undergoes testing using 

previously unseen sand images to evaluate its 

generalization capabilities. Metrics such as accuracy, 

confusion matrices, and loss values are used to assess 

the model's performance and reliability in practical 

applications. 

This paper presents an automated sand 

classification system that employs three architectures—

LeNet-5 [5], Inception v3 [6] and, ResNet50 [7] —to 

classify various sand types from microscopic images. 

The research compares the performance of these 

architectures in accurately distinguishing sand types, 

highlighting their effectiveness in enhancing material 

quality control in construction. 

II. RESEARCH METHOD 

A. State-of-The Art 

Convolutional Neural Networks (CNNs) in sand 

material classification systems has been explored to 

analyze the recommended method against current 

systems. CNN has been used to classify different types 

of soil [8]. The research implemented a CNN-based 

processing module, a camera for image detection, and a 

dataset that included Red Soil and Black Soil. Data 

processing techniques applied of the Keras and 

TensorFlow frameworks. The Results demonstrated the 

model's efficacy in soil classification with a 98% 

accuracy rate and minimal loss values. 

Deep learning and machine learning have been used 

to classify construction materials on unbalanced 

datasets [9]. In order to recognize different materials, 

this design applied a Vision Transformer-based 

processing module, a camera for image identification, 

and a dataset that included concrete, red bricks, and 
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OSB boards. In this research, the Vision Transformer's 

performance was compared to the results of various 

processing modules, including Multi-Layer 

Perceptrons (MLPs), Support Vector Machines 

(SVMs), and Convolutional Neural Networks (CNNs). 

The results showed that, when compared to SVM and 

MLP, the Vision Transformer model achieved over 

95% accuracy in detecting construction materials, 

greatly outperforming other approaches in 

classification accuracy. 

Deep Learning: The Porosity Parameter has been 

applied to clasiffy soil micromorphological images 

[10]. Convolutional Neural Networks (CNNs) were 

applied to process a dataset of micromorphological soil 

photographs for this research. In order to increase 

classification accuracy of soil components based on 

micromorphological images, the strategy used transfer 

learning. The CNN model's performance was also 

contrasted with that of other classification techniques, 

including Random Forest and Support Vector Machines 

(SVMs). Based on measures including accuracy, 

precision, recall, and F1-score for each material 

category across three datasets, the system was able to 

identify soil types with 100% accuracy. 

B. Block Diagram 

The classification of five types of sand consist 

of three types of silica sand and two types of river sand. 

Based on their microscopic images is the focus of this 

research. This research comprises microscopic images 

of sand, including two types of river sand (Cipongkor 

and Citarum) and three types of silica sand (brown, 

cream, and white). Moreover, three CNN architectures 

were evaluated: ResNet50, Inception v3, and LeNet-5. 

The block diagram of sand classification is shown in 

figure 1. The block includes input, process, and output. 

The input is a microscopic image of sand. The process 

begins with detecting microscopic features of the sand 

using Convolutional Neural Network (CNN). The 

output of the system is the accuracy value of its 

detection and classification results of sand types. The 

process was simulated by using Visual Studio Code for 

image processing and classification. 

Cipongkor and Citarum sands were specifically 

selected due to their prominent use in the region's 

construction projects. These sands are valued for their 

smooth texture, uniform grain size, and excellent 

durability, which contribute to superior performance in 

concrete and mortar applications. As they are 

frequently utilized in local construction practices, their 

inclusion in the dataset ensures the research relevance 

to real-world applications, particularly in addressing 

quality control challenges for commonly used materials 

in the area. 

LeNet-5, Inception v3, and ResNet50 were selected 

for their various design approaches and ability to handle 

varying levels of image complexity and details. LeNet-

5, a core CNN model, served as a baseline for 

evaluating the effectiveness of early CNN architectures 

in sand classification. Inception v3, known for its multi-

scale feature extraction enabled by modified 

convolutions, was chosen to investigate its efficacy on 

textures with considerable variability. ResNet50, which 

incorporates residual learning and a deep architecture, 

was chosen to investigate its capacity to recognize 

complicated picture features while addressing training 

issues such as vanishing gradients. The integration of 

these models results in a full evaluation of sand 

classification performance across various CNN 

configurations. 

 

Fig. 1. Block Diagram of Sand Material Classification System 

C. Digital Microscope Camera 

The digital microscope camera is a camera to 

capture high-resolution images of specimens under 

magnification and display them on a computer or 

monitor. It enables real-time and detailed observation 

of microscopic samples, enhancing both viewing and 

analysis processes [11]. In this paper, the digital 

microscope camera capture microscopic images of sand 

particles as the input data for the Convolutional Neural 

Network (CNN) model. These images provide detailed 

representations of the sand's texture and morphology, 

enabling the CNN to learn and classify various sand 

types based on their unique microstructural properties. 

The digital microscope camera is illustrated in Figure 2. 

 

Fig. 2. Digital Microscope Camera 

D. Sand Materials 

Sand is a common granular material in construction, 

composed of small rock and mineral particles with 

diameters ranging from 0.0625 mm to 2 mm [12]. In 

this paper, two types of river sand and three types of 

silica sand were used as the dataset. River sand, 

originating from riverbeds, consists of rounded 

particles shaped by natural erosion and transportation. 

Its smooth texture and high quality make it ideal for 

applications in concrete and mortar [13]. In contrast, 

silica sand, primarily composed of silicon dioxide 

(SiO₂), is valued for its chemical resistance and 

hardness. Due to its purity and durability, silica sand is 
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widely used in industries such as hydraulic fracturing, 

foundry casting, and glassmaking [14].  Images of the 

sand material used as a dataset can be seen at Figure 3. 

 

Fig. 3. Image Dataset: (a) Cipongkor River Sand, (b) Sand 
Citarum River, (c) Cream Silica Sand, (d) Brown Silica Sand, (e) 

White Silica Sand 

E. Convolutional Neural Network (CNN) 

A Convolutional Neural Network (CNN) is a deep 

learning architecture designed to process and recognize 

patterns in image data through hierarchical layers. 

CNNs are particularly effective for image classification 

tasks because they can automatically extract and learn 

features from raw pixel data without requiring manual 

feature selection. The structure of CNNs is inspired by 

the visual processing mechanisms of biological 

systems, specifically the hierarchical pattern 

recognition of the human brain [15] . The example of 

CNN structure is shown in Figure 4. 

 

Fig. 4. Structure of a Convolutional Neural Network for Image 

Classification [15] 

CNNs consist of several types of layers, each 

playing a key role in the network’s ability to process 

image data: 

• Convolutional Layer: This is the first layer where 

filters (kernels) are applied to the input image. Each 

filter slides across the image to capture low-level 

features like edges, textures, and colors. The result 

is a set of feature maps that represent different 

aspects of the input data. These feature maps serve 

as the foundation for deeper layers to learn more 

complex patterns. 

• Activation Layer: Activation functions are applied 

following convolutional processes to introduce non-

linearity into the network. Functions like Rectified 

Linear Units (ReLU) help the network capture 

complex, non-linear relationships within the data. 

• Pooling Layer: The pooling layer reduces the 

dimensionality of feature maps while retaining key 

information. Max-pooling, a common technique, 

captures the peak value within a specific window, 

reducing feature map size and aiding in overfitting 

prevention. 

• Batch Normalization Layer: This layer normalizes 

the input to each layer, helping to stabilize the 

learning process and speed up training. Batch 

normalization ensures that the network remains 

robust by preventing large variations in the input 

data. 

• Dropout Layer: Dropout is a method for decreasing 

overfitting in which some neurons are randomly 

"ignored" during training. This forces the network 

to create more robust and redundant feature sets. 

• Fully Connected Layer: The feature maps are 

flattened into a single vector and routed through one 

or more completely connected layers. This layer 

outputs the classification probabilities or the 

predicted labels for the input image, depending on 

the problem [16]. 

These CNN models are optimized to detect the 

minor differences in texture, coloration, and shape of 

grains that characterize each sand type. A comparison 

of sand classification performance is conducted using 

three prominent CNN architectures, LeNet-5 [5], 

Inception v3 [6] and, ResNet50 [7]. 

1) LeNet-5 

LeNet-5, introduced by Yann LeCun in the late 

1990s, was initially designed for image recognition 

tasks, specifically for classifying handwritten digits [5]. 

LeNet-5 is a convolutional neural network (CNN) 

architecture based on gradient descent, originally 

developed for recognizing handwritten digits. An input 

layer that processes 32×32 pixel pictures of digits (0–9) 

and an output layer with 10 nodes, each of which 

corresponds to a digit from 0–9, make up the 

conventional LeNet-5 design shown in Figure 5. Three 

convolutional layers, two pooling layers, and one fully 

connected layer make up LeNet-5's six extra layers in 

addition to the input and output layers. A 2×2 kernel is 

used by the pooling layers, and 5×5 filters are applied 

by the convolutional layers. Additionally, the fully 

linked layer lowers the number of neurons from 120 to 

84, improving the model's parameter training efficiency 

[17]. However, its architecture is also effective at 

classifying patterns and textures in different images, 

making it useful for tasks like sand classification, where 

detecting microstructural details is important. 

 

Fig. 5. LeNet-5 Architecture [18] 

2) Inception v3 
Inception v3 is a convolutional neural network 

(CNN) architecture developed by Google for efficient 
image classification tasks. The primary novelty of 
Inception v3 is its capacity to extract both fine and 
larger details from an image by employing several filter 
sizes (1×1, 3×3, 5×5) to collect multi-scale 
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characteristics within the same layer [6]. This approach 
makes Inception v3 highly effective in handling 
complex images where the object size and features can 
vary significantly. 

One of the primary improvements in Inception v3 is 
the use of factorized convolutions, which break down 
larger convolutions into smaller ones (e.g., 3×3 into two 
1×3 and 3×1 convolutions). This increases 
computational performance and lowers the number of 
parameters without compromising accuracy. To 
stabilize the learning process and speed up and improve 
the reliability of training, the model also includes batch 
normalization [19]. The model's architecture is 
presented in Figure 6. 

 

Fig. 6. Inception v3 network structure [19] 

In this paper, Inception v3 is used to classify 
microscopic images of sand, classifying different types 
of sand grains based on their textures and 
microstructures. The architecture's ability to handle 
varying scales and extract detailed features makes it 
well-suited for this task, as the sand grains exhibit 
diverse shapes and patterns that require robust feature 
extraction for accurate classification. 

3)  ResNet50 (Residual Networks) 
ResNet50 is a deep convolutional neural network 

(CNN) architecture developed to address the vanishing 
gradient issue that often occurs in extremely deep 
networks. ResNet incorporates shortcut connections 
that bypass certain layers, facilitating residual learning. 
This approach allows layers to capture the difference, 
or residual, between the input and the target output [7]. 
These connections facilitate the retention of 
information within the network and simplify the 
training process. The 50 layers of the ResNet50 model 
are composed of convolutional layers followed by 
identity shortcuts in each residual block. This 
architecture ensures efficient learning by allowing 
layers to focus on the residuals, improving accuracy and 
enabling deeper networks to perform better without 
degradation in training [20]. The structure of ResNet50 
is illustrated in Figure 7. 

 

Fig. 7. Architecture of ResNet50 [20] 

In this system, ResNet50 is applied to classify sand 
images by detecting subtle microstructural patterns in 
sand grains. The residual connections allow the model 
to capture and generalize complex features across 
different types of sand, improving classification 
accuracy. 

F. Confusion Matrix 

A confusion matrix is an important tool for 
assessing the effectiveness of a classification model 
[19]. It presents a clear overview of the model's 
predictions in comparison to the actual ground truth, 
classifying the outcomes into four distinct situations: 

• True Positive (TP): Both the predicted and actual 

classes are implied to be positive since the model 

accurately predicts the positive class. 

• The True Negative (TN): Both the predicted and 

actual classes are negative, demonstrating that the 

model effectively recognizes the negative class. 

• False Positive (FP): The model makes a mistake 

when it predicts the positive class when the real 

class is negative. 

• False Negative (FN): When the model wrongly 

assigns a positive instance to the negative class. 

[21]. 

The confusion matrix is especially useful in multi-
class classification tasks, like the sand classification in 
this paper, as it highlights how well the model 
distinguishes between different classes. Key metrics 
including accuracy, precision, recall, and F1-score can 
be obtained by examining the confusion matrix; this 
gives information about the model's advantages and 
shortcomings. 

In this paper, confusion matrices are constructed for 
LeNet-5 [5], Inception v3 [6] and, ResNet50 [7]. 
models to evaluate their performance in classifying 
different sand types. The confusion matrix supports to 
classify patterns of misclassification, assess the model's 
reliability, and guide further optimization. 

Model accuracy, a standard metric obtained from 
the confusion matrix, is determined by calculating the 
proportion of correctly predicted cases (including both 
true positives and true negatives) relative to the total 
instances in the dataset. The formula to calculate 
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accuracy is as follows.The formula for accuracy is as 
follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

• TP = True Positives (correctly predicted positive 
cases) 

• TN = True Negatives (correctly predicted negative 
cases) 

• FP = False Positives (incorrectly predicted positive 
cases) 

• FN = False Negatives (incorrectly predicted 
negative cases) [22] 

III. RESULTS AND DISCUSSION 

A. Results 

The dataset used in this paper contains 150 images 

for each sand type, including two river sand types 

(Cipongkor and Citarum) and three silica sand types 

(brown, cream, and white). The total amount of data is 

750 images for 5 types of sand. The images were 

captured using a high-resolution digital microscope and 

were resized into 150×150 pixel as the input for CNN. 

The dataset was split into five different ratios: 

70:30, 75:25, 80:20, 85:15, and 90:10, with percentages 

allocated to training and testing sets, respectively. 

Exploring different training and testing data splits in 

this research was essential to obtain the optimum 

model's performance. This suggests an excellent 

convergence between generalization and learning, 

improving classification results.  For each ratio, the 

training set contained train data and validation data. The 

train data consist of the majority of the images to ensure 

the models had sufficient data to learn and validation 

data were used to fine-tune the models.  Test set was 

used to evaluate model performance. While the dataset 

provides a solid foundation for a preliminary research, 

its particular focus on specific sand samples may limit 

ability to generalize and cause overfitting issues. To 

address these issues, data augmentation methods such 

as random rotations, width and height shifts, zooming, 

brightness adjustments, and horizontal flipping were 

used to increase the dataset's diversity and reduce 

overfitting. 

We compare three CNN models—LeNet-5, 

Inception v3, and ResNet50—optimized to distinguish 

fine-grained properties of sand types, including as 

texture, coloring, and morphology. To ensure uniform 

evaluation, all models were trained with the Adam 

optimizer, learning rate 0.00001, a batch size of 32, and 

up to 100 epochs. The comparison of accuracy across 

different dataset splits for LeNet-5 [5], Inception V3 

[6], and ResNet50 [7] models is presented in Table I.  

TABLE I.  ACCURACY COMPARISON OF DIFFERENT MODELS 

ACROSS DATASET SPLITSABLE STYLES 

Dataset 

Split 

CNN Architectures Accuracy 

LeNet-5 [5] Inception v3 [6] ResNet50 [7] 

70 : 30 59% 93% 93% 

75 : 25 45% 96% 97% 

80 : 20 72% 92% 92% 

85 : 15 43% 92% 99% 

90 : 10 70% 95% 95% 

Table I presents a comparison of accuracy among 

three CNN architectures LeNet-5 [5], Inception v3 [6], 

and ResNet50 [7]  across different dataset splits. LeNet-

5 demonstrates the lowest performance among the 

models, with its highest accuracy recorded at 72% in 

the 80:20 split. Inception v3 performs considerably 

better, maintaining an accuracy of over 92% in the 

majority of splits. However, ResNet50 consistently 

outperforms both, achieving outstanding classification 

accuracy (upto 100%) at the 85:15 split. ResNet50 

showed the superior performance results based on its 

capacity to apply residual learning in maintaining 

accuracy over deeper layers, which allows it to capture 

subtle microstructural differences in the sand images. 

The results exceed those reported in previous research, 

offering a benchmark for novelty and validating the 

effectiveness of the proposed approach. 

Although the primary parameter to evaluate the 

model's classification performance was accuracy, other 

metrics such as F1-score, precision, recall, and 

confusion matrix were also employed to obtain a more 

comprehensive understanding of how well the model 

performed. Figure 8 shows the confusion matrix for the 

LeNet-5 model, Figure 9 illustrates the results for 

Inception v3, and Figure 10 displays the matrix for 

ResNet50. These matrices provide a detailed view of 

how each model classified the different sand types.To 

gain deeper insights into the classification performance, 

confusion matrices for each architecture are presented. 

Figure 8 shows the confusion matrix for the LeNet-5 

model, Figure 9 illustrates the results for Inception v3, 

and Figure 10 displays the matrix for ResNet50. These 

matrices provide a detailed view of how each model 

classified the different sand types. 

 

Fig. 8. Confusion Matrix for LeNet-5 Model in Sand Type 

Classification 
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From the confusion matrix, it is evident that the 

model achieves its best performance when classifying 

Cipongkor sand and Brown silica, as both sand types 

are correctly classified in most instances. The model 

shows strong accuracy in detecting these two 

categories, which have clear distinguishing features. 

 

Fig. 9. Matrix for Inception v3 Model in Sand Type Classification 

From the confusion matrix, the model achieves 

near-perfect classification for Brown silica, Cream 

silica, and White silica, as indicated by the diagonal 

dominance in the confusion matrix. The true positive 

rates for these sand types are impressive, showing the 

model's effectiveness in capturing the unique 

characteristics of these specific sand types. 

 

Fig. 10. Confusion Matrix for ResNet50 Model in Sand Type 

Classification 

From the confusion matrix, we can observe that the 

model classifies all sand types with 100% accuracy. 

The matrix shows no misclassifications, indicating that 

the model effectively classifies each of the five sand 

types with complete precision, ensuring flawless 

performance in recognizing microscopic features. 

Following the analysis of the confusion matrices, it 

is crucial to evaluate the models using more detailed 

performance metrics such as precision, recall, and F1-

scores. These metrics provide a deeper understanding 

of how effectively each CNN architecture classifies 

various sand types [23]. While accuracy offers a general 

overview, precision, recall, and F1-scores give more 

specific insights into the balance between true positives, 

false positives, and false negatives within the 

classification outcomes. 

Tables II, III, and IV present the precisions, recalls, 

and F1-scores for LeNet-5, Inception v3, and 

ResNet50, respectively, demonstrating each model's 

performance across different sand classification tasks. 

TABLE II.  LENET-5 RESULT 

Class Precision Recall F1-Score 

Brown silica  0.6 0.75 0.67 

Cream silica 0.83 0.62 0.71 

White silica 0.75 0.75 0.75 

Cipongkor sand 0.78 0.88 0.82 

Citarum sand 0.71 0.62 0.67 

Based on Table II, Cipongkor sand achieved the 

best performance with an F1-score of 0.82, while White 

silica also performed well with an F1-score of 0.75. 

Cream silica had the highest precision (0.83) but lower 

recall, resulting in an F1-score of 0.71. Brown silica and 

Citarum sand had lower F1-scores, both at 0.67, 

indicating areas where classification could be 

improved. 

TABLE III.  INCEPTION V3 RESULT 

Class Precision Recall F1-Score 

Brown silica  1.0 0.94 0.97 

Cream silica 0.94 1.0 0.97 

White silica 0.94 1.0 0.97 

Cipongkor sand 0.82 0.88 0.85 

Citarum sand 0.93 0.81 0.87 

Based on Table III, Inception v3 demonstrates high 

performance, with Brown silica, Cream silica, and 

White silica achieving F1-scores of 0.97. Cipongkor 

sand and Citarum sand, while slightly lower, still 

perform well with F1-scores of 0.85 and 0.87, 

respectively, indicating strong classification 

capabilities for all sand types. 

TABLE IV.  RESNET50 RESULT 

Class Precision Recall F1-Score 

Brown silica  1.0 1.0 1.0 

Cream silica 1.0 1.0 1.0 

White silica 1.0 1.0 1.0 

Cipongkor sand 1.0 1.0 1.0 

Citarum sand 1.0 1.0 1.0 

As shown in Table IV, ResNet50 achieves perfect 

results, with all sand types having precision, recall, and 

F1-scores of 1.0. This indicates that ResNet50 classifies 

all sand types flawlessly without any misclassifications. 

IV. CONCLUSION 

In this paper, sand type classification was performed 

using three Convolutional Neural Network (CNN) 

architectures—LeNet-5, Inception v3, and ResNet50—
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on microscopic images to determine accuracy in 

distinguishing between sand types. Based on the results, 

LeNet-5 and Inception v3 both demonstrated strong 

performance in classifying sand types, showing their 

effectiveness for image processing tasks. However, 

ResNet50 consistently achieved the highest accuracy 

across all dataset splits, making it the most effective 

model for this research. 

The results highlight the potential of CNN-based 

systems in real-world applications, such as material 

quality inspection in the construction industry. Using 

these models in automated systems alongside digital 

microscope cameras could offer a dependable solution 

for fast and accurate analyzing sand samples, obtaining 

the demands of industries such as concrete 

production.This approach minimizes human error, 

reduces inspection time, and improves the consistency 

of material quality, ultimately enhancing the durability 

and reliability of construction projects. 

Nevertheless, this paper has limitations, including 

the use of a relatively small dataset and specific sand 

types, which may impact the generalizability of the 

models. Further research should focus on expanding the 

dataset to include a wider range of sand types and 

conditions while exploring additional CNN 

architectures and techniques to further improve 

classification accuracy. These steps will ensure the 

robustness and applicability of the proposed models in 

broader industrial contexts. 
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Abstract—This electronic document is a “live” template 

which you can use on preparing your Ultima Computing 

paper. Use this document as a template if you are using 

Microsoft Word 2007 or later. Otherwise, use this 

document as an instruction set. Do not use symbol, 

special characters, or Math in Paper Title and Abstract. 

Do not cite references in the abstract. 

Index Terms—enter key words or phrases in 

alphabetical order, separated by semicolon ( ; ) 

I. INTRODUCTION 

This template, modified in MS Word 2007 and 

saved as a Word 97-2003 document, provides authors 

with most of the formatting specifications needed for 

preparing electronic versions of their papers. Margins, 

column widths, line spacing, and type styles are built-

in here. The authors must make sure that their paper 

has fulfilled all the formatting stated here. 

Introduction commonly contains the background, 

purpose of the research, problem identification, and 

research methodology conducted by the authors which 

been describe implicitly. Except for Introduction and 

Conclusion, other chapter’s title must be explicitly 

represent the content of the chapter. 

II. EASE OF USE 

A. Selecting a Template 

First, confirm that you have the correct template 

for your paper size. This template is for Ultima 

Computing. It has been tailored for output on the A4 

paper size. 

B. Maintaining the Integrity of the Specifications 

The template is used to format your paper and style 

the text. All margins, column widths, line spaces, and 

text fonts are prescribed; please do not alter them. 

III. PREPARE YOUR PAPER BEFORE STYLING 

Before you begin to format your paper, first write 

and save the content as a separate text file. Keep your 

text and graphic files separate until after the text has 

been formatted and styled. Do not add any kind of 

pagination anywhere in the paper. Please take note of 

the following items when proofreading spelling and 

grammar. 

A. Abbreviations and Acronyms 

Define abbreviations and acronyms the first time 

they are used in the text, even after they have been 

defined in the abstract. Abbreviations such as IEEE, 

SI, MKS, CGS, sc, dc, and rms do not have to be 

defined. Abbreviations that incorporate periods should 

not have spaces: write “C.N.R.S.,” not “C. N. R. S.” 

Do not use abbreviations in the title or heads unless 

they are unavoidable. 

B. Units 

• Use either SI (MKS) or CGS as primary units 

(SI units are encouraged). 

• Do not mix complete spellings and 

abbreviations of units: “Wb/m2” or “webers 

per square meter,” not “webers/m2.” Spell 

units when they appear in text: “...a few 

henries,” not “...a few H.” 

• Use a zero before decimal points: “0.25,” not 

“.25.” 

C. Equations 

The equations are an exception to the prescribed 

specifications of this template. You will need to 

determine whether or not your equation should be 

typed using either the Times New Roman or the 

Symbol font (please no other font). To create 

multileveled equations, it may be necessary to treat the 

equation as a graphic and insert it into the text after 

your paper is styled. 

Number the equations consecutively. Equation 

numbers, within parentheses, are to position flush 

right, as in (1), using a right tab stop. 

 2

2 0
0

( , ) [ / (2 )]
r

F r dr d r   =  (1) 

Note that the equation is centered using a center 

tab stop. Be sure that the symbols in your equation 

have been defined before or immediately following the 



equation. Use “(1),” not “Eq. (1)” or “equation (1),” 

except at the beginning of a sentence: “Equation (1) is 

...” 

D. Some Common Mistakes 

• The word “data” is plural, not singular. 

• The subscript for the permeability of vacuum 

0, and other common scientific constants, is 

zero with subscript formatting, not a lowercase 

letter “o.” 

• In American English, commas, semi-/colons, 

periods, question and exclamation marks are 

located within quotation marks only when a 

complete thought or name is cited, such as a 

title or full quotation. When quotation marks 

are used, instead of a bold or italic typeface, to 

highlight a word or phrase, punctuation should 

appear outside of the quotation marks. A 

parenthetical phrase or statement at the end of a 

sentence is punctuated outside of the closing 

parenthesis (like this). (A parenthetical 

sentence is punctuated within the parentheses.) 

• A graph within a graph is an “inset,” not an 

“insert.” The word alternatively is preferred to 

the word “alternately” (unless you really mean 

something that alternates). 

• Do not use the word “essentially” to mean 

“approximately” or “effectively.” 

• In your paper title, if the words “that uses” can 

accurately replace the word using, capitalize 

the “u”; if not, keep using lower-cased. 

• Be aware of the different meanings of the 

homophones “affect” and “effect,” 

“complement” and “compliment,” “discreet” 

and “discrete,” “principal” and “principle.” 

• Do not confuse “imply” and “infer.” 

• The prefix “non” is not a word; it should be 

joined to the word it modifies, usually without 

a hyphen. 

• There is no period after the “et” in the Latin 

abbreviation “et al.” 

• The abbreviation “i.e.” means “that is,” and the 

abbreviation “e.g.” means “for example.” 

IV. USING THE TEMPLATE 

After the text edit has been completed, the paper is 

ready for the template. Duplicate the template file by 

using the Save As command, and use the naming 

convention as below 

ULTIMATICS_firstAuthorName_paperTitle. 

In this newly created file, highlight all of the 

contents and import your prepared text file. You are 

now ready to style your paper. Please take note on the 

following items. 

A. Authors and Affiliations 

The template is designed so that author affiliations 

are not repeated each time for multiple authors of the 

same affiliation. Please keep your affiliations as 

succinct as possible (for example, do not differentiate 

among departments of the same organization). 

B. Identify the Headings 

Headings, or heads, are organizational devices that 

guide the reader through your paper. There are two 

types: component heads and text heads. 

Component heads identify the different 

components of your paper and are not topically 

subordinate to each other. Examples include 

ACKNOWLEDGMENTS and REFERENCES, and 

for these, the correct style to use is “Heading 5.”  

Text heads organize the topics on a relational, 

hierarchical basis. For example, the paper title is the 

primary text head because all subsequent material 

relates and elaborates on this one topic. If there are 

two or more sub-topics, the next level head (uppercase 

Roman numerals) should be used and, conversely, if 

there are not at least two sub-topics, then no subheads 

should be introduced. Styles, named “Heading 1,” 

“Heading 2,” “Heading 3,” and “Heading 4”, are 

prescribed. 

C. Figures and Tables 

Place figures and tables at the top and bottom of 

columns. Avoid placing them in the middle of 

columns. Large figures and tables may span across 

both columns. Figure captions should be below the 

figures; table heads should appear above the tables. 

Insert figures and tables after they are cited in the text. 

Use the abbreviation “Fig. 1,” even at the beginning of 

a sentence. 

TABLE I.  TABLE STYLES 

Table 

Head 

Table Column Head 

Table column subhead Subhead Subhead 

copy More table copy   

 



 

Fig. 1. Example of a figure caption 

V. CONCLUSION 

A conclusion section is not required. Although a 

conclusion may review the main points of the paper, 

do not replicate the abstract as the conclusion. A 

conclusion might elaborate on the importance of the 

work or suggest applications and extensions. 

APPENDIX 

Appendixes, if needed, appear before the 

acknowledgment. 

ACKNOWLEDGMENT 

The preferred spelling of the word 

“acknowledgment” in American English is without an 

“e” after the “g.” Use the singular heading even if you 

have many acknowledgments. Avoid expressions such 

as “One of us (S.B.A.) would like to thank ... .” 

Instead, write “F. A. Author thanks ... .” You could 

also state the sponsor and financial support 

acknowledgments here. 
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The template will number citations consecutively 

within brackets [1]. The sentence punctuation follows 

the bracket [2]. Refer simply to the reference number, 

as in [3]—do not use “Ref. [3]” or “reference [3]” 

except at the beginning of a sentence: “Reference [3] 

was the first ...” 

Number footnotes separately in superscripts. Place 

the actual footnote at the bottom of the column in 

which it was cited. Do not put footnotes in the 

reference list. Use letters for table footnotes. 

Unless there are six authors or more give all 

authors’ names; do not use “et al.”. Papers that have 

not been published, even if they have been submitted 

for publication, should be cited as “unpublished” [4]. 

Papers that have been accepted for publication should 

be cited as “in press” [5]. Capitalize only the first 

word in a paper title, except for proper nouns and 

element symbols. 

For papers published in translation journals, please 

give the English citation first, followed by the original 

foreign-language citation [6]. 
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