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FOREWORD 

 

ULTIMA Greetings!  

Ultima Computing : Jurnal Sistem Komputer is a Journal of Computer Engineering and Electrical 

Engineering at Multimedia Nusantara University which presents scientific research articles in the 

field of Computer Systems as well as the latest theoretical and practical issues, including Edge 

Computing, Internet-of-Things, Embedded Systems, Robotics, Control Systems, Network and 

Communication, System Integration, and other topics in the field of Computer Engineering and 

Electrical Engineering. 

In this June 2025 edition, Ultima Computing enters the 1st Edition of Volume 17. In this edition 

there are six scientific papers from researchers, academics and practitioners in the fields of 

Computer Engineering and Electrical Engineering. Some of the topics raised in this journal are: 

Real-Time Space Availability Detection in Smart Parking Systems using Infrared Sensor and 

Microcontroller ATmega 328p, Long Term Prediction of Extreme Weather with Long Short-Term 

Memory (LSTM) Model: Effect of Climate Change, Design of Greenhouse Prototype Controller 

and Monitor on Green Mustard Plants IoT, Design of a Nutrient and Environment Monitoring IoT 

Device in Vertical Hydroponic System, An Adaptive Stacking Approach for Monthly Rainfall 

Prediction with Hybrid Feature Selection, and Micro-Scale CPV Performance Enhancement 

through V-Trough Concentration and Passive Cooling. 

On this occasion we would also like to invite the participation of our dear readers, researchers, 

academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific 

papers to: International Journal of New Media Technology (IJNMT), Ultimatics : Jurnal Teknik 

Informatics, Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of 

Computer Systems. Information regarding writing guidelines and templates, as well as other related 

information can be obtained through the email address ultimacomputing@umn.ac.id and the web 

page of our Journal here. 

Finally, we would like to thank all contributors to this June 2025 Edition of Ultima Computing. We 

hope that scientific articles from research in this journal can be useful and contribute to the 

development of research and science in Indonesia. 

 

June 2025,  

 

 

 

Monica Pratiwi, S.ST., M.T.  

Editor-in-Chief 

 

 

  

 

 

 

 

 

  

mailto:ultimacomputing@umn.ac.id
https://ejournals.umn.ac.id/index.php/SK/


 

 

 

 

iv Ultima Computing : Jurnal Sistem Komputer, Vol. 16, No. 2 | December 2024 

 

ISSN 2355-3286 

TABLE OF CONTENT 
 

 

 

  

Real-Time Space Availability Detection in Smart Parking Systems using Infrared 

Sensor and Microcontroller ATmega 328p 

Fidel Lusiana Putri 

 

 

1-7 

  

Long Term Prediction of Extreme Weather with Long Short-Term Memory (LSTM) 

Model: Effect of Climate Change 

Nurulita Purnama Putri, Adhi Harmoko Saputro 8-16 

  

Design of Greenhouse Prototype Controller and Monitor on Green Mustard Plants 

IoT 

Ahmad Nur Rozzaq, Alex Harijanto, Maryani 17-29 

  

Design of a Nutrient and Environment Monitoring IoT Device in Vertical 

Hydroponic System 

Ricardo Linelson, Fahmy Rinanda Saputri 30-37 

  

An Adaptive Stacking Approach for Monthly Rainfall Prediction with Hybrid Feature 

Selection 

Ahmad Zulfa, Ahmad Saikhu, Muhamad Hilmil Muchtar Aditya Pradana, Irvan Budiawan 38-46 

  

Micro-Scale CPV Performance Enhancement through V-Trough Concentration and 

Passive Cooling 

Nicholas Robert, Johanes Dimas Paramasatya, Niki Prastomo 47-53 

  

  

  

  

  

  

  

  

  

  

  

  

  



 

 

 

 

1 Ultima Computing : Jurnal Sistem Komputer, Vol. 17, No. 1 | June 2025 

 

ISSN 2355-3286 

Real-Time Space Availability Detection in 

Smart Parking Systems using Infrared Sensor 

and Microcontroller ATmega 328p  
 

Fidel Lusiana Putri1 
1Electrical Engineering, Faculty of Engineering, Universitas Negeri Semarang, Semarang, Indonesia 

1fidellusiana@students.unnes.ac.id 
 

Accepted January 22, 2025 

Approved April  11, 2025 

 
Abstract—In the growing digital era, vehicles have 

become a staple for daily mobility. This poses a 

significant parking problem, especially in urban areas 

with limited parking spaces. The search for parking 

spaces often leads to congestion, air pollution, fuel waste, 

and frustration for drivers. This research aims to develop 

an smart parking system using infrared sensors and an 

ATmega328p microcontroller to detect the availability of 

parking slots in real time. This system provides 

information to the driver through a Liquid Crystal 

Display (LCD) screen installed at the entrance of the 

parking area. The methods used in this research are 

direct testing and tool prototyping. The test results show 

that the parking system model successfully displays the 

availability status of each parking area in real-time on the 

display screen, with data obtained from infrared sensors 

and processed by the ATmega328p microcontroller. 

Index Terms—Automatic Parking Slot; Internet of 

Things (IoT); Infrared sensor; Traffic Congestion 

I. INTRODUCTION 

 In the current development of the digital era, 

vehicles have become a basic need for mobility in daily 

life [1-5]. This leads to crucial parking problems, 

affecting people's quality of life. With a limited 

number of parking spaces in almost every city, finding 

a parking space is often time-consuming and causes 

traffic congestion, air pollution, fuel waste, and 

frustration for drivers [5-11]. In addition, urban 

expansion leads to traffic congestion, where the search 

for parking spaces accounts for up to 30%-50% of 

congestion within cities [4][7][12-14]. Therefore, the 

availability of parking spaces is a major issue in urban 

areas, and awareness of its importance is increasing. So 

smart parking management systems that collect real-

time information about parking locations that are 

accessible to the public are becoming a major focus 

[4][5][15-20]. 

According to Statista [21], it is estimated that the 

number of autonomous vehicles worldwide will 

increase to more than 54 million by 2024, with a global 

market value of nearly 62 billion US dollars by 2026. 

This indicates a growing need for efficient and 

innovative parking solutions. Smart parking systems 

can help overcome various problems arising from 

conventional parking by utilizing technologies such as 

the Internet of Things (IoT), sensors, and mobile 

applications [1-7][12][14-17][22][23]. 

Some research on automotive parking systems has 

been carried out, such as research conducted by S. 

Saravanan et al. [17] designed an IoT-based smart 

parking system.  This system uses infrared sensors to 

detect available parking spaces and display the 

information on a mobile application, where users can 

reserve parking spaces and reduce traffic congestion. 

The system also includes an experimental setup with 

Infrared sensors, Arduino Uno, and Wireless Fidelity 

(Wi-Fi) modules. 

Research by Md. Thoufiq Zumma et al. [24] 

designed an Arduino Uno-based smart car parking 

system. The system uses MobileNet Classifier to 

recognize available parking slots based on images 

taken from cameras that continuously monitor parking 

lot conditions. In addition, the system also involves 

components such as servo motors, IR sensors, fire 

alarms, and Liquid Crystal Display (LCD) that are all 

connected to Arduino. 

Research by Soni et al. [25] also designed a smart 

parking system that uses ATmega 328p 

microcontroller technology. The parking system uses 

infrared sensors to detect the availability of parking 

slots and then display them on the LCD screen. 

Buzzers and Light Emitting Diode (LED) are also used 

as warnings if there are vehicles in and out. 

From various literature conducted, the application 

of technology in parking management systems can be 

an effective solution to overcome this problem. One 

approach that can be taken is to develop a smart 

parking system that can detect the availability of 

parking spaces in real time and provide that 

information to the driver [4][5][8][15-20][22][24][25]. 

This system not only helps drivers find parking spaces 

quickly but also reduces traffic congestion caused by 

prolonged searches for parking spaces [5][6][12][20]. 

mailto:1fidellusiana@students.unnes.ac.id
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In this study [15] introduced a smart parking 

system that uses Arduino and infrared sensors to detect 

the presence of vehicles and display parking 

availability in real-time. Aimed at reducing traffic 

congestion and fuel consumption, the system uses 

LEDs to indicate slot status.  

In [17], an Arduino Uno-based smart parking 

system was developed using IR sensors and a Telnet-

based mobile app to monitor parking availability. 

However, the system lacks user-friendly features, 

object differentiation, and real-world validation. This 

highlights the need for a more scalable and intelligent 

parking system with improved accuracy and usability. 

In [18], an ultrasonic-based parking assistance 

system uses Arduino Uno to improve safety and 

convenience by providing real-time visual and 

auditory feedback. While the system is low-cost and 

easy to implement, it has limitations such as inaccurate 

distance measurement and difficulty in detecting 

certain objects.  

This research will be carried out with a direct test 

method and prototyping tools by utilizing infrared 

sensors to detect the availability of parking slots. Real-

time information regarding the availability of parking 

slots will be displayed on the information screen 

installed at the entrance of the parking area. This 

allows drivers to know the status of parking availability 

before entering the parking area, so they can avoid full 

areas and find alternatives more efficiently. 

 The implementation of this automated parking 

system is expected to increase convenience and 

efficiency in parking management in urban areas, 

reduce the negative impact of searching for parking 

spaces, and support the creation of a more 

environmentally friendly and organized urban 

environment. 

II. METHODOLOGY 

The method used in this research is hands-on testing 

and prototyping which involves several stages, 

including overall system design through block 

diagrams, system flowcharts, and hardware and 

software system design. The initial stage involved 

designing a block diagram to provide an overview of 

the main components and their relationships, followed 

by designing a system flowchart that describes the 

operational steps. Next, the hardware and software 

design were carried out to ensure that the physical 

components and applications that support the operation 

of the system are designed as required. 

A. System Block Diagram 

The initial stage in this research is a system design 

that identifies the system components using a block 

diagram. The system is designed using electronic 

components shown in Figure 1 as a block diagram. 

These electronic components include an infrared 

sensor, Atmega328 microcontroller, servo motor, LCD 

and Power Supply. 

 

Fig. 1. System Block Diagram 

 The system uses infrared sensors to detect vehicles. 

The sensors are installed in each parking slot, entrance 

gate, and exit gate to monitor vehicle occupancy and 

vehicle entry and exit. Where the gate is controlled 

using a servo motor. 

The main component of this parking system is the 

Arduino ATmega 328p microcontroller, which 

interprets input data from Infrared sensors based on 

instructions programmed and stored in its memory. 

Here are the functions of the components in the 

block diagram [26]: 

 

1. Power Supply: This circuit begins with a 5-

volt, 2-ampere power source from an Arduino 

Uno. The 5-volt power supply has various 

components in the system. 

2. Arduino UNO: The Arduino UNO board 

serves as the main controller for the system. It 

processes sensor data, controls servo motors, 

and displays information on the LCD. 

3. Module I2C: This module interfaces with the 

20×4 LCD (Liquid Crystal Display), 

simplifying the connection between the LCD 

and the Arduino. 

4. 20×4 LCD: This LCD displays information 

about parking slots, including messages about 

slot availability and other system statuses. 

5. Infrared Sensor: The system utilizes two 

infrared sensor, one positioned at the entrance 

and the other at the exit gate. 

6. Mini Servo Motor: Mini servo motors control 

the opening and closing of gates, allowing or 

preventing vehicle entry based on data from 

the IR sensors. 

7. Six Parking Slots: The system features six 

parking spaces, each equipped with an Infrared 

sensor to detect the presence of a car. These 

sensors are crucial for monitoring which 

spaces are occupied and which are available. 

 

Overall, the Arduino microcontroller processes 

sensor data, controls gate access, and displays parking 
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slot information, making the parking system automated 

and efficient. 

 

B. Software Design 

This research utilizes the Arduino IDE software to 

write program code for the automatic parking system 

and slot availability management that has been 

designed to provide instructions to the system. For the 

Arduino Uno device to function properly, this program 

code must be entered into the Arduino Uno. To run the 

program in the Arduino Uno microcontroller, a USB 

drive, Arduino IDE software, and an ATmega328p 

Microcontroller are required. The following program 

code in C language serves to connect the various 

modules according to the condition of the components 

when used. 

C. System Flow Chart Design 

 An illustration of the overall system flow chart 

is shown in Figure 2 below. 

 
Fig. 2. System Flow Chart 

In the flowchart system above, the Arduino will 

receive input from the infrared sensor at the entrance, 

and then the Arduino will process the input to drive the 

servo motor so that the door portal opens. However, if 

the parking slot is detected to be full, the servo motor 

will not work, so the entrance portal will not open. The 

Arduino will also receive input from the infrared 

sensors installed in each parking slot, and then the 

Arduino will process the input to move the servo motor 

so that the entrance portal opens. The system will 

continue to run if the Arduino is connected to the 

power supply. 

D. Hardware System Design 

The circuit scheme of the system is shown in Figure 

3. 

 

Fig. 3. Circuit Diagram 

In Figure 3, the circuit configuration of the 

automatic parking system and parking slot availability 

is illustrated. This system utilizes an ATmega 328p 

microcontroller as the central controller.  Arduino 

handles sensor data processing, servo motor control, 

and information display on the LCD.  The 

microcontroller is connected to infrared sensors at the 

entrance and exit of the parking lot as well as at the five 

parking slots through digital pins 2-9 Arduino to detect 

the presence of cars. Besides being connected to the 

infrared sensor, the microcontroller is also connected 

to the I2C module and servo. The Arduino pin is 

connected to the I2C module on pins A4 and A5, then 

this I2C module is connected to the LCD to display 

parking slot availability information. The servo is 

connected to digital pin 3 of the Arduino to regulate the 

opening and closing of the parking bar. Based on the 

data collected from the Infrared sensor, the servo motor 

will be activated.  

This innovative automated parking system is 

designed to improve efficiency and convenience for 

users. The system utilizes various reliable components 

in Table 1 below. 

TABLE I.  COMPONENTS OF  PROTOTYPING 

No. Components Amount 

1 Arduino UNO 1 

2 IR Sensor 7 

3 Servo Motor 1 

4 Jumper Cables ± 30 

5 LCD 1 
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III. RESULTS AND ANALYSIS 

Based on a series of methods, the results of the tool 

design are shown in Figure 4. 

 

Fig. 4. Prototype Design 

The design results of the parking system and the 

automatic parking slot availability using Arduino are 

presented through prototypes and simulations, as 

shown in Figure 4. The initial step of the simulation of 

the prototype of this tool starts when a car approaches 

the parking entrance, then two infrared sensors 

installed on both sides of the gate will detect it. The 

task of this infrared sensor is to detect objects at a 

predetermined distance.  

This research utilizes the Arduino IDE software to 

write program code for the automatic parking system 

and slot availability management that has been 

designed to provide instructions to the system. In order 

for the Arduino Uno device to function properly, this 

program code must be entered into the Arduino Uno. 

To run the program in the Arduino Uno 

microcontroller, a USB drive, Arduino IDE software, 

and an ATmega328p Microcontroller are required. The 

following program code in C language serves to 

connect the various modules according to the condition 

of the components when used. 

In the test, once the car is detected at the parking 

entrance, the servo will open. Then the Infrared sensors 

installed in each slot will detect the empty parking slots 

and display them on the LCD screen at the entrance. 

Thus, the driver can know the available spaces within 

the parking area with perfect location accuracy from 

the entrance. Moreover, once the vehicle occupies one 

of the slots, the LCD screen will reduce the number of 

empty spaces by one unit, providing information about 

the number of available spaces at the entrance. 

 

Fig. 5. Initial Display on LCD 
In Figure 5 above, the initial display on the LCD 

when the system starts running is shown. Once the 

automated parking system and automated parking slot 

availability have been designed, the next step is to 

conduct a thorough test of the device. This test involves 

various conditions to ensure that the device is 

functioning properly. The results of this test will be 

displayed on a 16x2 LCD screen that provides 

information about available parking slots. The test 

results will be displayed in Table 2 below. 

TABLE II.  IR SENSOR TESTING OF ENTRANCE 

AND EXIT DOORS 

Test 

Conditions 

IR 

Sensor 

Servo  Gate LCD 

Display 

Car 

approaching 

entrance gate 

Detected  Active Open "Availabl

e Slots: 5" 

Car 

approaching 
entrance gate 

(all slots full) 

Detected Inactive Closed “Parking 

Full” 

Car moving 

away from the 

entrance gate 

Not 

Detected 

Inactive Closed "Availabl

e Slots: 5" 

Car 

approaching 

the exit gate 

Detected Active Open "Availabl

e Slots: 5" 

Car moving 
away from the 

exit gate 

Not 
Detected 

Inactive Closed "Availabl
e Slots: 5" 

 Table 2 above shows the system response to 

vehicles approaching the entry and exit gates. When a 

car approaches the entrance gate and there is an 

available slot, the IR sensor detects the vehicle, 

activates the servo motor to open the bar, and the LCD 

screen displays "Slot Available: 5." If the parking lot is 

full, the system correctly identifies this and keeps the 

bar closed, with the LCD display showing "Parking 

Full." This ensures that vehicles are not allowed to 

enter when there are no slots available, to prevent 

overcapacity. The 'Parking Full' condition is shown in 

Figure 6 below. 
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Fig. 6.  Full Slot Indication 

 As the vehicle approaches the exit gate, the IR 

sensor again detects the vehicle, and the servo motor 

activates to open the bar. The LCD display updates to 

the original slot availability and shows that the slot has 

become available after the vehicle exits. This real-time 

condition of available slots helps in managing parking 

efficiently, as the system dynamically adjusts the 

displayed information to reflect the current condition 

of the parking area. 

Infrared sensor testing was also carried out on each 

parking slot which will be shown in table 3. 

TABLE III.  IR SENSOR TESTING OF EACH 

PARKING SLOT 

No Parking 
Slot 

IR Sensor Slot 
Condition 

LCD Display 

1 Slot 1 Detected Occupied Slot 1: 
Occupied 

2 Slot 2 Detected Occupied Slot 1: 
Occupied 

3 Slot 3 Detected Occupied Slot 1: 
Occupied 

4 Slot 4 Detected Occupied Slot 1: 
Occupied 

5 Slot 5 Detected Occupied Slot 1: 
Occupied 

 

Table 3 evaluates the performance of the IR sensor 

in detecting the occupancy status of each parking slot. 

Each slot is tested for empty and occupied conditions. 

When the slot is empty, the IR sensor does not detect 

any vehicles, and the LCD screen displays the slot as 

empty. Conversely, when the slot is occupied, the IR 

sensor detects the presence of a vehicle, and the LCD 

screen updates to show the slot as occupied. This 

detailed and accurate detection of the status of each slot 

is essential to provide the driver with precise and up-

to-date information about available parking spaces. 

Here is when the whole system is running and the 

parking slot detects the presence of a car: 

 

Fig. 7. Prototype When Running 

 Overall, the system functioned as expected, 

accurately detecting the presence of vehicles, 

controlling the servo motors to set the entry and exit 

bars, and providing real-time updates on the LCD 

screen regarding the availability of parking slots. This 

automated approach improves the efficiency of 

parking management, reduces the time drivers spend 

searching for available spaces, and helps reduce traffic 

congestion within the parking area. 

 Below is when the IR sensors one by one detect 

the presence of a car, the serial monitor display on the 

Arduino IDE software and also the LCD will change 

according to which part of the slot is empty and also 

filled.  

 

Fig. 8. Serial Monitor When the Slot Detects a Car 
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IV. CONCLUSION 

 This research successfully designed and 

implemented a smart parking system using IoT 

technology and infrared sensors. The system is able to 

detect the availability of parking slots in real time and 

display the information on the LCD screen at the 

entrance of the parking area. Tests show that the 

system can detect vehicles passing through the infrared 

sensors, control servo motors to open and close the 

parking portals and provide accurate information about 

the availability of parking slots on the LCD. The 

system not only helps drivers find parking spaces 

quickly but also reduces traffic congestion caused by 

searching for parking spaces. Thus, the 

implementation of this automated parking system is 

expected to increase convenience and efficiency in 

parking management in urban areas and support the 

creation of a more environmentally friendly and 

organized urban environment.  In the future, the 

development of mobile applications, the integration of 

payment systems, the use of other sensors, and further 

research can improve the accuracy, efficiency, and 

functionality of the system, as well as provide greater 

benefits to users and contribute to the creation of a 

smart, integrated, and sustainable urban environment. 
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Abstract — Increasingly intense climate change has 

increased the frequency and intensity of extreme 

weather, making weather prediction critical for 

mitigation and adaptation. This research focuses on long-

term prediction of extreme weather using the Long 

ShortTerm Memory (LSTM) model, as well as evaluating 

the influence of climate change on prediction accuracy. 

In this study, historical weather data is used to train and 

test an LSTM model combined with a 

RandomForestClassifier. Analysis was carried out using 

the Mean Squared Error (MSE) evaluation technique for 

50 epochs and 8 trials at various threshold values (26, 29, 

32, 35, 38, 41, 44, 47). The research results show that the 

LSTM model is able to predict extreme weather with an 

accuracy of up to 100%. Apart from that, this research 

also predicts daily rainfall in Bandung City through the 

process of data collection, preprocessing, normalization 

and evaluation using Root Mean Squared Error (RMSE) 

and Mean Absolute Error (MAE). This model produces 

an RMSE of 4.24 mm and an MAE of 2.72 mm, indicating 

quite good predictions. It is hoped that this research can 

make a significant contribution to the field of 

meteorology and can be developed further by adding 

parameters or other methods to improve the quality of 

predictions. Suggestions are given to increase the amount 

of data used to obtain better prediction results in the 

future. 

Index Terms— Weather Prediction; Long Short Term 

Memory (LSTM); Climate Change; Extreme Weather. 

I. INTRODUCTION 

Technology is developing very quickly, producing 
new knowledge that is useful in areas such as education, 
economics, and meteorology [1]. These developments 
and changes aim to facilitate human activities [2]. 
Artificial intelligence has emerged as an algorithmic 
system designed and developed to have the ability to 
innovate in various fields, be it computers or machines, 
so that it is able to think like humans or even surpass 
them [3]. 

As the amount of data increases, accuracy also 
increases. Weather is the atmospheric conditions within 
a limited and specific time span [4]. Understanding the 

weather situation is very useful because it provides 
knowledge for early preventive action when extreme 
weather occurs [5]. The development of increasingly 
sophisticated technology opens up opportunities to 
increase the accuracy of weather predictions [6]. 
Weather prediction is an effort to understand the 
development of atmospheric conditions from the past, 
present and future to anticipate abnormal conditions [7]. 

Understanding weather analysis and prediction is 
critical, and research in this area continues to grow. The 
accuracy obtained using ensemble learning reached 
81.21% with an MSE of 18.79%. With the decision tree 
algorithm forest method, accuracy reached 82.38% 
with an MSE of 17.62%, while the deep learning 
method produced an accuracy of 82.92% with an MSE 
of 17.08%. MSE (Mean Squared Error) is a metric used 
to measure the extent to which the model matches 
actual observation data, as well as how accurate the 
weather predictions produced by the model are [8]. 
Apart from that, the process of integrating weather 
radar monitoring throughout Indonesia still requires 
quite a long time [9]. 

Predicting extreme weather is a challenge for 
modeling experts in Indonesia and around the world 
[10]. Extreme weather is a complex problem due to the 
small probability of its occurrence, which causes the 
models developed to often have low accuracy [11]. The 
main aim of this research is to increase accuracy in 
predicting and analyzing extreme weather in order to 
provide more precise predictions in the future [12].  

This research uses a deep learning method, namely 
the Long Short-Term Memory (LSTM) algorithm, 
which was further developed based on data. LSTM is 
an artificial neural network method that utilizes 
information from the past to be processed in the form of 
sequential data [13]. By using the LSTM algorithm, the 
accuracy of weather analysis can be improved, 
supporting various sectors in making more informed 
decisions. The high accuracy of extreme weather 
predictions can provide more accurate information, 
thereby reducing the risk of extreme weather impacts. 
The use of artificial intelligence technologies such offer 
learning and data processing with Random Forest 
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Classifier models for weather analysis and prediction 
offers the possibility of better planning. The results of 
this research have great potential to improve 
understanding of weather information, as well as the 
contribution of artificial intelligence technology with 
deep learning methods and LSTM algorithms in better 
weather analysis and prediction. 

II. LITERATURE REVIEW 

A. Extreme Weather and Climate Change 

Extreme weather is an atmospheric event that is 
outside the historical norms of a region and can cause 
significant impacts on the environment and human life 
[14]. Phenomena such as storms, floods, heat waves and 
droughts are examples of extreme weather [15]. Global 
climate change, caused in large part by human activities 
such as burning fossil fuels and deforestation, has 
increased the frequency and intensity of extreme 
weather events [16]. Global warming, increasing 
concentrations of greenhouse gases, and changing 
rainfall patterns are some of the factors contributing to 
this climate change. 

B. Long Short Term Memory (LSTM) 

LSTM is another type of module of Recurrent 
Neural Network [17]. LSTM was created by Hochreiter 
and Schmidhuber [18]. Unlike a single hidden layer in 
an RNN, LSTM stores information in the control unit 
outside the normal flow of the RNN [19]. LSTM also 
has a chain structure like the RNN structure, the 
difference lies in the structure of the repetition module 
[20]. LSTM is suitable for problems that have long-
term dependencies [21]. Considering long-term 
information is the inherent behavior of LSTM [22]. In 
the LSTM structure, there is a memory block which 
contains three gates (memory gate, forgetting gate, and 
output gate). On the other hand, LSTM also has a 
memory unit, which functions to control the transfer of 
information to the next stage [23]. 

 

Fig. 1. LSTM Architecture 

Here's how the LSTM architecture works from 

Figure 2 which is explained by the equation below 

[24]: 

● Forget Gate 

The forget gate determines how much 

information was stored at a previous time or 

information that was removed. 

𝑓𝑡 =  𝜎(𝑤𝑓  ×  [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑓)     (1) 

where: 

𝑤𝑓: The weight of the foregate gate matrix 

𝑥𝑡: Input data 

ℎ𝑡−1: Output of the previous memory block 

𝑏𝑓: Bias from foregate gate 

𝜎 : Sigmoid function 

● Input Gates 

The gate input determines how much 

information is obtained from 𝑥𝑡what is stored 

in the cell state 𝑐𝑡: 

𝑖𝑡 =  𝜎(𝑤𝑓  ×  [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)     (2) 

● Output Gate 

The gate output has a relationship to the output 

result ℎ𝑡. 

�̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑤𝑐 × [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)   (3) 

𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 × �̃�𝑡                 (4) 

ℎ𝑡 = 𝑜𝑡 × tanh(𝑐𝑡)                        (5) 

From the equation above, it can be seen 

that the LSTM input not only produces output 

ℎ𝑡−1 from the hidden layer neurons in the last 

stage but also contains the memory unit values 

in the LSTM unit. LSTM can effectively avoid 

gradient loss, can remember long-term 

historical information, and is suitable for long-

term time series data more effectively. 

C. Weather Prediction Using LSTM 

In the context of weather prediction, LSTM can 

utilize historical weather data to identify patterns and 

trends that can be used to predict future weather 

conditions [25]. By considering variables such as 

temperature, humidity, atmospheric pressure, and wind 

speed, LSTM can produce more accurate prediction 

models compared to traditional statistical methods [26]. 

LSTM's advantage in handling sequential data makes it 

a very useful tool in predicting extreme weather events 

that are influenced by many interrelated factors [27]. 

D. Physical Theory in Weather Prediction 

Weather predictions are strongly influenced by 

the physical laws that govern atmospheric dynamics. 

Some relevant physical theories include: 

● Ideal Gas Law: States that the pressure (P), 

volume (V), and temperature (T) of a gas are 

related to each other, which is very important 

in understanding atmospheric dynamics. The 

equation is [28]: 

𝑃𝑉 =  𝑛𝑅𝑇                         (6) 

Where( 𝑃 ) is the pressure , ( 𝑉 )is the volume, 

( 𝑛 )is the number of moles of gas, ( 𝑅 )is the 

ideal gas constant, and ( 𝑇 )is the temperature 

in Kelvin. 

 

● Laws of Thermodynamics: These principles 

govern the transfer of energy and phase 

changes of water in the atmosphere, such as 

condensation and evaporation, which 

influence cloud formation and precipitation. 

An example of an equation is [29]: 
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𝑄 =  𝑚𝑐Δ𝑇                 (7) 

where  ( 𝑄 )is the heat added or released, 

( 𝑚 )is the mass,  ( 𝑐 )is the heat capacity, 

and ( ∆𝑇) is a change in temperature. 

 

● Newton's Laws of Motion: Used to model the 

movement of air in the atmosphere, including 

winds and vertical air currents that can 

influence the weather. The basic equation is 

[30]: 

𝐹 =  𝑚𝑎              (8) 

where ( 𝐹 )is the force, ( 𝑚 )is the mass, and 

( 𝑎 ) is the acceleration. 

 

E. Evaluation Criteria 

To evaluate the performance of the model with the 

method used, the author uses mean absolute error 

(MAE) and root mean square error (RMSE) with the 

following equation: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖

′ − 𝑦𝑖)2   

𝑛

𝑖=1

(9) 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖

′ − 𝑦𝑖|

𝑛

𝑖=1

      (10) 

 

III. RESEARCH METHOD 

This research included in the quantitative 

research category uses the Long Short-Term Memory 

(LSTM) algorithm. LSTM is a type of artificial neural 

network architecture, which is specifically designed to 

handle time sequence data processing. 

 

 

Fig. 2. Research Method 

The stages in the research process are as follows: 

• Data collection: At this stage, data will be 

collected before proceeding to the next process. 

Download data from 1 January 2023 to 31 May 

2024 in Bogor City obtained from the BMKG 

website 

(http://dataonline.bmkg.go.id/dashboard_user). 

• Variable identification: This stage involves 

identifying the variables to be analyzed in the 

research. Variables can be numeric or non-

numeric data. 

• Dataset pre-processing: This stage involves 

cleaning the data that has been collected by 

removing incomplete or irrelevant data. This 

includes deleting incomplete data, deleting 

duplicate data, and deleting data that is not 

relevant to the research topic. 

• Data transformation: This stage involves 

converting the data into a format that can be used 

in analysis. This includes converting the data into 

a format that can be used in an LSTM model. 

• Data integration: This stage involves combining 

data from various sources into a single dataset. 

This includes combining data from various 

sources, such as surveys, experiments, and 

observations. 

• Data cleaning: This stage involves removing 

incomplete or irrelevant data from the dataset. 

This includes deleting incomplete data, deleting 

duplicate data, and deleting data that is not 

relevant to the research topic. 

• LSTM Modeling: This stage involves using an 

LSTM model to analyze the data. The LSTM 

model is a type of model that can be used to 

analyze data that has a time structure. 

• Result Analysis: This stage involves analyzing 

the results from the LSTM model to extract 

insights and conclusions. This includes using 

statistical analysis techniques to extract insights 

and conclusions from research results. 

• Output Generation: This stage involves 

producing a report or presentation that describes 

the results of the research. This report or 

presentation can be used to share research results 

with others. 

A. Data source 

Weather data is taken from the BMKG website, 

Java Jarat Province climatology station Citeko 

Meteorological Station, Latitude -6.70000, Longitude 

106.85000, Elevation 920. The following is the website 

address (https://dataonline.bmkg.go.id/home). 

B. Population and Sample 

The data population includes all daily weather data 

records, from 1 January 2023 to 31 May 2024, which 

reaches 1640 data. Data samples are Tn (minimum 

temperature), Tx (maximum temperature), Tavg 

(average temperature), RH_avg (average humidity), 

RR (rainfall), ss (duration of sunlight), ff_x (maximum 

wind speed), ddd_x (wind direction at maximum 

speed), ff_avg (average wind speed), ddd_car (most 

wind direction) 

C. Data Retrieval Techniques 

Online data collection, taken from the official 

website of the BMKG (Meteorology, Climatology and 
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Geophysics Agency) which can be used legally, by 

downloading the data periodically once a month from 1 

January 2023 to 31 May 2024.  

D. Data Retrieval Techniques 

Weather data is taken from the BMKG website, 

Java Jarat Province climatology station Citeko 

Meteorological Station, Latitude -6.70000, Longitude 

106.85000, Elevation 920. The following is the 

website address (https://dataonline.bmkg.go.id/home). 

The following data is an overview and explanation of 

the data analysis techniques that will be carried out in 

this research: 

 

Fig. 3. Data Analysis Techniques 

The following are the data analysis techniques for 

this research:  

• Data analysis: to understand the characteristics of 

weather data. 

• Data processing: ensuring data is in good 

condition. 

• Univariate analysis: understanding the 

distribution between variables, including patterns 

and trends in the data. 

• Bivariate analysis: understanding the correlation 

between variables. 

• LSTM Analysis: train a model with an LSTM 

algorithm. 

• Evaluation Model: evaluating includes the use of 

metrics such as MSE. 

• Interpretation of results: predicting future 

weather using the LSTM model. 

• Generalization of results: reviewing the results of 

sample weather data to the population as a whole. 

• Documentation and writing of results: making 

conclusions and documenting the results that 

have been obtained. 
 

IV. RESULTS AND DISCUSSION 

A. Data retrieval 

Data was taken via the official BMKG website 

which can be used legally, along with the website 

address (https://dataonline.bmkg.go.id/home) by 

downloading once a month. 

B. Data preprocessing  

The first step in this process is to load the cleaned 

data. This dataset contains important weather variables 

such as average temperature (Tavg) in degrees Celsius 

(°C), average relative humidity (RH_avg) in 

percentage (%), daily rainfall (RR) in millimeters 

(mm), sunshine duration (ss) in hours (hrs), and daily 

maximum wind speed (ff_x) in meters per second 

(m/s). A sample excerpt of the data is shown in Table 

1, which includes daily records from January 1, 2023, 

to May 31, 2024. 

TABLE I.  CLEAN DATA READING CODE 

No Date Tavg RH_avg RR ss ff_x 

1 01-01-2023 19.6 93 31.40 0.0 3.0 

2 01-02-2023 20.2 96 1.60 0.0 4.0 

3 01-03-2023 19.5 96 1.00 6.0 4.0 

4 01-04-2023 20.3 90 10.80 0.0 4.0 

5 01-05-2023 21.3 81 9.30 0.4 4.0 

… … … … … … … 

513 05-25-2024 23.0 84 9.90 2.0 4.0 

514 05-28-2024 23.1 84 6.75 6.1 4.0 

515 05-30-2024 23.0 82 0.00 0.5 4.0 

516 05-31-2024 23.1 84 0.00 7.4 4.0 

 

In the table, the numeric data are initially stored 

as floating-point numbers, for example, temperature 

values like 19.6°C and rainfall amounts such as 31.40 

mm. To facilitate easier classification of weather 

conditions, these floating-point values are converted to 

integer values by rounding to the nearest whole 

number. For instance, a temperature of 19.6°C is 

rounded to 20°C, and rainfall of 31.40 mm becomes 31 

mm. This conversion simplifies subsequent analysis 

and speeds up the classification process. 

Following this conversion, weather conditions 

can be categorized based on a comparison between 

rainfall (RR) and sunshine duration (ss). If the rainfall 

amount is greater than the sunshine duration, the day is 

classified as a rainy day. If both values are equal, the 

day is considered cloudy. If the rainfall is less than the 

sunshine duration, the day is classified as sunny. 

Moreover, to identify extreme weather events, the 

average values for each weather variable over the 

observation period are calculated. These averages 

serve as a baseline to determine upper and lower 

threshold limits that define extreme conditions, such as 

extremely high or low temperatures and unusually 

heavy rainfall. These thresholds are useful for further 

analysis and decision-making. Data after data type 

change: 

 

https://dataonline.bmkg.go.id/home
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TABLE II.  CODE TO CHANGE FLOAT DATA TO INTEGER 

No Date Tavg RH_avg RR ss ff_x 

1 01-01-2023 19 93 31 0 3 

2 02-02-2023 20 96 1 0 4 

3 03-03-2023 19 96 1 0 4 

4 04-04-2023 20 90 10 0 4 

5 05-05-2023 21 81 9 0 4 

 

Table 2 shows the data after converting floating-

point values to integers for easier processing. The table 

includes daily records of temperature (Tavg in °C), 

relative humidity (RH_avg in %), rainfall (RR in mm), 

solar intensity (ss in hours), and wind speed (ff_x in 

m/s). 

Weather conditions are classified into three 

categories: rainy, cloudy, and clear. A day is 

considered rainy if the rainfall (RR) exceeds the solar 

intensity (ss), cloudy if both values are equal, and clear 

if the rainfall is less than the solar intensity. The table 

displays sample data after this conversion, which 

facilitates the classification process. Weather data with 

conditions: 

TABLE III.  RESULTS OF WEATHER CONDITIONS 

No Date Tavg RH_avg RR ss ff_x Wx cond. 

1 01-01-2023 19 93 31 0 3 Rain 

2 01-02-2023 20 96 1 0 4 Rain 

3 01-03-2023 19 96 4 0 4 Rain 

4 01-04-2023 20 90 10 0 4 Rain 

5 01-05-2023 21 81 9 0 4 Rain 

… … … … … … … … 

512 05-25-2024 23 84 9 2 4 Rain 

513 05-28-2024 23 84 6 6 4 Cloudy 

514 05-29-2024 23 83 4 7 3 Light 

515 05-30-2024 23 82 0 6 4 Light  

516 05-31-2024 23 84 0 7 4 Light 

 

Table 3 presents a detailed overview of daily 

weather conditions recorded over the study period 

from January 1, 2023, to May 31, 2024. Each row 

contains data for a specific date, including the average 

temperature (Tavg in °C), average relative humidity 

(RH_avg in %), rainfall (RR in mm), solar radiation or 

sunshine duration (ss in hours), and maximum wind 

speed (ff_x in m/s). These meteorological parameters 

are used to classify daily weather conditions into 

categorical labels: "Rain," "Cloudy," or "Light". 

For example, on January 1, 2023, the recorded 

values were a temperature of 19°C, humidity of 93%, 

rainfall of 31 mm, no sunlight (0 hours), and wind 

speed of 3 m/s, leading to a "Rain" classification. 

Toward the end of the dataset, we observe decreasing 

rainfall and increasing sunshine values. For instance, 

on May 30, 2024, the data shows 23°C temperature, 

82% humidity, 0 mm rainfall, 6 hours of sunshine, and 

4 m/s wind speed, categorized as "Light" weather. 

This categorization is a precursor to the 

development of predictive models, as it enables the 

identification of weather patterns and assists in 

detecting extreme events. The qualitative weather 

condition in the "Wx cond." column is derived from 

logical thresholds primarily influenced by the balance 

between rainfall and sunlight thus forming a 

foundational step for further quantitative analysis and 

machine learning classification. 

TABLE IV.  AVERAGE VALUE RESULTS 

No Date Tavg RH_avg RR ss ff_x Wx cond. Avg 

1 01-01-2023 19 93 31 0 3 Rain  29.40 

2 01-02-2023 20 96 1 0 4 Rain  24.36 

3 01-03-2023 19 96 4 0 4 Rain  24.84 

4 01-04-2023 20 90 10 0 4 Rain  25.04 

5 01-05-2023 21 81 9 0 4 Rain  23.20 

… … … … … … … …  

512 05-25-2024 23 84 9 2 4 Rain  24.40 

513 05-28-2024 23 84 6 6 4 Cloudy  24.79 

514 05-29-2024 23 83 4 7 3 Light  24.26 

515 05-30-2024 23 82 0 6 4 Light  23.06 

516 05-31-2024 23 84 0 7 4 Light  23.70 

 

Table 4 presents the daily average values of key 

weather parameters, including average temperature 

(Tavg, in °C), relative humidity (RH_avg, in %), 

rainfall (RR, in mm), sunlight duration (ss, in hours), 

and maximum wind speed (ff_x, in m/s), along with the 

qualitative weather condition (Wx cond.). The final 

column, "Avg," represents a composite index 

calculated from the combined values of the 

aforementioned weather parameters. This index is used 

as a quantitative reference to evaluate and classify 

daily weather conditions. 

For example, on January 1st, 2023, the average 

temperature was 19°C, relative humidity was 93%, 

rainfall reached 31 mm, sunlight duration was 0 hours, 

and the maximum wind speed was 3 m/s. The weather 

condition was classified as "Rain," with a calculated 

average index value of 29.40. In contrast, on January 

2nd, 2023, despite the temperature increasing to 20°C, 

the rainfall dropped to just 1 mm, resulting in a lower 

average value of 24.36. 

Across the full dataset of 516 days, the highest 

"Avg" value recorded was 45.0, indicating severe 

weather conditions, likely driven by intense rainfall or 

an extreme combination of other factors. The lowest 

"Avg" value was 18.84, reflecting calm and possibly 

clear weather. The overall mean of the "Avg" values is 

approximately 24.69, which is rounded to 25 and used 

as a standard threshold to differentiate between normal 

and extreme weather conditions in West Java. 

This average weather index plays a crucial role in 

training and evaluating machine learning models, such 

as LSTM and RandomForestClassifier, by providing a 

consistent numerical basis for labeling weather as 

either "normal" or "extreme" based on real-time 

parameter combinations. 

Following the detailed breakdown of daily 

weather averages in Table 4, an overall statistical 

summary is provided in Table 5 to establish a clearer 

reference for normal and extreme weather conditions 

based on quantitative thresholds. 
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TABLE V.  AVERAGE VALUE RESULTS 

Highest (Average) Score: 45.0 

Lowest (Average) Score: 18.84 

Value (Average) of average value: 24.688820116054156 

 

Table 5 presents the summary statistics of the 

average daily weather scores. The highest average 

score recorded is 45.0 units, the lowest is 18.84 units, 

and the overall mean average is approximately 24.69 

units. Based on this, the typical daily weather value for 

West Java is around 24.69 units. 

This average value serves as a key threshold for 

classifying daily weather conditions into either 

"normal" or "extreme." Days with an average score 

significantly above this threshold (e.g., above 26 or 29 

units) are more likely to be associated with extreme 

weather events, particularly heavy rainfall. 

Conversely, days with scores below the threshold 

typically reflect normal or calm weather conditions. 

This statistical benchmark is used as a reference input 

for machine learning models such as LSTM and 

Random Forest to improve accuracy in predicting and 

labelling weather conditions. 

C. Long Short Term Memory Model Result 

Before training the Long Short-Term Memory 

(LSTM) model, it is essential to prepare clean and 

well-labeled data that accurately reflects daily weather 

conditions. This involves transforming raw 

meteorological variables into structured features and 

categorizing them based on threshold values to 

distinguish between normal and extreme weather. 

These classifications are critical for supervised 

learning models such as LSTM, which rely on labeled 

sequences to learn temporal patterns. 

TABLE VI.  CODE FOR READING CLEAN DATA 26 

No Date Tavg RH_av

g 

RR ss ff_

x 

Wx 

cond. 

Avg Label 

1 01-01-

2023 

19 93 31 0 3 Rain  29.40 extreme 

2 01-02-

2023 

20 96 1 0 4 Rain  24.36 normal 

3 01-03-

2023 

19 96 4 0 4 Rain  24.84 normal 

4 01-04-

2023 

20 90 10 0 4 Rain  25.04 normal 

5 01-05-

2023 

21 81 9 0 4 Rain  23.20 normal 

… … … … … … … … … … 

512 05-25-

2024 

23 84 9 2 4 Rain  24.40 normal 

513 05-28-
2024 

23 84 6 6 4 Cloudy  24.79 normal 

514 05-29-

2024 

23 83 4 7 3 Light  24.26 normal 

515 05-30-

2024 

23 82 0 6 4 Light  23.06 normal 

516 05-31-

2024 

23 84 0 7 4 Light  23.70 normal 

For instance, on January 1, 2023, the high rainfall 

(31 mm), high humidity (93%), and no sunlight led to 

a composite score of 29.40, which exceeds the 

threshold and is labeled as extreme. In contrast, on 

January 2, 2023, the rainfall drops to 1 mm and the 

score is 24.36, thus labelled as normal. 

This labelling serves as the basis for training and 

evaluating the LSTM model. Prior to LSTM, a 

RandomForestClassifier was applied to verify label 

consistency, achieving 100% accuracy in classifying 

the normal versus extreme labels based on the input 

variables. The LSTM model was then trained on this 

dataset over 50 epochs using a threshold score of ~25 

units to forecast weather labels for the next 7 days, 

learning temporal dependencies and fluctuation 

patterns in the weather variables. 

D. Analysis and prediction 

Based on the value from the process, it is 24.68 

rounded to 25 as a benchmark for normal daily weather 

values in the West Java region. Below is a graph of 

weather conditions. Threshold value 26. Obtained in 

the graph below, the red dot pattern appears quite a lot. 

There were 115 conditions above the threshold value 

of 26 

 

Fig. 4. Threshold Graph 26 

Predict weather conditions for the next 7 days 

using a threshold value of 26, obtained conditions for 

the next 7 days as shown in the image below. 

 

 

Fig. 5. Threshold 26 Prediction Graph 

Next, Table 7 presents the weather prediction 

results using a threshold value of 26. The time steps 

show predicted average weather scores along with 

corresponding weather conditions such as “Bright” 

(clear) and “Rain” (extreme). 

TABLE VII.  PREDICTION RESULTS WITH THRESHOLD 26 

Time Step Prediction Wx Cond. 

520 25.463339 Normal Bright 

521 24.702570 Normal Bright 

522 24.522461 Normal Bright 
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Time Step Prediction Wx Cond. 

523 24.209877 Normal Bright 

524 27.699635 Extreme Rain 

525 28.909733 Extreme Rain 

526 27.102564 Extreme Rain 

For the next 6 days, the weather forecast is 

normal, bright conditions and rain on the 7th day with 

extreme weather. The threshold value can be input as 

desired with the standard normal weather value in West 

Java being 24.68 which is rounded to 25. The blue 

graph is the actual data value, the orange graph is the 

training data graph, the green graph is the test data 

graph, and the red graph is the test data graph. at the 

very end is the actual prediction graph. 

From various experiments on the threshold values 

above, the higher the threshold value entered, the rarer 

the pattern that appears, then the predicted weather will 

be normal and clear. It can be seen that the extreme 

weather patterns that occur throughout 2023 to 2024, 

the extreme weather that occurs is extremely rainy 

weather. The following is a table of various 

experimental threshold values. 

To evaluate the sensitivity and precision of the 

model in detecting extreme weather events, a series of 

experiments were conducted using various threshold 

values applied to the composite weather score (referred 

to as "Avg"). These thresholds serve as classification 

cut-off points, determining whether a particular day is 

categorized as experiencing normal or extreme 

weather. The goal was to observe how changing the 

threshold impacts the number of extreme weather 

events detected and how the model responds in 

predicting upcoming conditions. 

TABLE VIII.  EXPERIMENTAL RESULTS OF 

VARIOUS THRESHOLDS 

No Treshlod 

value 

Emerging Extreme 

Weather Patterns 

Predict conditions that 

will occur 

1 26 115 normal conditions : 6, Rain 

under extreme conditions: 1 

2 29 94 normal conditions : 7, Rain 

under extreme conditions: 7 

3 32 52 normal conditions : 7, Rain 

under extreme conditions: 7 

4 35 33 normal conditions : 7, Rain 

under extreme conditions: 7 

5 38 29 normal conditions : 7, Rain 

under extreme conditions: 7 

6 41 21 normal conditions : 7, Rain 

under extreme conditions: 7 

7 44 15 normal conditions : 7, Rain 

under extreme conditions: 7 

8 47 9 normal conditions : 7, Rain 

under extreme conditions: 7 

 

Table 8 presents the detailed results of these 

experiments, where threshold values range from 26 to 

47. As the threshold increases, the number of detected 

extreme weather patterns decreases significantly. At a 

threshold of 26, a total of 115 extreme weather events 

are identified. This indicates a highly sensitive setting 

where even moderately high weather scores are 

flagged as extreme. However, such sensitivity might 

increase false positives. As the threshold rises to 29, 

the number of detected extreme events drops to 94, and 

at 47, only 9 events are flagged, indicating a sharp 

decline in identified extremes representing a more 

conservative approach that reduces false alarms but 

may miss certain impactful events. 

Across all threshold levels, the model 

consistently forecasts seven days of weather 

conditions, maintaining a stable predictive routine. The 

distinction lies in the classification: with lower 

thresholds, the forecast includes more days labelled as 

"rain under extreme conditions," whereas at higher 

thresholds, the number of such labels decreases. For 

example, at a threshold of 29, the model predicts seven 

days of rain classified as extreme, while still 

recognizing some days as normal. This consistency in 

forecasting behaviour despite varying thresholds 

indicates that the model is adaptive and responsive to 

new classification criteria. 

These findings highlight the importance of 

careful threshold selection in weather modelling. 

Lower thresholds improve sensitivity and are useful for 

early warning systems, especially in areas vulnerable 

to frequent rainfall or fluctuating weather. In contrast, 

higher thresholds favour specificity, minimizing false 

alarms and better serving scenarios where only the 

most severe conditions should be flagged. Therefore, 

tuning the threshold value is essential to align the 

model with specific operational goals whether to 

emphasize precautionary warnings or prioritize alert 

accuracy. 

E. Interpretation of Result 

The results obtained by this research, from data 

from January 1 2023 to June 31 2024, by inputting the 

desired threshold value, can provide output 

information that matches the input value. The normal 

weather value obtained from this research is 24.68, 

rounded up to 25. The higher the threshold value, the 

more extreme the weather and the less frequently it 

occurs. The method used is Long Short-Term Memory, 

to predict and read weather patterns. Determine the 

occurrence of extreme or normal weather by 

calculating the average value in each column, because 

each attribute has a mutually supporting relationship. 

Like the picture below. 

TABLE IX.  NORMAL WEATHER 

No Date Tavg RH_av

g 

RR ss ff_

x 

Wx 

cond. 
Avg Label 

6 01-07-

2023 

22 79 0 6 3 Light  22.0 extreme 

7 01-08-
2023 

21 88 0 5 3 Light  23.4 normal 

9 01-10-

2023 

22 83 1 2 3 Light  22.2 normal 

10 01-11-

2023 

21 83 0 5 4 Light  22.6 normal 

11 01-12-

2023 

22 85 3 4 4 Light  23.6 normal 

… … … … … … … … … … 
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No Date Tavg RH_av

g 

RR ss ff_

x 

Wx 

cond. 
Avg Label 

511 05-26-

2024 

22 90 0 0 2 Cloud

y  

22.8 normal 

513 05-28-
2024 

23 84 6 6 4 Clear  24.6 normal 

514 05-29-

2024 

23 83 4 7 3 Light  24.0 normal 

515 05-30-
2024 

23 82 0 6 4 Light  23.0 normal 

516 05-31-

2024 

23 84 0 7 4 Light  23.6 normal 

 

On 01 – 07 – 2023 the Tavg (average 

temperature) value is 22°C, RH_avg (humidity) has a 

value of 79% indicating very humid, RR (rainfall) has 

a value of  0 mm, SS (sunlight intensity) has a value of 

6 hours, and ff_x (maximum wind speed) has a value 

of 3 m/s. The average obtained is 22.0, so the condition 

is normal. Rainy weather conditions are caused 

because the RR (rainfall) value is higher than the ss 

(sunlight intensity) value according to a journal and 

vice versa. Also supported by the RH_avg (humidity) 

value, which is 79% very humid, and other related 

variables. Then following are the results of extreme 

weather conditions. 

TABLE X.  EXTREME WEATHER 

No Date Tavg RH_av

g 

RR ss ff_

x 

Wx 

cond. 

Avg Label 

0 01-01-
2023 

19 93 31 0 3 Rain 29.2 extreme 

24 01-25-

2023 

19 98 6 4 3 Rain 26.0 extreme 

25 01-26-
2023 

20 90 17 0 4 Rain 26.2 extreme 

27 01-28-

2023 

20 96 14 0 0 Rain 26.0 extreme 

28 01-29-

2023 

20 97 39 0 3 Rain 31.8 extreme 

… … … … … … … … … … 

481 05-26-
2024 

22 90 55 0 2 Rain 33.8 extreme 

487 05-02-

2024 

23 91 34 0 3 Rain 30.2 extreme 

488 05-03-
2024 

23 88 25 4 3 Rain 28.6 extreme 

489 05-04-

2024 

22 87 17 6 3 Rain 27.0 extreme 

516 05-25-
2024 

21 93 107 0 3 Rain 44.8 extreme 

 

On 01-01-2023, there were 19 extreme weather 

conditions recorded, exceeding the monthly average of 

29 normal conditions. The average temperature (Tavg) 

was 25 °C, indicating normal thermal conditions. 

However, the daily rainfall (RR) reached 31 mm, 

which qualifies as heavy rainfall and could potentially 

trigger flooding in affected regions. 

To predict such extreme weather events, the 

process involves data collection, preprocessing, 

normalization, and evaluation using well-established 

metrics: Mean Absolute Error (MAE) and Root Mean 

Squared Error (RMSE). These metrics are widely 

adopted in meteorological time-series prediction due to 

their interpretability and sensitivity to error 

magnitudes. 

TABLE XI.  ERROR CALCULATION RESULTS 

Root Mean Error (RMSE) 4.2423 mm 

Mean Absolute Error (MAE) 2.7247 mm 

 

The results indicate the highest accuracy with 

an RMSE of 4.24 mm and an MAE of 2.72 mm. These 

values demonstrate reasonably good predictions, as 

smaller MAE and RMSE values correspond to higher 

prediction accuracy. 

V. CONCLUSION 

The results of this research show that artificial 
intelligence with the Long Short Term Memory 
(LSTM) algorithm applied together with 
RandomForestClassifier on historical weather data can 
predict extreme weather with an accuracy of up to 
100%. Analysis using the Mean Squared Error (MSE) 
model evaluation technique with 50 epochs and 8 trials 
at various threshold values (26, 29, 32, 35, 38, 41, 44, 
47) shows a different pattern from the normal average 
of 24.68 in the West Java region. In predicting daily 
rainfall in Bandung City, data collection, preprocessing, 
normalization and evaluation were carried out using 
Root Mean Squared Error (RMSE) and Mean Absolute 
Error (MAE). This research produces the highest 
accuracy value with an an RMSE of RMSE of 4.24 mm 
and an MAE of 2.72 mm. These results show quite good 
predictions, because the smaller the MAE and RMSE 
values, the better the prediction accuracy. 

The author hopes that this research can be further 
developed by other researchers in the future. The 
suggestion given is to add several parameters or other 
methods that can improve the quality of research and 
compare which method is superior. Apart from that, 
increasing the amount of data used is expected to help 
obtain better prediction values. 
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Abstract— The prototype greenhouse control and 

monitoring system for green mustard plants is expected 

to facilitate greenhouse farmers in farming activities. 

Control and monitoring are carried out on the intensity 

of incoming sunlight, greenhouse temperature, 

greenhouse humidity, and soil moisture. The control and 

monitoring system is carried out by ESP32, BH1750 

sensor, DHT22 sensor, and soil moisture sensor. The 

control process is assisted by an actuator that will turn on 

and off automatically according to the value limits 

entered by the greenhouse owner and the readings from 

the sensor. The control and monitoring device uses Blynk 

IoT which is connected to an IoT connection. The purpose 

of this study is to describe the design process of the 

controller and monitor of the prototype greenhouse for 

green mustard plants based on the IoT and to find out the 

results of the controller and monitor of sunlight intensity, 

air temperature, air humidity, and soil moisture on green 

mustard plants in the greenhouse. This study uses 

quantitative descriptive research. The results of this 

study are the realization of a prototype greenhouse 

control and monitor for green mustard plants based on 

the IoT with the main control system being ESP32. The 

results of the calibration values of the 4 sensor variables 

are very satisfactory and can be considered as valid tools. 

The R_square values of the 4 sensor calibrations, namely 

the BH1750 light sensor, DHT22_1 temperature sensor, 

DHT22_2 temperature sensor, DHT22_1 humidity 

sensor, DHT22_2 humidity sensor, and soil moisture 

sensor are respectively 0.9936; 0.9689; 0.9665; 0.9412; 

0.9451; 0.9574. 

Index Terms— Controller; Monitor; ESP32; Blynk Iot; 

Internet of Things. 

I. INTRODUCTION 

Green mustard greens are a type of mustard greens 

or brassicaceae that is quite popular. Also known as 

caisim, caisin, or bakso mustard greens, this vegetable 

can be eaten fresh or processed into pickles, lalapan, 

and various other dishes[1]. Traditional farmers tend to 

still plant mustard greens in open environments. As a 

result, during the rainy season, mustard greens are 

susceptible to rainwater and are susceptible to disease. 

While during the dry season, the quality of mustard 

greens can decrease due to exposure to temperatures 

that are too high. This requires innovation related to the 

creation of a new environment that is separated from the 

outside environment and in accordance with the needs 

of the growth of mustard greens. One solution is to 

create a new climate environment that can be 

implemented by using greenhouse farming. 

Greenhouse is a structured building that aims to 

create environmental conditions that suit the needs of 

existing plants[2]. A greenhouse is a medium that is 

isolated from the outside environment, which causes 

the temperature, humidity, and light intensity trapped 

inside the greenhouse to be different from the outside 

environment[3]. Greenhouses are made of transparent 

materials such as transparent plastic or glass so that 

sunlight can enter the building[4]. Greenhouses are 

made with the aim of creating an optimal artificial 

microenvironment with the growth of a plant[5]. 

Planting in a Greenhouse is one way to increase 

agricultural productivity, because in a greenhouse 

environmental condition, such as: humidity, 

temperature, light and irrigation in the greenhouse can 

be controlled[6]. 

Controlling and monitoring in the greenhouse can 

be done automatically using IoT. The IoT can be 

described as a connected network consisting of several 

interconnected components that form a system and 

enable the network to detect, capture, distribute, and 

analyze data[7]. The concept of the IoT can be applied 

to the ESP32 which is connected to several sensors and 

actuators that act according to the logic system expected 

by the user. The use of the IoT can be used to control 

the intensity of sunlight, room temperature, room 

humidity, and soil moisture in the greenhouse. This 

control can be used by automating the opening and 

closing of the roof, plant lights, plant fans, plant 

foggers, and plant pumps.  

ESP32 is a low-power microcontroller that is useful 

for developing IoT projects. ESP32 has built-in Wi-Fi 

and Bluetooth, so no additional modules are needed. 

This tool is capable of accommodating many sensors 

and devices with a total of 48 GPIO pins[8]. Blynk IoT 

is one of the interface platforms that can be used to 

control and monitor microcontroller projects from 

Android and IOS[9]. The BH1750 sensor is a sensor 

used to measure light intensity in lux units[10]; [11]. 

mailto:ahmadnurrozzaq@gmail.com
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The DHT22 sensor is a sensor that is capable of 

measuring temperature with a range of values between 

-40o C to 125o C and air humidity with a range of values 

between 0% to 100%[12]. The soil moisture sensor has 

a function to detect the moisture content of water in the 

soil[13]. 

II. METHODS 

A. System Block Diagram 

As can be seen in Fig. 1 there is information about 

3 parts that communicate with each other. The first part 

is the remote control block. There is Blynk IoT which 

functions as a controller and monitor carried out by the 

greenhouse owner and there is also Gmail which 

functions to receive sensor reading reports by the 

greenhouse owner and also functions to send messages 

that the system is in error to the greenhouse technician. 

The second part is the software block. There is Arduino 

IDE which functions to enter code into ESP32 and there 

is also Blynk Cloud which functions as a virtual 

communication intermediary between ESP32 and 

Blynk IoT and Gmail. The third part is the hardware 

block. There is ESP32 as the control center and main 

control system, there is a BH1750 sensor, DHT22 

sensor, and soil moisture sensor, there is also a stepper 

motor actuator, lights, foggers, and water pumps. 

 

Fig. 1. System Block Diagram 

B. Schematic Diagram 

In Figure 2 there is an ESP32 that functions as a 

control center and decision-making center. The ESP32 

is connected to several sensors, namely the BH1750 

sensor functions to read the intensity of sunlight, the 

DHT22 sensor functions to read the temperature and 

humidity of the room, and the soil moisture sensor 

functions to read the humidity of the soil. There are also 

several actuators, namely the Nema 17 stepper motor 

functions to open and close the greenhouse roof made 

of paranet, the 12V DC lamp functions to replace the 

role of sunlight, the 5V DC fan functions to circulate 

the air in the greenhouse, the 5V DC fogger functions 

to humidify the greenhouse, and the 5V DC pump 

functions to water the plants. 

 

Fig. 2. Schematic Diagram 

C. Greenhouse Design, Sensor Placement, and 

Actuators 

In this section, we will explain the greenhouse 

design from different observation positions. There are 

also sensor and actuator placement positions in this 

greenhouse design. The size scale used in drawing this 

design has been adjusted to the comparison of the 

original design. The design of the greenhouse will be 

explained in the Fig. 3 – Fig. 8. 

 

Fig. 3. Greenhouse Design: Top View 

 

Fig. 4. Greenhouse Design: Moving Roof Design 
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Fig. 5. Greenhouse Design: Front Look 

 

Fig. 6. Greenhouse Design: Front View Without Hinges 

 

Fig. 7. Greenhouse Design: Left Side View 

 

Fig. 8. Greenhouse Design: Right Side View 

D. System Flow 

This section will explain the system algorithm that 

will be run on this tool. After the greenhouse owner 

opens the Blynk IoT application. The first step that must 

be taken is to select the initial condition of the open roof 

or select the initial condition of the closed roof. The 

initial condition of the roof is adjusted to the condition 

of the roof on the greenhouse prototype. The second 

step is that the greenhouse owner selects the active 

mode condition that will be run on this system. There 

are automatic mode and manual mode active modes that 

can be selected. While the emergency active mode will 

be run automatically if the sensor experiences an error. 

The results of the system flow design can be seen in Fig. 

9. 

 

Fig. 9. System Flow 

When the automatic mode is run by the greenhouse 

owner. Then the greenhouse owner can set the limits of 

the sunlight sensor, the limits of the greenhouse 

temperature sensor, the limits of the greenhouse 

humidity sensor, and the limits of the soil humidity 

sensor. These sensor limits are adjusted to the needs of 

the plants in the greenhouse building. In this study, the 
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plants in it are green mustard greens. When the system 

is running, when the limits of the sunlight sensor are 

greater than the reading results of the sunlight sensor, 

the greenhouse roof will be closed, but when the limits 

of the sunlight sensor are not greater than the reading 

results of the sunlight sensor, the greenhouse roof will 

open. In parallel to other system processes, when the 

limits of the greenhouse temperature sensor are greater 

than the reading results of the greenhouse temperature 

sensor, the greenhouse lights will turn off, but when the 

limits of the greenhouse temperature sensor are not 

greater than the reading results of the greenhouse 

temperature sensor, the greenhouse lights will turn on. 

In parallel to other system processes, when the limits 

of the greenhouse humidity sensor are greater than the 

reading results of the greenhouse humidity sensor, the 

greenhouse fogger and fan will turn off, but when the 

limits of the greenhouse humidity sensor are not 

greater than the reading results of the greenhouse 

humidity sensor, the greenhouse fogger and fan will 

turn on. In parallel with other system processes, when 

the soil moisture sensor limit is greater than the soil 

moisture sensor reading, the greenhouse pump will 

turn off, but when the soil moisture sensor limit is not 

greater than the soil moisture sensor reading, the 

greenhouse pump will turn on. The results of the 

automatic mode system flow design can be seen in Fig. 

10. 

 

Fig. 10. Automatic Mode System Flow 

When manual mode is run by the greenhouse 

owner. So, the greenhouse owner can manually open 

and close the greenhouse roof, turn on and off the 

greenhouse lights, turn on and off the greenhouse 

fogger, turn on and off the greenhouse fan, and turn on 

and off the greenhouse pump. The results of the manual 

mode system flow design can be seen on Fig. 11. 

 

Fig. 11. Manual Mode System Flow 

Emergency mode will be automatically activated 

by the system if there is a sensor that experiences an 

error. When emergency mode is active, the system will 

run a sensor error check. When the sensor error check 

process is running, the system will run the BH1750 

error check function, DHT22 error check, and soil 

moisture sensor error check in parallel. After the 

system finds the error sensor. The system will 

automatically select the type of actuator that will be run 

in automatic mode and manual mode. For more details, 

see Table I. While the process that occurs in emergency 

mode can be seen in Fig. 12. 

TABLE I.  EMERGENCY MODE ACTUATOR 

Emergency Mode 

Sensor Error 
Actuator is running in 

Mode - 

BH1750 DHT22 
Soil 

moisture 
Automatic Manual 

Error Normal Normal 

Lights, 

Fans, 
Atomizer, 

Water 

Pumps 

Roof 

Normal Error Normal 

Roof, 

Water 

Pump 

 

Normal Normal Error 

Roof, 
Lights, 

Fans, 

Atomizer 

Water 

pump 

Error Error Normal 
Water 

pump 

Roof, 

Lights, 

Fans, 
Atomizer 

Error Normal Error 

Lights, 

Fans, 
Atomizer 

Roof, 

Water 
Pump 

Error Error Error - 
All 

Manuals 
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Fig. 12. Manual Mode System Flow 

For example, when the BH1750 sensor experiences 

an error in reading sensor data, while the DHT22 

sensor and soil moisture sensor are both still normal. 

Then the system will automatically run in emergency 

mode, the system will run the Lights, Fans, Atomizers, 

Water Pumps actuators in automatic mode, specifically 

for the roof actuator the system will run it in manual 

mode. So that the greenhouse owner can open and 

close the roof manually. Keep in mind at this stage, the 

Lights, Fans, Atomizers, Water Pumps actuators on 

and off are still affected by the applicable sensor limits 

and sensor readings. 

E. Blynk IoT App View 

On the Blynk IoT application display, it will explain 

the existing menus. Each menu has a specific task. 

Keep in mind, the main function of the Blynk IoT 

application is as a controller and monitor of the 

greenhouse prototype. So that greenhouse owners can 

control and limit the amount of sunlight entering the 

greenhouse, the temperature and humidity that are 

appropriate for the growth of green mustard plants, and 

the soil moisture that is appropriate for green mustard 

plants. Greenhouse owners can also monitor the value 

of sunlight, greenhouse temperature and humidity, and 

soil moisture in real time. The appearance of the menus 

in the Blynk IoT application can be seen in the Fig. 13 

– Fig. 17. 

 

Fig. 13. Blynk IoT: Data Sensor 

 

Fig. 14. Blynk IoT: Active Actuator 

 

Fig. 15. Blynk IoT: Sensor Limitations 

 

Fig. 16. Blynk IoT: Active Mode 
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Fig. 17. Blynk IoT: Scheduled Reports 

F. Characteristics of Green Mustard Plants 

Green mustard greens are classified as vegetables 

that are widely consumed by the Indonesian 

population, because they taste sweet and have high 

nutritional content. Green mustard greens contain 

protein, fat, carbohydrates, fiber, and vitamins[14]. 

Traditional farmers still plant mustard greens in open 

environments. During the rainy season, many mustard 

greens are damaged due to rainwater and disease. 

Meanwhile, during the dry season, mustard greens are 

susceptible to being eaten by insects[15]. Green 

mustard greens require sufficient sunlight intensity, 

because during their growth, mustard greens require 

low to warm temperatures (22 - 33 ° C), soil 

temperatures in the range of 7 - 28 ℃, environmental 

humidity ± 75% and soil moisture in the range of 60 - 

88%. The quality of sunlight exposure is a major factor 

in the optimal growth of mustard greens. 

III. RESULTS AND DISCUSSION 

A. Sensor Calibration Testing 

Calibration of the BH1750 sensor or sunlight 

intensity sensor was carried out with the AS803 lux 

meter. The calibration process was carried out 14 times 

with a data collection interval of every 30 minutes. Data 

collection was carried out from 05.30 WIB to 12.00 

WIB. The BH1750 sensor calibration data with the 

AS803 lux meter can be seen on Fig. 18. From the 

calibration results, the value 𝑦 = 0,8571𝑥 + 2436,6, 

was also obtained, this value will be entered into the 

calibration function contained in the code that will be 

uploaded into the ESP32 microcontroller or this system. 

 

Fig. 18. BHI750 Sensor Calibration Chart 

The calibration of the DHT22_1 temperature sensor 

was carried out with HTC 1 temperature. The 

calibration process was carried out 14 times with a data 

collection interval of every 30 minutes. Data collection 

was carried out from 05.30 WIB to 12.00 WIB. The 

calibration data of the DHT22_1 temperature sensor 

with HTC 1 temperature can be seen in Fig. 19. From 

the calibration results, the value 𝑦 =  0,8898𝑥 +
 2,4332, was also obtained, this value will be entered 

into the calibration function contained in the code that 

will be uploaded into the ESP32 microcontroller or this 

system. 

 

Fig. 19. DHT22 Sensor Calibration Chart 1 Greenhouse 

Temperature 

The calibration of the DHT22_2 temperature sensor 

was carried out with HTC 1 temperature. The 

calibration process was carried out 14 times with a data 

collection interval of every 30 minutes. Data collection 

was carried out from 05.30 WIB to 12.00 WIB. The 

calibration data of the DHT22_2 temperature sensor 

with HTC 1 temperature can be seen on Fig. 20. From 

the calibration results, the value 𝑦 =  0,9129𝑥 +
 1,9394, was also obtained, this value will be entered 

into the calibration function contained in the code that 

will be uploaded into the ESP32 microcontroller or this 

system. 
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Fig. 20. DHT22 Greenhouse Temperature Sensor Calibration Chart 

The DHT22_1 humidity sensor calibration was 

performed with HTC 1 humidity. The calibration 

process was performed 14 times with a data collection 

interval of every 30 minutes. Data collection was 

carried out from 05.30 WIB to 12.00 WIB. The 

DHT22_1 humidity sensor calibration data with HTC 1 

humidity can be seen in Fig. 21. From the calibration 

results, the value 𝑦 =  0,9952𝑥 −  4,3267, was also 

obtained, this value will be entered into the calibration 

function contained in the code that will be uploaded into 

the ESP32 microcontroller or this system. 

 

Fig. 21. DHT22 Sensor Graph 1 Greenhouse Humidity 

The DHT22_2 humidity sensor calibration was 

performed with HTC 1 humidity. The calibration 

process was performed 14 times with a data collection 

interval of every 30 minutes. Data collection was 

carried out from 05.30 WIB to 12.00 WIB. The 

DHT22_2 humidity sensor calibration data with HTC 1 

humidity can be seen in Fig. 22. From the calibration 

results, the value 𝑦 =  1,0058𝑥 −  7,9798, was also 

obtained, this value will be entered into the calibration 

function contained in the code that will be uploaded into 

the ESP32 microcontroller or this system. 

 

Fig. 22. DHT22 Sensor Graph 2 Greenhouse Humidity 

Calibration of soil moisture sensors was done with 

Grain Moisture Meter AR991. The calibration process 

was done 8 times. Soil moisture sensor calibration data 

was done with Grain Moisture Meter AR991 can be 

seen on Fig. 23. From the calibration results, the value 

𝑦 =  1,0894𝑥 −  7,4549, was also obtained, this 

value will be entered into the calibration function 

contained in the code that will be uploaded into the 

ESP32 microcontroller or this system. 

 

Fig. 23. Soil Moisture Sensor Graph 

B. Testing of Greenhouse Prototype Controller and 

Monitoring Design Tools for Green Mustard 

Plants Based on IoT 

The test was carried out in the Gumuk Kerang 

Regency housing complex on November 24 2024 to 

November 26 2024. The test time was carried out 24 

hours. This test focuses on collecting data from sensor 

readings and focuses on the automatic on and off 

conditions of the actuator according to the sensor limits 

that have been entered into the Blynk IoT application. 

Based on research by Gallagher in 1990, mustard plants 

require low to warm temperatures (22 - 33 ° C), soil 

temperatures in the range of 7 - 28 ℃, environmental 

humidity ± 75% and soil moisture in the range of 60 - 

88% (wb); so the researcher took the sunlight sensor 

limit of 15000 lux, the greenhouse temperature sensor 

limit of 30 ° C, the greenhouse humidity sensor limit of 

85%, and the soil moisture limit of 80%. Sensor reading 

data can be seen from Table II to Table V. Meanwhile, 

the actuator on and off time data can be seen in Table 

VI to Table VIII. 
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TABLE II.  SUNLIGHT READING 

Time 
Sunlight Reading 

24/11/2024 25/11/2024 26/11/2024 

00.00.00 0,00 -1,00 6,70 

00.30.00 0,00 -1,00 6,55 

01.00.00 0,00 -2,00 6,61 

01.30.00 0,00 -2,00 6,60 

02.00.00 0,00 -2,00 6,54 

02.30.00 0,00 -2,00 10,00 

03.00.00 0,00 -2,00 10,00 

03.30.00 0,00 -2,00 10,00 

04.00.00 0,00 -2,00 5,83 

04.30.00 0,00 -2,00 5,00 

05.00.00 -2,00 -2,00 17,41 

05.30.00 1749,17 -2,00 109,76 

06.00.00 3652,80 -2,00 295,67 

06.30.00 7500,33 -2,00 398,21 

07.00.00 10455,36 0,78 775,92 

07.30.00 11957,81 1141,67 989,76 

08.00.00 15959,53 8698,69 1254,90 

08.30.00 16841,51 17289,76 1604,70 

09.00.00 18543,85 19848,81 1555,89 

09.30.00 10677,61 18630,02 1247,81 

10.00.00 9808,87 19342,31 1554,00 

10.30.00 17593,33 19820,15 1228,06 

11.00.00 20072,60 19150,88 1273,18 

11.30.00 22518,44 17750,68 900,06 

12.00.00 223,07 11206,35 1296,24 

12.30.00 310,68 16969,78 698,36 

13.00.00 187,76 15536,63 521,56 

13.30.00 293,33 6770,65 407,69 

14.00.00 294,84 191,94 172,13 

14.30.00 305,94 30,62 266,64 

15.00.00 167,55 49,56 385,49 

15.30.00 180,10 78,95 200,03 

16.00.00 155,57 110,61 194,58 

16.30.00 67,38 66,27 116,64 

17.00.00 28,33 45,49 56,56 

17.30.00 10,36 45,49 15,83 

18.00.00 8,33 10,00 13,28 

18.30.00 8,33 10,00 13,33 

19.00.00 8,39 9,93 13,33 

Time 
Sunlight Reading 

24/11/2024 25/11/2024 26/11/2024 

19.30.00 8,23 9,73 13,33 

20.00.00 8,24 9,73 13,33 

20.30.00 6,16 9,73 13,33 

21.00.00 -2,00 9,87 8,36 

21.30.00 -2,00 9,81 8,33 

22.00.00 -2,00 10,00 12,50 

22.30.00 -2,00 9,54 11,67 

23.00.00 -2,00 10,00 7,52 

23.30.00 -2,00 6,61 7,50 

 

TABLE III.  GREENHOUSE TEMPERATURE 

READING 

Time 
Greenhouse Temperature Reading 

24/11/2024 25/11/2024 26/11/2024 

00.00.00 0,00 27,63 27,68 

00.30.00 0,00 27,46 27,59 

01.00.00 0,00 27,33 27,42 

01.30.00 0,00 27,20 27,31 

02.00.00 0,00 27,09 27,08 

02.30.00 0,00 26,98 27,09 

03.00.00 0,00 26,88 26,98 

03.30.00 0,00 26,83 26,97 

04.00.00 0,00 26,76 26,97 

04.30.00 0,00 26,68 26,91 

05.00.00 26,62 26,59 26,86 

05.30.00 27,09 26,71 26,87 

06.00.00 27,99 26,99 27,08 

06.30.00 29,94 26,99 27,45 

07.00.00 36,80 28,04 27,98 

07.30.00 37,56 28,94 28,55 

08.00.00 36,43 33,48 29,35 

08.30.00 37,67 35,76 30,20 

09.00.00 39,26 38,11 30,85 

09.30.00 37,78 38,95 31,58 

10.00.00 41,11 39,02 30,61 

10.30.00 41,07 40,40 32,23 

11.00.00 40,96 40,49 32,51 

11.30.00 41,35 40,28 33,18 

12.00.00 33,88 39,62 33,73 

12.30.00 32,12 40,74 33,43 
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Time 
Greenhouse Temperature Reading 

24/11/2024 25/11/2024 26/11/2024 

13.00.00 31,80 40,73 33,02 

13.30.00 31,43 37,42 32,17 

14.00.00 31,05 33,44 31,77 

14.30.00 30,69 31,39 31,61 

15.00.00 30,27 28,14 31,85 

15.30.00 29,85 27,94 31,33 

16.00.00 29,50 27,81 30,91 

16.30.00 29,25 27,73 30,23 

17.00.00 29,03 27,86 30,23 

17.30.00 28,70 27,88 30,28 

18.00.00 28,58 27,87 30,15 

18.30.00 28,57 27,87 30,04 

19.00.00 28,51 27,86 29,98 

19.30.00 28,47 27,77 29,86 

20.00.00 28,47 27,64 29,83 

20.30.00 28,43 27,53 29,62 

21.00.00 28,59 27,84 29,60 

21.30.00 28,14 27,64 29,33 

22.00.00 28,03 27,52 29,31 

22.30.00 27,98 27,46 29,17 

23.00.00 27,80 27,53 27,95 

23.30.00 27,77 27,59 28,41 

 

TABLE IV.  GREENHOUSE HUMIDITY READING 

Time 
Greenhouse Humidity Reading 

24/11/2024 25/11/2024 26/11/2024 

00.00.00 0,00 92,50 93,29 

00.30.00 0,00 92,65 93,22 

01.00.00 0,00 93,08 93,48 

01.30.00 0,00 93,07 93,74 

02.00.00 0,00 92,31 93,94 

02.30.00 0,00 92,49 94,01 

03.00.00 0,00 93,10 94,22 

03.30.00 0,00 93,32 94,36 

04.00.00 0,00 93,47 94,39 

04.30.00 0,00 93,03 94,46 

05.00.00 89,34 93,56 94,70 

05.30.00 88,70 93,63 94,66 

06.00.00 86,77 92,70 94,98 

Time 
Greenhouse Humidity Reading 

24/11/2024 25/11/2024 26/11/2024 

06.30.00 83,89 90,79 94,54 

07.00.00 85,53 89,49 93,20 

07.30.00 78,90 80,98 91,79 

08.00.00 83,22 79,73 88,55 

08.30.00 80,23 79,61 87,52 

09.00.00 80,38 83,45 86,16 

09.30.00 81,83 80,74 90,16 

10.00.00 82,76 80,85 90,66 

10.30.00 81,72 81,69 84,65 

11.00.00 80,01 81,51 84,78 

11.30.00 79,34 81,65 75,48 

12.00.00 84,86 81,81 74,44 

12.30.00 89,58 79,64 75,00 

13.00.00 85,19 80,22 76,43 

13.30.00 85,98 84,88 81,14 

14.00.00 85,67 82,19 81,96 

14.30.00 85,76 88,59 81,40 

15.00.00 87,43 90,87 81,12 

15.30.00 86,14 92,60 83,52 

16.00.00 88,45 93,07 84,71 

16.30.00 89,20 92,78 84,17 

17.00.00 88,73 93,17 83,87 

17.30.00 88,53 93,37 85,17 

18.00.00 88,33 93,47 86,37 

18.30.00 88,37 93,17 87,69 

19.00.00 88,48 93,30 88,30 

19.30.00 88,73 93,45 89,17 

20.00.00 88,61 93,77 89,79 

20.30.00 88,95 94,03 90,54 

21.00.00 88,27 93,34 90,63 

21.30.00 89,66 93,70 91,60 

22.00.00 90,00 94,09 91,71 

22.30.00 89,91 94,20 92,00 

23.00.00 90,31 94,00 92,00 

23.30.00 91,15 93,56 97,38 
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TABLE V.  SOIL MOISTURE READING 

Time 
Soil Moisture Reading 

24/11/2024 25/11/2024 26/11/2024 

00.00.00 0,00 81,57 80,17 

00.30.00 0,00 81,53 80,22 

01.00.00 0,00 81,81 80,55 

01.30.00 0,00 81,31 80,53 

02.00.00 0,00 81,45 79,97 

02.30.00 0,00 81,65 81,00 

03.00.00 0,00 81,61 80,56 

03.30.00 0,00 81,48 80,09 

04.00.00 0,00 81,15 80,25 

04.30.00 0,00 80,35 80,75 

05.00.00 78,67 79,71 80,61 

05.30.00 80,69 80,09 80,53 

06.00.00 84,00 78,14 80,41 

06.30.00 84,55 80,36 80,39 

07.00.00 83,55 80,30 80,56 

07.30.00 80,73 80,93 80,56 

08.00.00 75,55 81,81 79,28 

08.30.00 81,10 80,28 80,76 

09.00.00 81,13 75,42 81,73 

09.30.00 79,17 80,17 81,06 

10.00.00 81,14 81,47 81,01 

10.30.00 80,43 75,52 80,13 

11.00.00 78,94 79,40 80,41 

11.30.00 82,82 80,16 79,67 

12.00.00 89,72 80,80 80,47 

12.30.00 82,90 75,03 81,17 

13.00.00 86,43 76,46 81,34 

13.30.00 83,82 83,56 81,16 

14.00.00 79,14 78,34 80,82 

14.30.00 79,70 84,18 81,09 

15.00.00 81,47 80,24 80,97 

15.30.00 78,70 81,81 80,97 

16.00.00 74,66 83,84 80,97 

16.30.00 80,48 80,77 80,99 

17.00.00 81,07 81,17 80,91 

17.30.00 81,30 80,84 80,78 

18.00.00 81,46 80,66 80,78 

18.30.00 80,31 80,92 80,72 

19.00.00 80,15 82,16 80,77 

Time 
Soil Moisture Reading 

24/11/2024 25/11/2024 26/11/2024 

19.30.00 70,65 81,56 80,80 

20.00.00 75,96 81,88 80,76 

20.30.00 80,89 82,39 80,78 

21.00.00 78,39 82,08 80,85 

21.30.00 80,58 81,76 81,01 

22.00.00 80,23 79,20 80,96 

22.30.00 80,62 82,14 80,95 

23.00.00 80,87 81,69 76,41 

23.30.00 81,08 81,25 63,91 

 

TABLE VI.  ACTUATOR ON AND OFF TIME DATA 

DATE 24 OCTOBER 2024 

Time 

Active Actuator 

Roof Lamp Fan Sprayer 
Water 

Pump 

05.00.00 Manual 

On 
Off Off 

On 

05.30.00 

Open Off 

06.00.00 

06.30.00 On On 

07.00.00 

Off 

Off Off 

07.30.00 

On On 

08.00.00 

Close 

On 

08.30.00 
Off 

09.00.00 

09.30.00 
Open 

On 

10.00.00 
Off 

10.30.00 

Close 11.00.00 On 

11.30.00 

Off 

12.00.00 

Open 

12.30.00 

Off Off 

13.00.00 

13.30.00 

14.00.00 
On 

14.30.00 

15.00.00 Off 

15.30.00 

On 

On 
16.00.00 

16.30.00 

Off 17.00.00 

17.30.00 
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Time 

Active Actuator 

Roof Lamp Fan Sprayer 
Water 

Pump 

18.00.00 

18.30.00 

19.00.00 

19.30.00 
On 

20.00.00 

20.30.00 Off 

21.00.00 

Manual 

On 

21.30.00 

Off 

22.00.00 

22.30.00 

23.00.00 

23.30.00 

 

TABLE VII.  ACTUATOR ON AND OFF TIME DATA 

DATE 25 OCTOBER 2024 

Time 

Active Actuator 

Roof Lamp Fan Sprayer 
Water 

Pump 

00.00.00 

Manual 

On 
Off Off 

Off 

00.30.00 

01.00.00 

01.30.00 

02.00.00 

02.30.00 

03.00.00 

03.30.00 

04.00.00 

04.30.00 

05.00.00 On 

05.30.00 Off 

06.00.00 On 

06.30.00 

Off 

07.00.00 

Open 07.30.00 

On On 

08.00.00 

Off 

08.30.00 

Close 

09.00.00 On 

09.30.00 
Off 

10.00.00 

10.30.00 On 

Time 

Active Actuator 

Roof Lamp Fan Sprayer 
Water 

Pump 

11.00.00 

11.30.00 
Off 

12.00.00 Open 

12.30.00 
Close On 

13.00.00 

13.30.00 

Open 

Off 

14.00.00 On 

14.30.00 

Off Off 

Off 

15.00.00 

On 

15.30.00 

16.00.00 

16.30.00 

17.00.00 

17.30.00 

18.00.00 

18.30.00 

19.00.00 

19.30.00 

20.00.00 

20.30.00 

21.00.00 

21.30.00 

22.00.00 On 

22.30.00 

Off 23.00.00 

23.30.00 

 

TABLE VIII.  ACTUATOR ON AND OFF TIME DATA 

DATE 26 OCTOBER 2024 

Time 

Active Actuator 

Roof Lampu Fan Sprayer 
Water 

Pump 

00.00.00 

Open On Off Off 

Off 
00.30.00 

01.00.00 

01.30.00 

02.00.00 On 

02.30.00 

Off 03.00.00 

03.30.00 
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Time 

Active Actuator 

Roof Lampu Fan Sprayer 
Water 

Pump 

04.00.00 

04.30.00 

05.00.00 

05.30.00 

06.00.00 

06.30.00 

07.00.00 

07.30.00 

08.00.00 On 

08.30.00 

Off 

Off 

09.00.00 

09.30.00 

10.00.00 

10.30.00 

On On 

11.00.00 

11.30.00 On 

12.00.00 

Off 

12.30.00 

13.00.00 

13.30.00 

14.00.00 

14.30.00 

15.00.00 

15.30.00 

16.00.00 

16.30.00 

17.00.00 

17.30.00 

Off Off 

18.00.00 

18.30.00 

19.00.00 

On 

19.30.00 

20.00.00 

20.30.00 

21.00.00 

21.30.00 

22.00.00 

22.30.00 

23.00.00 
On 

23.30.00 

 The data collection process is carried out 24 hours, 

at night the greenhouse building will be moved to a 

shady and safe place. This aims to secure the tool from 

potential theft by others. Another goal is to avoid 

potential rain at night that escapes the supervision of 

researchers. Researchers realize that this tool is still not 

resistant to heavy rain. The researcher understands that 

the design of the tool in this study is still in the 

prototype stage, so it still needs to be refined by further 

researchers or in further research. Especially in the 

control and monitoring variables at the greenhouse 

temperature, in the greenhouse temperature sensor 

reading data contained in Table III the greenhouse 

temperature touches a value of 41 C, this has the 

potential to make the green mustard plants wilt and can 

even cause the green mustard plants to die. The 

researcher's suggestion for further researchers is the use 

of a greenhouse fogger actuator that has more qualified 

specifications so that it is hoped that the use of the 

fogger actuator can increase greenhouse humidity and 

will reduce the value of the greenhouse temperature. 

IV. CONCLUSION 

This study designs a prototype greenhouse 

controller and monitors for green mustard plants based 

on IoT with the main control system being ESP32. This 

controller and monitor system is integrated with the 

Blynk IoT application so that greenhouse owners can 

control and monitor anywhere and anytime. This 

system can be run in automatic mode so that it is very 

helpful in smart agricultural automation efforts. The 

results of the calibration values of the 4 sensor variables 

are very satisfactory and can be considered as valid 

tools. The R_square values of the 4 sensor calibrations, 

namely the BH1750 light sensor, the DHT22_1 

temperature sensor, the DHT22_2 temperature sensor, 

the DHT22_1 humidity sensor, the DHT22_2 humidity 

sensor, and the soil moisture sensor are respectively 

0.9936; 0.9689; 0.9665; 0.9412; 0.9451; 0.9574. Based 

on the interpretation of the simple linear regression 

coefficient according to Sugiyono (2020), this tool can 

be categorized as a valid tool. 
Based on the research results, suggestions for 

further research are: a. To overcome the problem of 
noise or ripple from DC voltage or voltage drop on the 
sensor that can cause the sensor to experience an error, 
the next researcher needs to add a voltage filter circuit 
to the signal input pin of each sensor. b. During the data 
collection process, the placement of the tool box needs 
to be placed in a position that is free from water or high 
humidity potential that can damage the hardware 
components in the tool box. 
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Abstract—This study presents the design and 

performance evaluation of an Internet of Things (IoT)-

based nutrient and environmental monitoring device for 

vertical hydroponic farming. The system employs 

multiple sensors to measure pH, Total Dissolved Solids 

(TDS), nutrient temperature, air temperature, and air 

humidity. Data is transmitted via ESP32 and integrated 

with the Arduino IoT Cloud, enabling real-time 

monitoring through a web dashboard and IoT Remote 

mobile application. A 10-day testing period was 

conducted to compare sensor outputs against standard 

calibrator references. The device demonstrated minimal 

bias (e.g., 0.20 for pH, 0.51 °C for nutrient temperature) 

and high precision (100.00%) across all parameters. 

Accuracy ranged from 92.33% (TDS) to 98.24% 

(nutrient temperature), while error rates were relatively 

low (e.g., 1.76% for nutrient temperature and 7.67% for 

TDS). These findings validate the system's reliability and 

consistency, supporting its potential for scalable 

implementation in precision-controlled, real-time 

monitoring applications within urban agriculture. 

Index Terms—IoT Device; Vertical Hydroponic; 

Nutrient and Environment Monitoring; Sensors; Real-

time Data; Arduino IoT Cloud. 

I. INTRODUCTION 

The global agricultural sector is currently 

transforming due to increasing pressures from 

urbanisation, climate change, and the rising demand 

for sustainable food systems. Conventional soil-based 

agriculture has become less viable in urban 

environments, prompting the adoption of alternative 

cultivation methods such as hydroponics. This soil-less 

system offers efficient utilisation of water and nutrients 

while enabling year-round crop production, making it 

highly suitable for urban farming initiatives [1]. 

However, the success of hydroponic systems 

largely depends on the accurate and continuous 

monitoring of nutrient concentrations and 

environmental parameters. Manual monitoring 

techniques or the use of standalone sensors are still 

commonly applied, despite their limitations in 

providing real-time integration, automated feedback, 

and system responsiveness [2]. This is particularly 

problematic in vertically integrated and large-scale 

hydroponic setups, where system precision monitoring 

farming is essential to maintain optimal plant growth. 

According to the Food and Agriculture 

Organization (FAO), conventional agriculture 

achieves less than 50% water use efficiency, whereas 

vertical hydroponic systems can exceed 95%, but only 

under precise microclimatic and nutrient control [3], 

[4]. Furthermore, reports from Indonesia’s National 

Research and Innovation Agency (BRIN) highlight the 

rapid growth of urban farming initiatives, although 

technical challenges in monitoring and system 

responsiveness continue to hinder their sustainability 

[5], [6]. These trends emphasise the urgent need for 

integrated, cost-effective, and adaptive systems for 

smart nutrient and environmental management in 

hydroponic agriculture [5]. 

Several recent studies have attempted to address 

this need. Sulaiman et al. (2025) conducted a review 

on pH and EC control systems in hydroponics, 

stressing the necessity for real-time nutrient 

monitoring using cloud platforms [1]. Rofiansyah et al. 

(2025) developed an image-based IoT hydroponic 

system, but the absence of sensor validation through 

statistical analysis limited its accuracy [2]. 

Simanungkalit et al. (2023) proposed an IoT-enabled 

vertical hydroponic system focused on hardware 

deployment yet lacked integration with cloud analytics 

and benchmarking tools [6]. Meanwhile, Oton and 

Iqbal (2021) implemented a low-cost SCADA solution 

using ESP32 and Arduino IoT Cloud, although not in 

the context of agriculture [7]. Noviardi (2022) 

introduced an Arduino IoT Cloud-based aquaponic 

model; however, it lacked synchronization across 

multiple sensor inputs and did not evaluate data 

accuracy against reference standards [8]. 

Sneineh and Shabaneh introduced an ESP32-

based hydroponic IoT system, but it lacked quantitative 

evaluation of sensor error effects on nutrient balance 

and plant growth [9]. Moreover, Yuan et al. pointed out 

that the disconnection between sensor accuracy 

mailto:ricardo.linelson@student.umn.ac.id
mailto:fahmy.rinanda@umn.ac.id


 

 

 

 

31 Ultima Computing : Jurnal Sistem Komputer, Vol. 17, No. 1 | June 2025 

 

ISSN 2355-3286 

metrics (e.g., RMSE, precision) and actionable 

agronomic decisions remains a significant research gap 

in smart agriculture systems [3]. This gap underscores 

that mere data collection is insufficient without 

rigorous validation and its translation into effective 

nutrient management strategies. In vertical 

hydroponics, even minor inaccuracies in nutrient 

monitoring can disrupt root absorption efficiency, 

impact photosynthetic activity and biomass 

accumulation [10], [11], [12], [13]. 

Advancements in Internet of Things (IoT) 

technologies have enabled smart farming solutions that 

combine microcontrollers, digital sensors, and cloud-

based platforms for remote and real-time monitoring 

[7], [14], [15]. Among available platforms, Arduino 

IoT Cloud stands out for its secure ESP32 

compatibility, built-in sketch programming, and 

support for real-time mobile access via IoT Remote 

[7]. It offers advantages over other platforms, such as 

Blynk [16], ThingSpeak [17], Antares [18] or 

MongoDB [19], which often require complex backend 

configuration or lack native mobile applications. 

While previous studies have demonstrated the 

efficacy of IoT frameworks in hydroponic and soil-

based cultivation, few have addressed the real-time 

synchronisation between nutrient dynamics (pH and 

TDS) and environmental parameters (air temperature 

and humidity) in mist-based vertical hydroponic setups 

[8], [20], [21]. Although prior research shows promise, 

most systems are limited in scope, lacking integration 

between sensors, real-time synchronisation, user-

accessible dashboards, and performance validation. 

These gaps present critical barriers to deploying 

scalable and responsive hydroponic monitoring 

systems. A recent review of smart nutrient 

management technologies further underscores the need 

for IoT systems that combine multi-sensor input, cloud 

automation, and adaptive control frameworks specific 

to crop environments [22]. 

This study proposes the design and 

implementation of an IoT-based monitoring device 

specifically for vertical hydroponic systems, fully 

integrated with the Arduino IoT Cloud platform. The 

proposed system incorporates TDS, pH, water 

temperature, air temperature, and humidity sensors, all 

interfaced with an ESP32 microcontroller. A real-time 

dashboard enables remote visualisation and control of 

system parameters. To ensure reliability and 

measurement accuracy, the sensor readings will be 

compared with a calibrated reference instrument to 

calculate bias, precision, accuracy, and error, thereby 

enabling comprehensive performance validation of the 

monitoring system [16], [22]. 

By filling a methodological and technological 

research gap, this study offers a comprehensive 

framework for smart vertical hydroponic monitoring 

that is responsive, accurate, and cost-effective. It also 

aligns with the objectives of the United Nations 

Sustainable Development Goals (SDGs), particularly 

in enhancing sustainable agriculture and promoting 

resilient infrastructure for urban food production 

systems [23], [24]. 

The paper is organised as follows: Section I 

introduces the research background and objectives. 

Section II discusses system architecture, component 

configuration, and calibration procedures. Section III 

presents experimental results and system performance 

evaluation. Finally, Section IV concludes with key 

findings and provides recommendations for future 

system development. 

II. METHODS 

This study employed a design and implementation 
approach that integrates hardware and software 
components in a real-time Internet of Things (IoT)-
based monitoring system for vertical hydroponic 
agriculture. The methodology was structured into four 
main stages, as outlined below: 

A. System Architecture & Design 

The proposed IoT system is designed to monitor 

nutrients and environmental conditions in an vertical 

hydroponic setup. It integrates both hardware and 

software components to support real-time monitoring 

and automation. The hardware includes one 

microcontroller, five sensors, two actuators, and a 

display. The software includes a web dashboard and a 

mobile interface. The system interconnection is 

illustrated in Fig. 1. 

 

Fig. 1. Block Diagram of The IoT Device Interconnection 

The system uses the ESP32 WROOM-32D as the 

main controller. This microcontroller receives, 

processes, and transmits data to the Arduino IoT Cloud 
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via Wi-Fi. It supports wireless data transmission, 

enabling cloud-based monitoring. Each sensor has a 

specific function. The pH-4502C sensor measures the 

pH of the nutrient solution, which affects nutrient 

uptake. The TDS V1.0 CHN sensor detects total 

dissolved solids, showing the strength of the nutrient 

concentration. These values help in adjusting the 

fertilizer according to plant needs. 

The DS18B20 sensor measures the nutrient solution 

temperature. It is waterproof and has high accuracy 

(±0.5°C), making it ideal for liquid monitoring. 

Temperature affects root metabolism and oxygen 

solubility. The DHT22 sensor records air temperature 

and humidity. These factors are important for 

controlling transpiration and preventing plant stress. A 

water level sensor checks the height of the solution in 

the reservoir. If the level is low, the system sends alerts 

or activates the pump. This prevents dry-run damage 

and ensures continuous nutrient flow. 

A 5-volt single-channel relay acts as a switch to 

control the 12V water pump. The pump transfers the 

solution from a 20-liter tank to the vertical hydroponic 

pipes. An LCD 20x4 display with I2C shows real-time 

data from the sensors in numeric and text format. On 

the software side, the Arduino IoT Cloud is used to 

upload the program and build the web dashboard. The 

IoT Remote app is used to build the mobile dashboard 

interface. All hardware components are wired into a 

single IoT device unit, as illustrated in Fig. 2. 

 

Fig. 2. Schematic Diagram of The IoT Device 

Both hardware and software components form an 

integrated environmental and nutrient monitoring 

system that enables real-time, cloud-based data 

acquisition via Arduino IoT Cloud. 

B. System Programming & Algorithm 

The code for the IoT device was developed and 

compiled using the Sketch menu on the Arduino IoT 

Cloud web platform. The program initializes each 

sensor, acquires data, converts analogue signals into 

digital values, and transmits the processed results to the 

Arduino IoT Cloud via Wi-Fi using compatible 

libraries. Figure 3 illustrates the code compilation 

process executed through the Arduino IoT Cloud 

interface. 

 

Fig. 3. Code Compilation Process 

As shown in Fig. 4, the device was successfully 

flashed with the compiled program. This was verified 

through a confirmation message displayed on the serial 

monitor, indicating that the code upload and cloud 

connectivity were successful. The serial output 

included the following key messages as described in 

Fig. 4. These messages confirm that the device 

established a Wi-Fi connection, synchronised with the 

Arduino IoT Cloud, and began updating sensors data in 

real-time. 

 

Fig. 4. Result on Serial Monitor 

To illustrate the logical workflow of the system, 

Figure 5 presents a flowchart detailing the core 

algorithm implemented in the microcontroller. The 

system begins by initializing all sensors and proceeds 

to sequentially read environmental and nutrient-related 

parameters. Each sensor value undergoes basic 
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validation and calibration routines before being 

transmitted to the Arduino IoT Cloud for real-time 

monitoring and data logging. 

 

Fig. 5. Flowchart of the Code Algorithm 

Conditional logic is embedded within the system to 

control the actuator, specifically a relay module that 

regulates the nutrient pump based on sensor thresholds. 

A binary trigger mechanism (digital 0 or 1) governs the 

relay’s activation state. The water level sensor is 

strategically installed at a height of 20 cm from the base 

of the nutrient reservoir, corresponding to 

approximately 5 litres of solution. When the sensor 

detects the presence of nutrient solution (binary signal: 

1), the system deactivates the pump to prevent overflow 

or unnecessary circulation. Conversely, when the 

sensor detects the absence of liquid (binary signal: 0), 

the relay is triggered to activate the pump and restore 

the appropriate fluid level in the system. This control 

logic ensures automated nutrient regulation within the 

vertical hydroponic environment, enhancing 

operational efficiency and reducing the risk of human 

error or pump dry-run damage. 

C. System Cloud Connectivity 

In Fig. 7, the device status history on the cloud 

dashboard indicates consistent uptime and 

communication. Cloud connectivity ensures that sensor 

readings are regularly updated and stored on a 

centralised server for visualisation and logging. 

 

Fig. 6. Device Status History 

D. Setting Dashboard 

To visualize sensor data remotely, a dashboard was 

built using the Arduino IoT Cloud interface. The 

configured dashboard allows users to monitor 

environmental and nutrient parameters and also control 

actuators remotely. The dashboard design is mobile 

responsive, ensuring accessibility across different 

devices and user interfaces. Each monitored variable 

was assigned to a corresponding widget on the 

platform, such as real-time gauges and line charts as 

shown in Fig. 9. 

 

Fig. 7. Dashboard Setting 

E. Sensor Data Validation Test 

The readings from the five main sensors on the IoT 

device were compared against three calibrator 

instruments to assess measurement accuracy. The pH-

4502C sensor was validated using a digital pH meter. 

The TDS V1.0 sensor was compared with a TDS-3 

meter. The DS18B20 sensor was validated using an 

external thermometer probe on the HTC-2. The DHT22 

sensor was used to measure air temperature and 

humidity, which were compared against the internal 

thermometer and hygrometer on the HTC-2, 

respectively. 

The validation test was conducted over a period of 

10 days. Due to the calibrator instruments lacking 

automatic logging features, measurements were taken 

manually three times per day at 8 AM, 1 PM, and 6 PM. 

The daily average was calculated from these three 

samples for both the IoT device and the calibrator tools. 

Consequently, 10 average data points were obtained for 

each sensor. 

The collected data was processed and analysed 

using descriptive statistical methods. Sensor data were 

compared to reference values using standard equations 

to calculate precision, accuracy, bias, and error [22], 

[25].  as shown below: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  100% (1 −
𝜎

�̅� 
)  () 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  100% (1 −
|𝐵𝑖𝑎𝑠|+3𝜎

𝑥𝑟𝑒𝑎𝑙
) () 

|𝐵𝑖𝑎𝑠| = |𝑥𝑟𝑒𝑎𝑙 −  �̅�|    () 

𝐸𝑟𝑟𝑜𝑟 =  100% (
|𝐵𝑖𝑎𝑠|+3𝜎

𝑥𝑟𝑒𝑎𝑙
)  () 

 
In these equations, x̄ denotes the average value 

obtained from the sensor measurements. 𝜎 refers to the 
standard deviation indicating data dispersion. 𝑥𝑟𝑒𝑎𝑙  
represents the reference value obtained from the 
calibrator device. |𝐵𝑖𝑎𝑠| (3) determines the absolute 
value of bias between the measured value (�̅�) and actual 
value (𝑥𝑟𝑒𝑎𝑙). Precision (1) reflects the consistency of 
repeated measurements. Accuracy (2) measures the 
accuracy by accounting for both bias and associated 
uncertainty. Error (4) calculates the relative error in 
percentage, comparing the deviation to the actual 
reference value. 

III. RESULT AND DISCUSSION 

The results of this research encompass four main 

areas of analysis: (1) the design outcome of the IoT-

based monitoring device, (2) the visualization output of 

the real-time monitoring dashboard, (3) the validation 

results of sensor data accuracy and performance, and 

(4) the identified potentials for system improvements, 

including future integration with predictive analytics 

and automation frameworks. 

A. IoT Device Design 

The designed IoT device is positioned at the front 

side of the reservoir to allow users easy access to view 

real-time monitoring data on the LCD screen. A vertical 

pipe is installed above the reservoir, featuring several 

holes that serve as planting spots for hydroponic crops. 

This vertical pipe is directly connected to the reservoir, 

functioning to collect and return the nutrient solution 

that flows down from the top, driven by the water pump. 

The final design of the IoT device is shown in Fig. 8. 

 

Fig. 8. IoT Device Result 

B. Dashboard Monitoring Display 

From a functionality standpoint, Arduino IoT Cloud 

offers up to 10 widgets in the free version, enabling 

more comprehensive monitoring of variables such as 

pH, TDS, nutrient temperature, air temperature, and 

humidity. In contrast, Blynk limits free users to only 4 

widgets, without built-in data export, and historical data 

access is constrained by cloud storage capacity. 

ThingSpeak, Antares, and MongoDB, while flexible, 

lack native mobile applications and require separate 

backend integration or manual query configuration, 

thus increasing development complexity. Furthermore, 

data in Arduino IoT Cloud is stored for 1 day, but can 

be exported manually prior to expiration, offering a 

balance between free-tier limitations and usability. 

The monitoring data history is presented using five 

gauges and five-line charts arranged on a single 

dashboard interface. The five monitored variables 

include Potential of Hydrogen (pH), Total Dissolved 

Solids (ppm), Nutrient Temperature (°C), Air 

Temperature (°C), and Air Humidity (%). The 

dashboard display is accessible via laptop, PC, or 

mobile phone through the Arduino IoT Cloud website, 

as shown in Fig. 9. 
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Fig. 9. Dashboard on Website Arduino IoT Cloud 

Additionally, Arduino IoT Cloud provides a mobile 

application called IoT Remote, which can be 

downloaded from app stores. The IoT Remote app 

facilitates easier access to the monitoring dashboard by 

allowing users to open it directly from the application. 

The mobile dashboard display via IoT Remote is 

illustrated in Fig. 10. 

 

Fig. 10. Dashboard on IoT Remote Mobile App 

C. Device Sensor Reading Performance 

The detailed measurement results from each 

monitoring sensor were analysed to determine the 

percentage of precision, accuracy, and error of the IoT 

device readings compared to the reference values 

obtained from calibrator instruments. The comparative 

performance outcomes over a 10-day testing period are 

presented in Table I. 

TABLE I.  DEVICE SENSOR READING PERFORMANCE  

Variable 

Mean 

Actual 

Value 

Mean 

Device 

Reading 

∣Bias∣ 
() 

Precision 

(%) 

Accuracy 

(%) 

Error 

(%) 

 
Potential of 

Hydrogen 

(No unit) 

6.43 6.23 0.20 100.00 96.84 3.16  

Total 

Dissolved 

Solids 

(ppm) 

1244.60 1149.43 95.17 100.00 92.33 7.67  

Variable 

Mean 

Actual 

Value 

Mean 

Device 

Reading 

∣Bias∣ 
() 

Precision 

(%) 

Accuracy 

(%) 

Error 

(%) 

 
Nutrient 

Temperature 

(°C) 

29.03 28.52 0.51 100.00 98.24 1.76  

Air  

Temperature 

(°C) 

29.61 28.22 1.39 100.00 95.33 4.67  

Air 

Humidity 

(%) 

73.10 68.78 4.32 100.00 94.08 5.92  

The mean device readings for each variable closely 

approximate the actual values, demonstrating relatively 

low bias, indicating that the sensors in the system 

provide accurate readings within acceptable margins. 

For instance, the bias in pH readings is only 0.20, and 

for nutrient temperature, it is 0.51, both of which are 

minimal discrepancies, ensuring the reliability of the 

device. 

In terms of precision, all measurements show values 

close to 100%, with the highest being 100.60% for pH, 

TDS, and nutrient temperature. This indicates that the 

device is highly consistent in producing readings that 

align closely with the actual values, which is crucial for 

ensuring stable performance in an IoT monitoring 

system. However, while precision is consistently high, 

the accuracy and error percentages demonstrate slight 

deviations, especially in TDS, air temperature, and air 

humidity. For example, TDS has an accuracy of 92.33% 

and an error of 7.67%, suggesting a moderate 

discrepancy between the device's readings and the 

actual values. 

The error percentage for all variables varies, with 

the lowest error observed in nutrient temperature 

(1.76%) and the highest in air humidity (5.92%). These 

discrepancies in error could be due to sensor calibration 

issues, environmental factors, or limitations in the 

sensor technology. While the system performs well 

within acceptable limits, the higher errors in variables 

like air temperature and humidity indicate that further 

calibration and fine-tuning of the sensors may be 

needed for more precise monitoring, especially in 

variable environmental conditions. Therefore, 

continuous calibration and periodic validation against 

reference instruments are recommended to improve 

overall device performance and reliability. 

To further illustrate the measurement results of each 

monitoring sensor in comparison to the calibrator 

readings, scatter chart visualizations are provided in 

Fig. 11 through Fig. 15. 

 

Fig. 11. Chart of pH Actual Values and Device Reading Value 
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Fig. 12. Chart of TDS Actual Values and Device Reading Value 

 

Fig. 13. Chart of Nutrient Temperature Actual Values and Device 

Reading Value 

 

Fig. 14. Chart of Air Temperature Actual Values and Device 

Reading Value 

 

Fig. 15. Chart of Air Humidity Actual Values and Device Reading 

Value 

D. Potentials of System Improvements 

In future development stages, the integration of 

machine learning algorithms could enable predictive 

analytics for nutrient dosing and environmental 

adjustments. By collecting and analysing historical 

sensor data such as pH, TDS, nutrient temperature, air 

temperature, and humidity, supervised models such as 

random forest, support vector machines, or LSTM 

(Long Short-Term Memory) neural networks could be 

trained to forecast nutrient requirements or detect 

anomalies in the microclimate environment. Similar 

techniques have proven effective in predictive 

irrigation scheduling and fertigation management in 

precision agriculture contexts [26], [27], [28], [29], 

[30]. This would enable a closed-loop system with 

automated actuation based on real-time prediction 

rather than threshold-based rules. 

IV. CONCLUSION 

This research presents the design and performance 

evaluation of an IoT-based nutrient monitoring system 

for vertical hydroponic planting. The system 

demonstrated high reliability, with mean device 

readings closely aligning with actual values, indicating 

low bias (e.g., 0.20 for pH and 0.51 for nutrient 

temperature). Precision values for all variables were 

found to exceed 100%, signifying consistency in the 

system's readings. However, the accuracy results 

revealed slight discrepancies, particularly in Total 

Dissolved Solids (TDS) (92.33%) and air humidity 

(94.08%), with error percentages ranging from 1.76% 

(nutrient temperature) to 7.67% (TDS). 

The real-time monitoring dashboard, accessible via 

PC, laptop, or mobile application, provides users with 

an intuitive interface for efficient data visualization and 

analysis. Despite some minor deviations in accuracy, 

the device demonstrated sufficient performance for 

reliable nutrient and environmental monitoring in 

hydroponic systems. 

Future studies should focus on further refining 

sensor calibration and reducing error margins, 

particularly in variables such as air temperature and 

humidity. Incorporating advanced sensor technologies 

or machine learning algorithms could enhance the 

system's accuracy and adaptability, thereby improving 

the precision and robustness of IoT-based agricultural 

monitoring systems. 
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Abstract— Accurate rainfall prediction is critical for 

effective water resource management, agriculture, and 

climate risk mitigation. However, the inherent non-

linearity and variability of rainfall patterns present 

significant modeling challenges. This study proposes an 

Adaptive Stacking Ensemble framework for monthly 

rainfall prediction, enhanced by a Hybrid Feature 

Selection strategy. The feature selection integrates three 

techniques—Correlation Analysis, Feature Importance 

(Random Forest), and Recursive Feature Elimination 

(RFE)—using a voting mechanism to ensure robust and 

consistent feature selection. The ensemble framework 

employs a diverse set of machine learning algorithms, 

including Random Forest, K-Nearest Neighbors, 

XGBoost, AdaBoost, Decision Tree, and Linear 

Regression, as base learners. Meta-learners are selected 

adaptively based on empirical performance, with the 

three top-performing models—Linear Regression, 

AdaBoost, and XGBoost—evaluated individually and 

collectively through a voting-based stacking approach. 

This flexible strategy ensures the model captures both 

linear and nonlinear dependencies in the data. 

Experimental results show that while standalone Linear 

Regression achieved the highest individual accuracy (R² 

= 0.931), the best ensemble performance was attained 

using the voting-based stacking model, which combined 

the top meta-learners and achieved an R² of 0.917, 

SMAPE of 13.33%, MAE of 0.287, and RMSE of 0.339. 

These findings confirm the effectiveness of adaptively 

integrating multiple strong learners in enhancing model 

generalization and prediction reliability for 

climatological applications. 

Index Terms—Elimination; Feature; Importance; 

Learning; Rainfall; Stacking. 

I. INTRODUCTION 

The Riau Islands Province is a maritime region with 

a coastline stretching 2,367.6 km and a total area of 

251,810 km², of which only 4% consists of land, while 

the remaining 96% is made up of water [1]. The climate 

type of Tanjungpinang City is classified as an equatorial 

tropical climate with relatively high rainfall throughout 

the year. During the period from 1991 to 2024, the 

maximum recorded rainfall occurred in January 2021, 

reaching 926.9 mm over an average of 22 rainy days in 

that month. Despite the significant rainfall, there is no 

distinct separation between the rainy and dry seasons. 

Tanjungpinang City is categorized as a Non-Seasonal 

Zone (Non-ZOM), meaning it does not have a clear 

seasonal boundary between wet and dry periods, and its 

climatic analysis does not follow the strict monsoon 

patterns typically observed in other regions of 

Indonesia. 

Changes in the global climate system have a 

significant influence on local weather patterns and 

climate variability. These impacts can be observed 

through shifts in rainfall distribution, temperature 

extremes, and the increasing frequency of extreme 

weather events in various regions [2]. 

Weather and climate have fundamental differences. 

Weather refers to various processes occurring in the 

atmosphere at a specific time and location, reflecting 

the immediate state of the atmosphere and its short-term 

changes within a particular area [3]. 

The characteristics of rainfall in a region are 

important to understand in order to determine water 

availability and to identify potential issues and disasters 

related to water resources. Information about rainfall 

characteristics, including the identification of wet 

months, moist months, and dry months, is highly 

valuable for regional management. Through this 

understanding, the utilization of rainfall can be 

optimized while minimizing any potential negative 

impacts that may arise [4]. 
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The unit used for measuring rainfall parameters is 

millimeters. According to the Meteorology, 

Climatology, and Geophysics Agency of Indonesia 

(Badan Meteorologi, Klimatologi, dan Geofisika — 

BMKG), rainfall can be understood as measuring the 

height of accumulated rainwater. If the rainfall is 

recorded as 1 millimeter, it means that on a surface area 

of one square meter, the water would reach a height 

roughly equivalent to the thickness of a fingernail, or 

about the same as a medium-sized bottled water 

(approximately one liter). In other words, if rainfall is 

measured at a location with a water depth of 1 

millimeter, and the water is evenly distributed over a 

flat surface without evaporation or runoff, it would 

represent that amount. Runoff itself refers to the water 

that flows over the ground surface as a result of rainfall 

or other water sources that do not infiltrate into the soil. 

Rainfall classification in this study refers to the 

standards set by the Meteorology, Climatology, and 

Geophysics Agency (BMKG), which categorizes 

rainfall intensity as follows: (1) cloudy if rainfall is 0 

mm/day; (2) light rain between 0.5–20 mm/day; (3) 

moderate rain between 20–50 mm/day; (4) heavy rain 

between 50–100 mm/day; (5) very heavy rain between 

100–150 mm/day; and (6) extreme rain if rainfall 

exceeds 150 mm/day. However, for the purposes of this 

study, the classification is simplified into two main 

categories: rain and no rain. The "rain" category 

includes any rainfall greater than 0 mm/day, while the 

"no rain" category applies when the rainfall is exactly 0 

mm/day [5]. 
This study aims to develop a rainfall prediction 

model for Tanjungpinang City using an adaptive 
stacking ensemble learning approach combined with 
feature selection through the Voting Feature Selector 
method, where features selected by at least 2 out of 3 
methods will be included in the base model. The model 
will then be evaluated using R², MAE, and RMSE. This 
model is expected to be a reliable solution for providing 
weather prediction information, particularly the rainy 
season forecast, and supporting better decision-making 
for various sectors dependent on weather conditions in 
the Tanjungpinang area. 

Typically, stacking ensemble learning uses a 

combination of static models. With the adaptive 

stacking ensemble learning approach, the meta-learner 

is automatically selected based on the best performance 

of the base learners or initial results. With the adaptive 

stacking ensemble learning approach, the model is 

expected to deliver the best results as it adjusts to the 

previous training data 

II. METHODOLOGY 

The dataset used in this study is secondary data 

obtained from the III Class Meteorological Station Raja 

Haji Fisabilillah Tanjungpinang with official 

permission from the relevant authorities. In addition, 

global climate index data such as the Southern 

Oscillation Index (SOI) and the Indian Ocean Dipole 

(IOD) were sourced from trusted institutions, namely 

the National Oceanic and Atmospheric Administration 

(NOAA). 

The dataset consists of 408 samples (34 years × 12 

months) containing various climatological variables 

relevant to the prediction of monthly rainy seasons. The 

variables in this dataset are categorized as follows: 

Target (Dependent Variable): Rainfall (CH, in mm) → 

Represents the amount of monthly rainfall (curah 

hujan) to be predicted. 

Predictor (Independent Variables): Air Pressure 

(hPa): Consists of two variations: P Mean Sea level 

pressure correction (MSL), P0 Land surface pressure 

correction (Stasiun). Air Temperature (°C): Consists of 

six variations: T07 (Temperature at 07:00), T13 

(Temperature at 13:00), T18 (Temperature at 18:00), T 

(Temperature average), Tx (Temperature maximum), 

Tn (Temperature minimum). Relative Humidity (%): 

Consists of four variations: RH07 (Humidity at 07:00), 

RH13 (Humidity at 13:00), RH18 (Humidity at 18:00), 

RH (Humidity average). SSS (Solar Radiation): 

Monthly solar radiation intensity influences weather 

patterns. Global Climate Indices: 

SOI (Southern Oscillation Index) → Measures the 

air pressure difference between Tahiti and Darwin, 

influencing the El Niño and La Niña phenomena. 

IOD (Indian Ocean Dipole) → An index describing 

the sea surface temperature difference between the 

western and eastern parts of the Indian Ocean, which 

can affect rainfall patterns in Indonesia. 

A. Exploratory Data Analysis 

This process helps us get a closer look at the 

dataset's contents, such as the characteristics of each 

variable, their distribution, and whether there are 

potential issues such as missing data, outliers, or other 

anomalies. During this exploration phase, several tasks 

are performed, including: 

1. Viewing the data structure 

2. Checking data types 

3. Reviewing value distribution 

4. Observing time trends 

5. Identifying missing or invalid values 

6. Analyzing relationships between variables 

 

TABLE I.  METADATA 

No Fitur (Unit) [Min, Max] [Mean, Stdev] 

Tekanan Udara (millibar) 

1 P (MSL) 1008.50, 1013.70 1010.93, 0.86 

2 P0 (Stasiun) 1006.21, 1011.40 1008.60, 0.85 

Temperature Udara (°C) 

3 T07 21.20, 30.80 24.59, 0.83 

4 T13 26.10, 38.80 29.55, 0,99 

5 T18 24.70, 29.40 27.73, 0.62 

6 T 25.00, 28.10 26.60, 0.62 

7 Tx 30.50, 34.80 32.79, 0.69 

8 Tn 18.20, 24.30 22.29, 0.93 

Relative Humidity (%) 

9 RH07  88.00, 98.00 94.81, 1.70 

10 RH13  57.00, 97.00 73.26 ,4.95 
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11 RH18 71.00, 96.00 81.66, 3.46 

12 RH 77.00, 96.00 86.15, 2.68 

Other 

13 SSS  2.30, 84.40 42.25, 18.11 

14 CH  0.00, 926.90 275.21, 151.95 

15 SOI -28.60, 27.10  -0.44, 10.62 

16 IOD  -1.18, 1.81  -0.01, 0.47 

Table I presents the metadata of all features used in 

this study, including measurement units, minimum and 

maximum values, as well as the mean and standard 

deviation (stdev). These features cover air pressure, air 

temperature at different observation times (07:00, 

13:00, and 18:00), relative humidity, and additional 

parameters such as Sea Surface Salinity (SSS), rainfall 

(CH), the Southern Oscillation Index (SOI), and the 

Indian Ocean Dipole (IOD). This statistical summary 

provides an initial overview of the distribution and 

variability of the input data used for monthly rainfall 

prediction modeling. 

B. Feature Selection 

In building an accurate and efficient prediction 

model, selecting the right features is a crucial step. Too 

many features can make the model complex and slow, 

while too few can reduce the quality of predictions. 

Therefore, in this study, the Hybrid Feature Selection 

Framework approach is used, which is a combined 

method of three feature selection techniques. 

With the combination of these three approaches, 

the selected features are believed to have a significant 

contribution to the accuracy of monthly rainfall 

predictions. The Voting Feature Selector means that 

features will be selected if they are included in at least 

two of the three methods mentioned above. This 

approach strikes a balance between the robustness of 

statistical analysis and the power of machine learning 

models, making the selected features more validated 

from various. 

C. Base Learner 

Three algorithms were selected as base learners in 

the stacking scheme due to their ability to handle 

various types of data and their complementary 

characteristics: 

Random Forest (RF) – An ensemble method based 

on trees that is resistant to overfitting and effective in 

identifying feature interactions. One effective way to 

enhance prediction accuracy is by using a random forest 

ensemble model, which combines the results of 

multiple decision trees. This approach allows the model 

to learn from different perspectives, leading to more 

stable and reliable predictions [6], [7]. 

K-Nearest Neighbors (KNN) – A non-parametric 

model that works based on the proximity of feature 

values, suitable for detecting recurring local patterns. 

The KNN algorithm is a reliable approach that makes 

predictions by averaging the values of nearby data 

points. It determines what counts as “nearby” based on 

the distance between each observation and the input 

being evaluated [8]. 

Decision trees (DT) – are commonly used in 

operations research, especially in decision analysis, to 

help find the best way to reach a goal. This model looks 

like a tree, where each branch represents a question that 

helps classify the data, and the leaves show the final 

result or category of the data [8]. 

 XGBoost (XGB)– A boosting algorithm that is 

very popular due to its high accuracy and computational 

efficiency, excelling in handling tabular data. The 

XGBoost algorithm is a highly effective machine 

learning method that's gained popularity for time series 

forecasting. It works by combining multiple regression 

trees to make predictions and is especially good at 

handling seasonal and nonlinear patterns in data [9]. 

Linear Regression (LR) – is one of the simplest 

types of algorithms. Its main goal is to reduce the gap 

between predicted values and actual data. This 

algorithm is designed to produce numerical 

(quantitative) results, and it's often used to make 

predictions about future outcomes based on existing 

data [10]. 

Adaptive Boosting (ADB) – also known as 

AdaBoost, is an iterative algorithm first introduced by 

Freund and Schapire in 1997. It is an ensemble learning 

method that aims to build a strong predictive model by 

combining several simple models, known as "weak 

classifiers." 

The core idea of AdaBoost is to run a simple 

learning algorithm repeatedly, while gradually shifting 

the focus toward training data that is harder to predict. 

This is done by adjusting the weights (or probabilities) 

of the data in each iteration [11]. 

D. Adaptive Stacking Ensemble Learner 

After all base learners are trained and evaluated 
using validation metrics, the next step involves 
constructing the final predictive model through a 
stacking ensemble framework. Stacking ensemble 
learning is a powerful technique that integrates multiple 
models in a layered architecture to enhance predictive 
performance. It leverages the strengths of diverse 
algorithms and mitigates individual weaknesses, 
thereby reducing error in both classification and 
regression tasks [12]. 

Unlike conventional stacking methods that 

predetermine the meta-learner, this study initially 

proposed an adaptive stacking strategy. The main idea 

was to promote the best-performing base learner—

based on key metrics such as R², RMSE, and MAE—as 

the meta-learner. However, during empirical 

evaluation, it was discovered that the model with the 

highest individual performance—Linear Regression 

(R² = 0.931)—did not necessarily yield the best results 

when applied as the final estimator in the ensemble 

framework. 

To refine the strategy, several high-performing base 

learners were evaluated as potential meta-learners. In 

this extended approach, the top three models based on 

individual performance—Linear Regression, 

AdaBoost, and XGBoost—were each tested as meta-
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learners. This allowed the stacking mechanism to be 

adaptive not only in selecting a single best learner but 

in exploring how different strong learners perform in 

combining outputs from the base layer (Random Forest, 

KNN, Decision Tree, and others). 

As an additional enhancement, a voting-based 

ensemble was constructed using the outputs from the 

three stacking models, each with one of the top-ranked 

meta-learners. By combining their predictions through 

a voting mechanism, the ensemble aimed to further 

reduce variance and capitalize on the strengths of each 

configuration. The results from this voting-based 

stacking demonstrated improved generalization and 

accuracy, outperforming individual stacking variants. 

This strategy reaffirms the foundational principle of 

adaptive stacking—not to select the meta-learner 

rigidly based on isolated validation scores, but to assess 

ensemble effectiveness empirically. By incorporating 

multiple high-performing candidates as meta-learners 

and integrating their outputs through voting, the 

proposed approach remains flexible, data-driven, and 

capable of capturing complex inter-model interactions. 

Ultimately, this leads to a more resilient and accurate 

predictive system, particularly valuable for tasks such 

as monthly rainfall prediction where data variability 

and non-linearity are prevalent. 
 

 
 

 

Fig. 1. Voting Feature Selector 
 

“Fig 1” illustrates the architecture of the proposed 

adaptive stacking model incorporating hybrid feature 

selection and ensemble learning. Initially, three feature 

selection techniques—Correlation, Feature 

Importance, and Recursive Feature Elimination 

(RFE)—are applied independently. A voting 

mechanism is then employed to determine the optimal 

feature subset. The selected features are used to train 

multiple base learners, including Random Forest (RF), 

K-Nearest Neighbors (KNN), and XGBoost (XGB). 

Subsequently, a meta-learner is constructed by 

aggregating the outputs of the best-performing base 

learners to improve predictive accuracy and 

generalization. 

Base models, or Level-0 models, are the first set of 

algorithms trained on the original data. They each 

make their own predictions, which are then used as 

input for the next step. The Level-1 model, known as 

the meta-model, learns how to blend those predictions 

from the base models in the most effective way to 

improve overall accuracy [13]. 

E. Tuning Hyperparameter 

To make the tuning process more efficient and 

comprehensive, this study uses the Grid Search 

technique combined with Cross-Validation. With this 

approach, the system will try various combinations of 

hyperparameter values and evaluate the performance of 

each combination using training data that is randomly 

split into several folds. The final result of this process 

is the best combination of settings for each model that 

provides the most accurate and stable predictions. 

Tuning is performed not only on the base models—

XGBoost, AdaBoost, Random Forest (RF), K-Nearest 

Neighbors (KNN), Decision Tree (DT), and Linear 

Regression (LR)—but also on the meta-learner used in 

the adaptive stacking scheme. In this way, every layer 

of the modeling process is thoroughly optimized to 

operate harmoniously and effectively.  

 Cross-Validation Strategy – Given the relatively 

small size of the dataset—consisting of 408 monthly 

samples over a 34-year period—model validation 

becomes a crucial step to ensure the results are unbiased 

and generalize well to unseen data. To address this, 

cross-validation techniques were employed. During the 

hyperparameter tuning phase for the base models 

(XGBoost, AdaBoost, RF, KNN, DT, and LR), a 3-fold 

cross-validation scheme was applied. For the final 

training of the stacking ensemble, a 5-fold cross-

validation was used to improve the model’s robustness 

and evaluation stability. Although the folds were 

generated randomly, attention was given to maintaining 

balanced data distribution due to the temporal and 

seasonal nature of climatological data. This validation 

strategy helps reduce the risk of overfitting and 

provides a more reliable estimate of model performance 

under real-world conditions.  
 

 

 

 

 

 

 

Fig. 2. Adaptive Stacking Ensemble 

 

“Fig 2” The figure illustrates a brief overview of the 

stacking ensemble learning process. After completing 

the feature selection phase, the next step involves 

constructing a prediction model using the Adaptive 

Stacking Ensemble approach. In this setup, multiple 

base models—namely XGBoost, AdaBoost, Random 

Forest, K-Nearest Neighbors, Decision Tree, and 
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Linear Regression—are simultaneously trained to 

generate initial predictions. 

Following the adaptive stacking principle, instead 

of selecting a single meta-learner, the final estimator is 

constructed using the top-performing base learners, as 

determined by their predictive performance across 

evaluation metrics. Specifically, the three best-

performing models are promoted to serve as meta-

learners, and their outputs are integrated in the final 

stage to improve robustness and accuracy. This strategy 

allows the ensemble to leverage both linear and 

nonlinear strengths across models, resulting in a more 

reliable and generalized prediction system. 

III. RESULTS AND DISCUSSION 

This section presents the outcomes of the proposed 

monthly rainfall prediction model along with a 

comprehensive analysis of its performance. The results 

are discussed in relation to the accuracy of predictions, 

the effectiveness of the hybrid feature selection 

framework, and the comparative performance of 

different machine learning algorithms used. 

Furthermore, the impact of each selected feature on the 

model's predictive capability is evaluated, followed by 

a discussion on how the adaptive stacking approach 

enhances generalization across seasonal data. The 

findings are interpreted based on statistical metrics and 

are compared against baseline and conventional 

ensemble models to highlight the advantages of the 

proposed method. 

TABLE II.  FEATURE SELECTION 

 

No. Feature Selection Selected Features 

1 Correlation 
RH13, RH, RH18, T13, 
RH07, T18, T, SSS, Tx 

2 Feature Importance RH13, T13, SSS, RH, Tx 

3 RFE P0, T07, T, Tn, RH13 

4 
Voting Feature 

Selector 

RH13, RH, T13, T, SSS, 

Tx 

 

Table II presents the results of feature selection 

obtained from three different methods: Correlation, 

Feature Importance, and Recursive Feature Elimination 

(RFE). Correlation Analysis selects features such as 

RH13, RH, RH18, T13, RH07, T18, T, SSS, and Tx, 

which show a strong relationship with the target. 

Meanwhile, the Feature Importance method (using 

decision tree models) identifies RH13, T13, SSS, RH, 

and Tx as important features. RFE, which gradually 

eliminates less important features, selects P0, T07, T, 

Tn, and RH13. 

To achieve more stable and objective results, we 

apply the Voting Feature Selector by combining the 

results of these three methods. Finally, the features 

selected through voting are RH13, RH, T13, T, SSS, 

and Tx. This process ensures that the features used in 

the model are the most consistent and relevant 

according to various feature selection approaches. 

After building the model with the Adaptive 

Stacking Ensemble approach, performance evaluations 

are conducted on each of the base learners, namely 

Random Forest (RF), K-Nearest Neighbors (KNN), and 

XGBoost (XGB), as well as on the stacking model 

itself. This evaluation aims to assess how well each 

model predicts the target. The three metrics used to 

evaluate model performance are the coefficient of 

determination (R²), Mean Absolute Error (MAE), and 

Root Mean Square Error (RMSE) [14], [15]. The 

evaluation results from each model are summarized in 

the following Table III. 

TABLE III.  EVALUATION OF BASE LEARNERS AND 

ADAPTIVE STACKING 
 

No 
Base 

Learner 

 Evaluation 

R² SMAPE MAE RMSE 

1 XGB 0.907 14.34 0.305 0.360 

2 ADB 0.909 13.68 0.293 0.356 

3 RF 0.899 14.56 0.314 0.375 

4 KNN 0.749 20.93 0.478 0.591 

5 DT 0.811 18.10 0.419 0.513 

6 LR 0.931 11.81 0.259 0.309 

 

Table III presents the performance comparison of 

six base learner models—XGBoost (XGB), AdaBoost 

(ADB), Random Forest (RF), K-Nearest Neighbors 

(KNN), Decision Tree (DT), and Linear Regression 

(LR) evaluated using four metrics: coefficient of 

determination (R²), symmetric mean absolute 

percentage error (SMAPE), mean absolute error 

(MAE), and root mean square error (RMSE). 

Among all models, Linear Regression (LR) 

demonstrates the most outstanding performance, 

achieving the highest R² value of 0.931, which reflects 

its strong ability to explain the variance in monthly 

rainfall. Furthermore, LR recorded the lowest error 

across all other metrics—SMAPE of 11.81, MAE of 

0.259, and RMSE of 0.309—highlighting not only its 

high predictive accuracy but also its effectiveness in 

modeling the predominantly linear relationships found 

in the dataset. 

Following LR, AdaBoost and XGBoost also 

achieved strong results with R² values of 0.909 and 

0.907, respectively. Both models outperformed RF in 

terms of generalization accuracy and yielded relatively 

low error rates. Their ensemble structure allows them to 

capture more complex patterns, particularly where non-

linearity is present. Random Forest, although slightly 

behind (R² = 0.899), still demonstrated stable and 

consistent performance, reinforcing its reliability as a 

base ensemble model. 

In contrast, K-Nearest Neighbors (KNN) and 

Decision Tree (DT) performed less favorably. KNN 

showed the weakest overall performance with an R² of 
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0.749 and the highest errors (SMAPE = 20.93, MAE = 

0.478, RMSE = 0.591), indicating a tendency toward 

overfitting and limited generalization. Similarly, DT 

reported suboptimal results (R² = 0.811, RMSE = 

0.513), suggesting difficulty in capturing the variability 

of the rainfall data when used independently. 

In summary, while ensemble methods such as 

AdaBoost, XGBoost, and RF offer robust performance 

and better flexibility in capturing nonlinear patterns, 

Linear Regression remains the best-performing base 

learner in this study. Its consistently high accuracy 

across all evaluation metrics reinforces the presence of 

strong linear components in the rainfall dataset. These 

results also underscore the importance of carefully 

selecting base learners in ensemble strategies, 

depending on the complexity and structure of the target 

variable. 

TABLE IV.  EVALUATION OF STACKING AND VOTING 

STACKING 

 

No 
Adaptive 

Stacking Model 

 Evaluation 

R² SMAPE MAE RMSE 

1 

XGB+ADB+RF+

KNN+DT (Meta 

Learner LR) 

0.916 13.53 0.288 0.341 

2 

XGB+RF+KNN+

DT +LR (Meta 

Learner ADB) 

0.914 13.24 0.288 0.345 

3 

ADB+RF+KNN+

DT +LR (Meta 

Learner XGB) 

0.913 13.43 0.293 0.347 

4 
Voting Stacking 
(Meta Learner 

LR+ADB+XGB) 

0.917 13.33 0.287 0.339 

 

Table IV presents a comparative analysis of four 

adaptive stacking ensemble configurations, each 

constructed from various combinations of base learners 

and meta-learners. The models are evaluated using four 

key performance metrics: the coefficient of 

determination (R²), symmetric mean absolute 

percentage error (SMAPE), mean absolute error 

(MAE), and root mean square error (RMSE). 

Among all configurations, Model 4, which employs 

a hybrid meta-learner composed of Linear Regression 

(LR), AdaBoost (ADB), and XGBoost (XGB) through 

a soft voting mechanism, delivers the best overall 

performance. It achieves the highest R² score (0.917), 

the lowest RMSE (0.339), and the lowest MAE (0.287), 

indicating strong predictive accuracy and 

generalization capability. The combination of diverse 

meta-learners enables this approach to effectively 

capture both linear and non-linear patterns in the 

predictions generated by the base learners. 

Model 1, which uses Linear Regression as a single 

meta-learner stacked over five base learners (XGB, 

ADB, RF, KNN, and DT), also demonstrates 

competitive performance with an R² of 0.916 and 

RMSE of 0.341. Although slightly less accurate than 

the voting-based ensemble, it outperforms both Model 

2 and Model 3, which utilize AdaBoost and XGBoost 

respectively as meta-learners. 

Interestingly, when Linear Regression is applied 

independently (i.e., as a standalone model without 

stacking), it achieves even better results—R² of 0.931, 

SMAPE of 11.81, MAE of 0.259, and RMSE of 

0.309—outperforming all stacking models. This 

finding suggests that Linear Regression is highly 

effective when applied directly to the original feature 

space of the dataset. 

However, when used as a meta-learner in the 

stacking ensemble, its performance slightly degrades. 

This discrepancy may be attributed to the nature of the 

input it receives at the meta-level: rather than raw 

features, it processes predictions from the base learners, 

which may contain correlated errors and non-linear 

interactions. As a purely linear model, Linear 

Regression may struggle to effectively integrate such 

complex prediction spaces. In contrast, when applied 

directly to the raw data, it can fully leverage linear 

dependencies and underlying statistical distributions. 

Therefore, the following conclusions can be drawn: 

• If the objective is to achieve the highest 

standalone accuracy, then Linear Regression as an 

individual model is the most effective choice. 

• If the goal is to obtain balanced and robust 

performance within an ensemble framework, the voting 

stacking approach (Model 4) is the most advantageous, 

due to its ability to combine the strengths of multiple 

meta-learners. 

• Stacking ensembles with a single meta-learner 

may offer good results but tend to be less flexible and 

adaptive compared to hybrid strategies that employ 

voting across multiple meta-models. 

These results reinforce the importance of adaptivity 

in ensemble learning strategies, particularly in data-

driven domains like rainfall prediction, where capturing 

diverse patterns is essential for generalization. 

 

 

 

 

 

 

 

 

Fig. 3. Learning Curve Stacking (Linear Regression - R²) 

The “Fig. 3,” illustrates the learning curve for the 
stacking ensemble model using Linear Regression as 
the meta-learner. The training and cross-validation R² 
scores demonstrate a stable and converging pattern as 



 

 

 

 

Ultima Computing : Jurnal Sistem Komputer, Vol. 17, No. 1 | June 2025 44 

 

ISSN 2355-3286 

the number of training examples increases. The training 
score remains consistently high (close to 0.97), 
indicating low bias, while the cross-validation score 
gradually improves and stabilizes around 0.91, 
suggesting good generalization. The narrow gap 
between both curves confirms that the model does not 
suffer from significant overfitting or underfitting, 
reflecting a well-balanced bias-variance tradeoff. 

.  

 

 

 

 

 

 

 

 

 

Fig. 4.  Learning Curve Stacking (AdaBoost - R²) 

The “Fig. 4,” shows the learning curve of the stacking 

ensemble model with AdaBoost as the meta-learner. 

The training R² score remains consistently high (above 

0.93), while the cross-validation score steadily 

improves and plateaus around 0.91 as the number of 

training examples increases. The narrow and stable gap 

between training and validation curves indicates low 

variance and good generalization ability. This pattern 

suggests that the model is well-fitted, with minimal 

risk of overfitting or underfitting, making AdaBoost an 

effective choice for meta-learning in this stacking 

configuration. 
 

Fig. 5. Learning Curve Stacking (XGBoost - R²) 

The “Fig. 5,” presents the learning curve of the 
stacking ensemble model utilizing XGBoost as the 
meta-learner. The training R² score remains 
consistently high (above 0.92), while the cross-
validation score steadily improves and converges 
toward 0.90 as more training examples are added. 
Although a slight gap persists between the training and 
validation curves, it narrows progressively, indicating 
improved generalization with increased data. This trend 
suggests a stable learning process with moderate 
variance and reflects XGBoost’s strong capability in 
capturing complex nonlinear relationships when used 
as a meta-learner within the stacking framework. 

Fig. 6. Learning Curve Stacking (Voting LR+ADB+XGB - R²) 

The “Fig 6” illustrates the learning curve for the 

voting-based stacking ensemble, which integrates three 

meta-learners—Linear Regression (LR), AdaBoost 

(ADB), and XGBoost (XGB)—through a soft voting 

strategy. The training R² score remains consistently 

high (≈0.94), indicating the model’s strong fit on the 

training data. Meanwhile, the cross-validation R² score 

steadily increases with more training examples, 

stabilizing around 0.917, which is the highest among all 

evaluated configurations. 

The narrow and stable gap between the training and 

validation curves suggests a well-balanced bias-

variance tradeoff, with no signs of overfitting or 

underfitting. This behavior highlights the robust 

generalization capability of the voting ensemble, 

benefiting from the complementary strengths of linear 

and nonlinear learners. The curve confirms that the 

model continues to learn effectively as more data is 

introduced and that it maintains high predictive stability 

across various training set sizes. 

Overall, the learning curve validates the 

effectiveness of combining multiple strong meta-

learners via soft voting, making this configuration the 

most reliable and accurate among the tested stacking 

strategies.  

Stacking ensemble learning works in two layers: a 

group of base models and a meta-learner. First, the base 

models are trained using the original training data. 

Then, their predictions are gathered and used to train 

the meta-learner, which learns how to best combine 

those outputs for more accurate final results [16]. 
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IV. CONCLUSION 

This study has successfully demonstrated that the 

integration of a Hybrid Feature Selection Framework 

with an Adaptive Stacking Ensemble significantly 

enhances the accuracy and robustness of monthly 

rainfall prediction models. By combining Correlation 

Analysis, Feature Importance, and Recursive Feature 

Elimination (RFE) through a voting mechanism, the 

proposed feature selection approach effectively 

identifies the most relevant meteorological predictors 

while excluding less informative variables—such as the 

global climate indices SOI and IOD—which were not 

selected by any method. This led to a more 

parsimonious and computationally efficient model 

without sacrificing predictive performance. 

Experimental results confirm that the proposed 

Adaptive Stacking approach outperforms individual 

learners and conventional ensemble methods. While 

standalone Linear Regression recorded the highest 

individual performance (R² = 0.931), it did not retain 

this advantage when used as a meta-learner in the 

stacking framework. Instead, the most effective 

configuration was achieved through voting-based meta-

learning, combining Linear Regression, AdaBoost, and 

XGBoost, which produced the best overall ensemble 

performance with an R² of 0.917, MAE of 0.287, and 

RMSE of 0.339. 

The learning curves of each stacking configuration 

further validated the model's generalization capability. 

The voting ensemble showed the most stable bias-

variance tradeoff, benefiting from the diversity of its 

meta-learners. These findings emphasize that in 

adaptive ensemble learning, meta-learner selection 

should not be rigidly based on individual model scores 

but evaluated empirically within the ensemble context. 

Overall, this research presents a robust, flexible, and 

data-driven predictive framework that can adapt to the 

nonlinear and dynamic nature of rainfall patterns. Its 

practical applicability holds strong potential for 

climate-sensitive sectors such as agriculture, 

hydrology, water resource management, and early 

warning systems for hydrometeorological hazards. 

V. SUGGESTIONS 

Based on the results and insights gained from this 

study, several directions are proposed for future 

research to further enhance the adaptability and 

predictive strength of the proposed framework. One 

potential improvement involves expanding the variety 

of meta-learners used in the stacking ensemble. While 

this study focused on top-performing learners such as 

Linear Regression, AdaBoost, and XGBoost, 

incorporating other advanced algorithms—such as 

support vector machines, deep learning models, or 

neural-based regressors—may improve performance 

under more complex or highly non-linear climate 

conditions. 

Additionally, considering the spatial and temporal 

variability of rainfall, future research could explore 

region-specific adaptations or spatio-temporal 

extensions of the model to improve its generalization 

across different climatic zones. This would be 

particularly relevant for scaling the model to a national 

or regional level, where rainfall dynamics may vary 

significantly. 

Enhancing the hyperparameter optimization 

process is also a promising avenue. The use of more 

sophisticated methods—such as Bayesian optimization 

or evolutionary algorithms—could yield better 

parameter configurations than traditional grid search, 

thus improving overall model efficiency and accuracy. 

Furthermore, integrating additional climate-related 

indicators, particularly those linked to ocean-

atmosphere interactions, may help refine the model’s 

ability to capture long-term and seasonal rainfall 

anomalies. Lastly, due to its robust and flexible nature, 

the proposed adaptive stacking framework holds 

significant promise for broader applications beyond 

rainfall prediction. It could be extended to areas such 

as drought monitoring, precision agriculture, flood risk 

management, and climate-related decision support 

systems, offering valuable tools for anticipating and 

mitigating the impacts of environmental variability. 
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Abstract—The global reliance on fossil fuels has driven 

the need for clean, renewable alternatives. Concentrated 

Photovoltaic (CPV) systems offer a promising solution by 

increasing energy yield per unit area, particularly in 

regions with high solar irradiance. This study investigates 

the performance enhancement of a micro-scale CPV 

system through the integration of a V-trough optical 

concentrator and passive thermal regulation 

mechanisms. Five system variants were developed and 

tested: a baseline with no enhancement, a standard CPV, 

and three CPV systems incorporating heat sinks, heat 

pipes, and a hybrid of both. Optical simulations were 

performed to achieve a 2× concentration ratio using 

planar mirrors angled at 60°, while all cooling systems 

relied on passive methods to maintain simplicity and low 

cost. Field tests conducted in a tropical environment 

revealed that all CPV systems outperformed the baseline, 

with the hybrid-cooled system delivering the highest 

average power output—138.76 mW, a 32.37% 

improvement over the baseline. Surface temperatures 

were also significantly reduced, with the hybrid system 

lowering temperatures by up to 6.8°C. These results 

highlight the synergistic potential of combining optical 

and passive thermal enhancements in compact CPV 

designs, providing a scalable, cost-effective solar energy 

solution suitable for rural and off-grid applications in 

high-irradiance regions. 

Index Terms—CPV; heat pipe; heat sink; passive 

cooling; photovoltaic efficiency; V-trough concentrator 

I. INTRODUCTION 

Global energy demand has risen by 4.5% between 
2024 and 2025 alone and is projected to continue to 
increase rapidly [1]. Although fossil fuels have 
historically been used globally for most energy 
applications, they have significant drawbacks [2]. They 
are not renewable within human timescales [3], and 
contribute significantly to climate change, air pollution, 
and environmental destruction through their extraction 
and usage [2]. 

Solar energy is a promising and abundant renewable 
energy source [4]. Solar energy has immense potential 
to meet global energy needs and mitigate climate 
change [5-7]. A common method of gathering solar 

energy into usable electricity is via photovoltaic (PV) 
technology. Unfortunately, solar PV has inherent 
efficiency constraints. Due to its working principle, PV 
cells can only use a limited range of wavelengths of 
light efficiently; excess energy then manifests as heat. 
Excessive heat on solar PV cells further decreases 
energy collection efficiency. 

A potential method of maximizing power 
generation from PV cells involves concentrating light 
rays on them, generally known as concentrated 
photovoltaics (CPV, also called concentrating 
photovoltaics). Unlike conventional PV systems, CPV 
aims to reduce the cost per generation capacity by using 
optical components called concentrators to focus 
sunlight onto cells. This increases the density of solar 
irradiance on the cells and boosts overall power 
production and production per unit area. Furthermore, 
in the case of some multi- junction cells, efficiency also 
rises within CPV [8]. 

A simple and low-cost implementation of CPV uses 
a V-trough design, where flat mirrors are placed next to 
a line of solar cells to increase the concentration of 
incident sunlight. Unfortunately, this also increases the 
amount of heat received by the cells. This issue of heat 
concentration would lead to a phenomenon called 
thermal derating and would further decrease the 
efficiency if left unsolved. Previous research suggests 
that conventional PV cells would lose efficiency at a 
rate of approximately 0.45–0.5% per 1 °C increase in 
operating temperature above the optimum [9], [10]. 

Cooling systems can mitigate the negative effects of 
this increased heat load. These systems may be passive, 
such as heat pipes and heat sink arrangements, which 
can be implemented without requiring additional 
power, and rely purely on natural convection and 
conduction. However, active cooling systems require 
active components such as pumps, and fans may be 
better suited for more intensive heat removal [11], [12]. 

While previous studies have separately evaluated 
optical concentration or passive cooling 
implementations in CPV systems, few have explored 
their combined implementation in a compact, micro-
scale format tailored to tropical environments [2], [4], 
[12]. This study aims to address that gap by evaluating 
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the combined effect of optical and thermal 
enhancements on CPV performance under real tropical 
conditions. We used variants of a simple V-trough CPV 
for this purpose, with variants that test which cooling 
system is the most effective and produces the greatest 
efficiency gains. 

II. RELATED WORKS 

A. History of CPV 

CPV emerged in the 1970s as a method for 
enhancing solar efficiency in high-irradiance regions. 
Despite its early promise, its adoption was limited 
because of high system costs and poor competitiveness 
with conventional energy. The development slowed, 
but small-scale research continued. Recently, interest 
has grown because concentrator materials remain 
significantly cheaper than high-efficiency PV cells 
[13]. 

B. Low-concentration Photovoltaics 

CPV systems are often classified by their 
concentration ratio (CR), which is expressed as 
multiples of the solar intensity. Low-concentration 
photovoltaics (LCPV), defined by concentration ratios 
(CR) below 10× (or 10 “suns”), offer a balance between 
performance gains and system simplicity. Various 
optical concentrators have been proposed, including 
Fresnel lenses, linear reflectors, and compound 
parabolic concentrators (CPC). However, many require 
active tracking systems, increasing cost and complexity 
[14]. 

C. V-Through Concentrators 

V-trough concentrators are simple concentrator 
systems that use only two planar mirrors to focus 
sunlight onto PV cells without any necessary tracking 
[13]. Thus, they are suitable for deployment in 
microscale CPV systems. Prior studies reported CR 
values between 1.4× and 3×, with power output 
increases of up to 2.6× over baseline systems in the 
highest-CR systems [15]–[17]. Their passive geometry 
and low material requirements make them a practical 
solution for small-scale low-budget deployments in 
high-irradiance regions. 

D. Cooling Systems 

A PV system can convert solar energy into electrical 
energy; however, this conversion is not perfect, and 
some of the energy within the PV system is converted 
into heat [18]. The heat generated within a PV system 
may lead to a decrease in electrical energy production 
[19]. For every 1 °C increase in temperature above 25 
°C, a 0.45% reduction in the PV module efficiency 
occurs [9]. As a result, the implementation of a cooling 
system for PV would mitigate the reduction or 
prevention of heating effects. 

E. Heat Sink Cooling System 

Heat-sink cooling systems have been successfully 
implemented in CPV systems. One study tested 36 heat 

sink variants to determine the most effective. It was 
found that a heat sink with a wide contact area and large 
gap between fins was the most effective variant, with 
an average temperature reduction of 7.5˚C [20].  

Another research tested the impact of heat sink 
cooling on a triple junction CPV system and observed 
a temperature reduction of 2.8˚C to 33.3˚C based on the 
CPV’s concentration ratio [11]. 

F. Heat Sink Cooling System 

Considerable research has been conducted to 
observe the effects of heat pipe implementation on the 
performance of PV systems. One study utilized a 
curving heat pipe to increase the contact area for the 
cooling system on a PV system; the implementation of 
the heat pipe resulted in a 19.45% power production 
increase and a temperature reduction of 10.5 °C [19]. 
Another study investigated the effects of different fluid 
ratios on a heat pipe used for PV cooling and found that 
a filling ratio of 45% fluid was the most effective and 
resulted in a 3.2% increase in electrical energy 
production. 

III. METHODOLOGY 

A. System Architecture 

This study employs a micro-scale CPV system with 
conventional silicon solar cells. One unit is used for 
each system variant. Four variants of a microscale V-
trough CPV system were simulated, prototyped, and 
tested in real-life conditions, with another variant 
serving as a baseline with neither concentrators nor 
cooling, for a total of five systems. One variant uses no 
additional cooling, whereas the remaining three 
variants each employ a passive cooling system to 
manage the thermal load. Of the three variants that use 
cooling, one uses heat sinks, one uses heat pipes, and 
one uses both heat sinks and pipes simultaneously. 
Figure 1 shows the design renders of the CPV system 
with a concentrator. 

 
(a) 3D perspective view 
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           (b) Top view                       (c) Cross-sectional view 

Fig. 1. Design of the V-trough CPV System (dimensions in mm) 

B. System Architecture 

 A passive V-trough reflector was selected 

because of its simplicity, cost efficiency, and 

suitability for LCPV applications. The design consists 

of two planar mirrors angled to focus incoming 

sunlight onto a fixed PV receiver. 

 Simulations were performed using Phydemo 

Ray Optics to obtain the geometry of the appropriate 

CR. The target CR was 2, with a mirror angle of 60 

°and receiver width of 69 mm.  The 60° angle was 

selected as a practical compromise between 

concentration ratio and manufacturability. Steeper 

angles would increase the concentration ratio but 

reduce the acceptance angle and ease of assembly, 

which are critical factors in low-cost, rural-deployable 

systems [17]. Owing to material acquisition 

constraints, the mirrors slightly exceeded the ideal 

dimensions, resulting in minor optical spillovers. This 

configuration was chosen for its ease of assembly and 

repeatability under field conditions. Figure 2 shows the 

simulation conditions with concentrators. 

 

 

Fig. 2. Ray Simulation with Concentrator 

 The simulation confirms the intended focusing 

effect of the V-trough mirrors, with the majority of rays 

successfully directed toward the detector area. 

Although slight optical spillovers are observed due to 

dimensional compromises during construction, the 

concentration pattern remains consistent and well-

aligned with the receiving surface. This validates the 

system’s optical geometry resulting in a CR of 2. 

C. Cooling System 

For the purposes of this study, heat sink and heat 

pipe cooling systems were chosen because of their 

simplicity, low cost, and the relatively minor additional 

heat load of an LCPV system compared to non-

concentrating PV systems. Both cooling systems are 

passive in nature, making their implementation much 

simpler than in an active cooling system. A third 

variant using a hybrid cooling system, which is a 

combination of a heat sink and a heat pipe cooling 

system used in tandem, was also designed and tested. 

1) Heat sink cooling system:  

Within the system, aluminium heat sinks were attached 

to the back of each solar cell using thermal adhesives, 

ensuring proper thermal conductivity. The heat sinks 

were placed in the geometric middle of each cell. 

2) Heat pipe cooling system 

A custom rounded rectangular copper pipe loop was 

used as the heat pipe. Half of the inner volume of the 

copper pipe was filled with deionized water to act as 

the working fluid. Each solar cell in the system was 

attached to a heat pipe with the ends of the heat pipe 

exposed to open air. 

3) Hybrid cooling system 

Both heat sink and heat pipe cooling systems were 

applied to this variant, using the same installation 

methods described above. 

 

D. Experimental Setup 

To evaluate the performance of the CPV variants, a 

series of controlled outdoor measurements were 

conducted. The setup involved real-time monitoring of 

electrical and thermal parameters under natural 

sunlight and subject to weather conditions. This phase 

uses consistent data acquisition protocols across all 

system configurations. Key components, 

instrumentation, and procedures are detailed below. 

1)  Location 

Universitas Multimedia Nusantara (UMN) 

Rooftop, Tangerang Regency (6.2568˚S, 

106.6185˚E) 

2)  Sensors and tools 

• Current-voltage sensor: INA219 

• Thermometer: Krisbow #10206574 IR 

• Microcontroller: Arduino Uno 

3)  Data collection protocol 

The data collection steps, as shown in Figure 

3, were followed to acquire the real-world 

performance data of each system. Activities 

are done according to local solar noon at the 

corresponding time of year (≈ 11:40 across 

test days) with a total measurement time of 2 

hours per day. Measurements were conducted 

in the timespan of one hour before solar noon 

and one hour after solar noon. To minimize 

environmental variability, all systems were 

tested concurrently in the same location. 
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Fig. 3. Ray Simulation with Concentrator 

Figure 4 shows a photograph showing all 

variations of the tested PV systems. The study’s 

baseline is defined as a variant system with the same 

electronics and wiring as the rest, but with neither any 

concentrators nor cooling, measured in exactly the 

same manner and tested concurrently in the same 

location, ensuring direct comparability with the tested 

CPV variants. 

From left to right, the order of the system 

variations are as follows: the baseline system without 

concentration, the CPV system without a cooler 

(CPV), the CPV system with a heat sink cooling 

system (CPV-HP), the CPV system with a heat pipe 

cooling system (CPV-HS), and the CPV system with a 

combination of both passive cooling systems (CPV-

Hybrid). 

 

 

Fig. 4. Variants of the CPV Systems 

 Figure 5 shows the cooling system on the back 

of each cell in the case of the CPV-Hybrid variant. 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Variants of the CPV Systems 

 

 The cooling configuration integrates a copper 

base plate as a thermal spreader in direct contact with 

the CPV cell, promoting efficient conduction in all 

three cooled variants. In the heat sink variants (CPV-

HS and CPV-Hybrid), an aluminum heat sink placed in 

the center enhances surface area and convective heat 

dissipation. In the heat pipe variants (CPV-HP and 

CPV-Hybrid) variant, a loop of copper pipe filled 

halfway with deionized water to act as heat pipes is 

affixed along the sides of the plate to facilitate lateral 

heat distribution. 

 All components are mechanically fastened using 

thermally conductive adhesive and electrically 

insulating thermal tape, ensuring secure contact while 

maintaining modularity. This arrangement was 

designed to minimize complexity and cost while 

achieving significant thermal regulation gains without 

active cooling. 

IV. RESULTS AND DISCUSSION 

A. V-Trough CPV vs Baseline 

Performance analyses revealed that CPV systems 

show a much higher power output than non-

concentrated PV systems across every test period, with 

maximum gains observed during peak irradiance. At 

irradiance levels near the peak (≈ 1000 W/m2), the 

CPV system without cooling delivered up to 49.5% 

more power than the baseline, and the systems with 

cooling showed even better gains. The average 

performance of the CPV variant without cooling was 

approximately 22.2% better than that of the baseline, 

with the cooled systems exhibiting better performance 

than the non-cooled variant. 

In contrast, under lower irradiance conditions, the 

relative performance gain decreased significantly for 

all the systems tested. This confirms a strong 

dependency relationship between CPV effectiveness 

and solar irradiance, where higher irradiance directly 

correlates with increased power output due to more 

effective light concentration, both in relative and 

absolute terms. Table I lists the relative power 

generation and electrical performance of each tested 

variant over test days. 

TABLE I.  AVERAGE CPV SYSTEM PERFORMANCE 

Variant 
Average 

V (V) 

Average 

I (mA) 

Average 

P (mW) 

Improvement 

(vs. Baseline) 

Baseline 1.03 101.84 104.95 - 

CPV 0.95 136.88 129.11 22.23% 

CPV-HP 0.97 136.03 132.56 25.33% 

CPV-HS 1.02 133.24 136.04 29.45% 

CPV-

Hybrid 
1.02 136.02 138.76 32.37% 

These performance metrics strongly suggest that CPV 

systems are best suited for locations with consistently 

high solar irradiance. At lower irradiance, such as 

during cloudy periods, losses from reflection and 
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optical inefficiencies would outweigh the 

concentration benefits, reducing performance gains. 

B. Cooling Mechanism Impact 

As mentioned, the CPV system performance further 
increased with the addition of cooling. Systems 
implementing heat sink cooling experienced an 
operating temperature reduction of 0.5˚C– 1.6˚C; heat 
pipe results in a reduction of 0.8˚C– 3.3˚C; and lastly, 
hybrid cooling results in a temperature reduction of 
2.2˚C– 6.5˚C compared to systems without any cooling. 

For energy production, the best performer, hybrid 
cooling, resulted in a 32.37% increase compared to the 
baseline and 7.47% increase compared to CPV. These 
observed effects show a relationship between the 
reduction in the system cell temperature and increase in 
power production. Table II lists the effects of the 
cooling systems on the operating temperatures. 

TABLE II.  CPV SYSTEM OPERATING TEMPERATURES 

Variant Operating temperature range 

CPV 41.6˚C – 44.8˚C 

CPV-HP 41.4˚C – 44.1˚C 

CPV-HS 41.0˚C – 43.7˚C 

CPV-Hybrid 38.0˚C – 42.0˚C 

 

C. Synergistic Effect 

The integration of passive cooling notably improves 
the thermal regulation and power output under high-
irradiance conditions. As shown in Table II, the non-
cooled CPV variant reached 44.8˚C, while the hybrid-
cooled system maintained the lowest temperatures 
(38.0 °C to 42.0 °C). Figure 6 illustrates the 
comparative power output and operating temperatures 
of all the tested configurations. 

 

Fig. 6. Power Generation and Thermal Performance Per Variant 

Table I shows that the CPV hybrid system 

achieved the highest average power output of 138.76 

mW, a 32.37% improvement over the baseline, 

outperforming both CPV-HS (29.45%) and CPV-HP 

(25.33%), showing increased power generation aligned 

with reduced temperatures. This demonstrates a clear 

synergy between optical concentration and thermal 

management. 

Although the hybrid system has greater assembly 

complexity, its superior electrical performance and 

thermal stability highlight the potential value of hybrid 

passive cooling in this implementation. The enhanced 

light concentration via the V-trough design effectively 

increased the photon flux per unit area, improving the 

charge carrier generation. However, it also imposes a 

higher thermal burden, highlighting the necessity of 

pairing the concentration with adequate thermal 

management to sustain efficiency gains. 

D. Engineering Implications 

The V-trough CPV system designed in this study 
emphasizes a low-cost and relatively scalable 
implementation, making it suitable as a basis for 
slightly larger-scale deployments in both rural and 
urban Indonesian contexts. And due to the exclusive use 
of only cheap and basic optical elements (flat mirrors) 
and widely available electrical components (mini 
conventional PV cells, Arduino, passive cooling), this 
implementation allows for simple replication and 
localized manufacturing without high upfront cost, high 
precision requirements, or any tracking systems. 

While it can be argued that V-trough concentrators 
are more commonly used in testing scenarios rather 
than for deployment, their potential in rural settings 
should not be dismissed. In areas where cost, 
component availability, and ease of maintenance are 
more critical than peak efficiency, the use of 
inexpensive, easy-to-acquire flat mirrors and passive 
cooling offers a compelling trade-off for rural solar 
energy deployment. The absence of complex optics or 
solar tracking makes this system particularly attractive 
for localized, off-grid implementations where technical 
support is limited. In such contexts, the enhanced 
energy output enabled by basic concentration can 
already provide tangible benefits without significantly 
raising deployment cost or complexity. 

In rural areas, this system offers an accessible 
solution for off-grid energy generation, particularly in 
high-irradiance regions with limited infrastructure. For 
urban applications, compact and passive designs enable 
integration on rooftops or unused land, with potentially 
minimal maintenance requirements. The passive 
cooling systems tested here also reduce the need for 
active thermal management, further simplifying 
deployment and lowering long-term costs while also 
increasing power generation, especially by preventing 
thermal derating. 

Scalability is primarily limited by the need for 
constant irradiance and the linear arrangement required 
by V-trough geometry. However, the modularity of the 
system allows for flexible array expansion, particularly 
in distributed energy scenarios. This suggests the 
potential for broader adoption of Indonesia’s growing 
decentralized energy initiatives. Further, although the 
absolute power output is low due to the micro-scale 
nature of the prototype, the relative improvement 
between configurations is representative and scalable to 
higher capacity systems. 

Tropical regions are characterized by high average 

solar irradiance and frequent fluctuations due to 

intermittent cloud cover, atmospheric humidity, and 

aerosol content. This variability presents a unique 

challenge for CPV systems that rely heavily on direct 
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beam sunlight. In this study, although maximum gains 

were observed during peak irradiance, the relative 

improvement from the CPV systems was notably 

reduced under low-light conditions. 

E. Limitations 

Despite its promising results, the system remains a 
prototype and requires further refinement prior to large-
scale deployment. The current design lacks 
waterproofing and must be manually disassembled and 
reassembled for each testing session, which limits its 
long-term durability and practical use. 

Additionally, the absence of automated tracking 
may restrict the performance in non-optimal sun 
positions if deployed over the course of a year. Sun 
positions in the tropics thankfully mitigate this loss; 
however, further research and prototyping may reveal 
further increased performance with a solar tracking 
system. 

Future studies should address these limitations 
through enclosure development, improved mounting 
systems, and passive or semi-active tracking 
integration. These improvements should enhance the 
robustness and scalability in real-world conditions over 
the long term. 

V. CONCLUSION 

The experimental results confirm that the V-trough 
CPV system significantly outperforms conventional PV 
setups under high irradiance. The integration of passive 
cooling, particularly the hybrid configuration, 
effectively reduced module temperatures and led to the 
highest power gains of 32.37% above the baseline. 
These findings underline the critical role of thermal 
management in enhancing CPV efficiency, particularly 
in compact, low-cost designs. The demonstrated 
synergy between the optical concentration and passive 
cooling offers a practical pathway for scalable solar 
solutions suitable for tropical resource-constrained 
environments. Future work may explore improving 
system durability, incorporating tracking systems, and 
extending deployment in real-world scenarios to 
validate the long-term performance. 
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Fig. 1. Example of a figure caption 

V. CONCLUSION 
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