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FOREWORD

ULTIMA Greetings!

Ultima Computing : Jurnal Sistem Komputer is a Journal of Computer Engineering and Electrical
Engineering at Multimedia Nusantara University which presents scientific research articles in the
field of Computer Systems as well as the latest theoretical and practical issues, including Edge
Computing, Internet-of-Things, Embedded Systems, Robotics, Control Systems, Network and
Communication, System Integration, and other topics in the field of Computer Engineering and
Electrical Engineering.

In this December 2025 edition, Ultima Computing enters the 2nd Edition of Volume 17. In this
edition there are seven scientific papers from researchers, academics and practitioners in the fields
of Computer Engineering and Electrical Engineering. Some of the topics raised in this journal are:
Unlocking Wellness: Pioneering loT Wearable Sensor with The Smart Ring for Body Fatigue
Monitoring, Six-Axis Force-Torque Analysis of a Flexible-Tube Wrist for Misaligned Ports in
Robotic EV Charging, loT-Based Fire Detection System Using a Flame Detector and Arduino Uno
R4 Wi-Fi, Convolutional Neural Network Roasted Coffee Bean Classification Based on Color,
Implementation of Trajectory Tracking on Mobile Robot Differential Drive, Development of a
Microcontroller-Based Dynamic Lighting System with Automated Dimming and Color
Adjustment, and Predictive Control of Speed, Steering, and Braking for An Autonomous Car on
Uphill and Downbhill Road.

On this occasion we would also like to invite the participation of our dear readers, researchers,
academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific
papers to: International Journal of New Media Technology (IJNMT), Ultimatics : Jurnal Teknik
Informatics, Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of
Computer Systems. Information regarding writing guidelines and templates, as well as other related
information can be obtained through the email address ultimacomputing@umn.ac.id and the web
page of our Journal here.

Finally, we would like to thank all contributors to this December 2025 Edition of Ultima
Computing. We hope that scientific articles from research in this journal can be useful and
contribute to the development of research and science in Indonesia.

December 2025,

Monica Pratiwi, S.ST., M.T.
Editor-in-Chief
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Abstract— This study present the development and
implementation of an IoT-Based wearable device, namely
a Smart Ring, designed to monitor body fatigue levels in
real time. Physical fatigue caused by prolonged or intense
activities has been reported as a contributing factor to
serious health conditions such as cardiovascular
disorders, asthma, and stroke. Existing wearable devices,
including smartwatches and commercial smart rings,
mainly provide raw physiological information without
fatigue classification or early warning mechanisms. The
proposed Smart Ring integrates a MAX30100 sensor to
measure heart rate, blood oxygen saturation (SpO-), and
body temperature. A fuzzy logic algorithm is employed to
classify fatigue levels into rest, nmormal, and risk
categories. The system is connected to an Android
application via IoT, enabling real-time monitoring,
alerts, and GPS-based location reporting.
Quantitative validation was conducted by comparing
Smart Ring measurements with standard medical
devices. The results show average deviations of £5 bpm
for heart rate, +1.5% for SpO:, and 1.3 °C for body
temperature, which fall within acceptable limits for non-
invasive  wearable monitoring. These findings
demonstrate that the Smart Ring provides reliable
fatigue detection while offering an affordable and
practical solution for personal health monitoring in the
Society 5.0 era.

Index Terms—, loT, wearable sensor, smart ring, body
fatigue monitoring, fuzzy logic

1. INTRODUCTION

Fatigue can occur in anyone as a result of energy-
draining physical activities. Several studies have
indicated that fatigue can trigger more serious illnesses
such as heart attacks, strokes, arthritis, asthma, and
others [1][2][3]. Heart attacks can be induced by stress,
intense physical activity, or cold weather, all of which
can cause blood vessels to contract or spasm. When
blood vessels contract, the amount of blood entering the
heart muscle can decrease, leading to a heart attack

(41051[6]-

Research conducted by A. C. Perez-Moreno et al.
(2014) found that 59% of 540 patients with heart failure

experienced severe fatigue before the onset of a heart
attack [7]. Based on this information, it is crucial for us,
especially those with a history of serious illnesses, to
monitor our fatigue levels during activities to minimize
the risk of sudden attacks from dangerous conditions.
Research on the classification of fatigue levels for both
healthy individuals and those with diabetes has been
conducted by L. Aljihmani et al. (2020) using wearable
sensors and machine learning methods, achieving an
accuracy of 96.1% [8]. There is currently various
commercial smart ring product such as Oura Ring,
GO2SLEEP Ring, and Motiv Ring, which are capable
of monitoring heart rate, oxygen saturation, and sleep
quality [9][10][11]. However, most of these devices do
not integrate parameters such as body temperature and
fatigue category analysis in one affordable and easy-to-
use platform. In addition, clinical validation of body
fatigue data based on physiological parameters is still
very limited. Therefore, the development of this smart
ring is aimed at addressing these limitations, especially
on the aspect of parameter integration and the potential
development of an IoT-based tool that can be used for
early monitoring of fatigue risks that impact
cardiovascular health.

Research on wearable sensor devices has been
conducted by Niswar et al. (2019), who designed a
system with two biomedical sensors: an airflow thermal
sensor and a pulse oximeter sensor to measure patients'
vital signs [12]. However, this research is not portable
for daily use because one of the measured parameters is
respiration, which requires the device to be attached to
the nose.

In the era of Society 5.0, the development of the
Internet of Things (I0T) is in full swing. One of the most
popular IoT products is the smartwatch, which is highly
favored by the public due to its minimalist design and
advanced features for measuring vital signs such as
heart rate, SpO2, and body temperature. However, the
features provided by smartwatches only offer
information about vital signs and do not help in
minimizing the risk of fatigue.
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In this research, a Smart Ring is introduced to address
the shortcomings of smartwatches. The Smart Ring is
capable of providing reminders when the user reaches
the fatigue threshold during activities. Unlike existing
wearable devices such as smartwatches and
commercial smart rings that primarily provide raw
physiological data, the proposed Smart Ring integrates
multi-parameter sensing (heart rate, SpO:, and body
temperature) with fuzzy logic-based fatigue
classification and real-time IoT notification.
Furthermore, this study provides initial quantitative
validation against medical reference devices, which is

still limited in most commercial smart ring
implementations. This combination of fatigue
inference, affordability, and IoT-based alert

functionality constitutes the main novelty of this
research.

Additionally, as an IoT implementation, the Smart
Ring comes with an Android application called the
Smart Ring App. This app is connected to GPS. The
Smart Ring is designed to be economical, making it
accessible to people from various walks of life. By
introducing the Smart Ring as an affordable healthcare
device, it is hoped that the well-being of society in the
era of Society 5.0 can be achieved, particularly in the
field of health. The main problem to be solved in this
research is how to design and develop a smart ring-
based wearable device capable of monitoring
physiological indicators of body fatigue in real-time, as
well as how to conduct initial validation of the accuracy
of its readings compared to standard medical devices.

II. MATERIALS & METHOD

A. Wearable Sensor for Fatigue Monitoring

Based on their placement, sensors are classified into
two types: wearable sensors and implantable sensors
[13].  Wearable sensors are one of the rapidly
developing technologies due to the significant benefits
they offer, such as easy operation, quick response,
portability, and small size, which make them highly
desirable [14]. Wearable sensors are types of sensors
that can be integrated into wearable objects or directly
onto the body. They are generally used to help monitor
or provide relevant information related to clinical
conditions or overall health [15].

There are various types of wearable sensors
commonly used to monitor the heart and blood vessels.
These sensors can measure a range of physiological
parameters, such as heart rate and blood oxygen levels.
As shown in Table [, Multivariable (AMON),
Photoplethysmography (PPG), and Electrocardiograph
(ECQ) sensors, when worn on the finger (ring sensor),
can measure the most comprehensive set of
physiological parameters, including blood pressure,
blood oxygen saturation, body temperature, and heart
rate thythm [16], [17].

TABLE 1. TYPES OF WEARABLE SENSOR

Location of Use Types of Sensors Marker
Wrist Ultrasound Blood Pressure
e WRIST Multivariable Blood Pressure
e FINGER (AMON) Blood Oxygen
(RING e Photoplethysm | Saturation
SENSOR) ography (PPG) | Body Temperature
e Electrocardiogr | Heart Rate Rhythm
aphy (ECG)
e Optical Heart Rate
e Radio- Heart Rate and Body
frequency Temperature
Identification
Arm or Thigh Microwave Heart Rate
Reflectometric Variability as a
Cardiopulmonary Method for
Evaluating Stress
Phone adapter Single-channel Heart Rate
ECG
Seatbelt in a Car | Wire type Strain Heart Rate and
Gauge Respiration Rate

The Advanced Medical Monitor (AMON) is a
device used to monitor patients with heart disease and
respiratory disorders. It is worn on the patient's wrist
and features an accelerometer that continuously
measures the user's physical activity. AMON integrates
various sensors to measure SpO2, blood pressure, body
movement, body temperature, and pulse rate. Fig. 1
illustrates the AMON prototype and its role in
physiological monitoring systems. The AMON device
integrates multiple sensors, including SpO., body
temperature, and heart rate, and has been widely
referenced as an early model of wearable medical
monitoring for high-risk patients [18].

patient needing
monitoring

» f"\'\"ir'eless

data link

medical center

Fig. 1. AMON Prototype and Its Role in Monitoring Systems

The development of physiological monitoring
systems continues to advance, aiming to produce
simpler, more user-friendly, and cost-effective
systems. One such development involves leveraging
Photoplethysmography (PPG) sensors due to their ease
of use and minimal impact on user mobility. PPG
sensors are widely used in wearable technology
because they can measure changes in blood vessel
volume and estimate health metrics such as heart rate,
respiration rate, blood pressure, body temperature, and
blood oxygen saturation [19]. PPG sensors operate in
either transmission or reflectance mode, as illustrated in
Fig.2. In transmission mode, LED light is detected by a
photodiode or photodetector positioned on the opposite
side. In reflectance mode, the photodiode detects light
reflected back from tissues, bones, and/or blood vessels
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[20]. Transmission mode is commonly used in
hospital settings, whereas reflectance mode 1is
prevalent in wearable devices like smartwatches.

LED
PD LED PD
Fig. 2. Placement of LED and Photodetector in PPG Sensors:
Transmission and Reflectance Modes[20]

By adapting the AMON prototype and utilizing a PPG
sensor, a smart ring prototype has been designed. The
PPG sensor used in this study is the MAX30100.

B. Fuzzy Logic for Classification of Fatigue Levels

Fuzzy logic was first introduced in 1965 by Lotfi A.
Zadeh from the University of California through his
publication titled "Fuzzy Sets." Boolean logic, which
consists of binary membership values of 0 or 1, was
deemed inadequate to represent human logic or
thinking. Fuzzy logic was developed as an alternative
to Boolean logic by allowing membership values to
range between 0 and 1 [20]. In fuzzy logic, values
between true/false, yes/no, high/low, far/near, and other
similar dichotomies can be defined. These values can
then be processed by computers to apply a form of
reasoning in programming that more closely resembles
human thought [21]. Generally, fuzzy logic is used to
design intelligent systems capable of handling
processes of human reasoning [22] [23]. It can also be
utilized to determine the relationship between vital
signs and physiological indicators, as shown in Table
1L

TABLE II. RELATIONSHIP BETWEEN VITAL SIGNS AND
PHYSIOLOGICAL INDICATORS. H=HIGH, L=LOW, N/A =NOT
APPLICABLE, N=NORMAL[13]

Physiological | Heart Blood Blood Body
Conditions Rate | Pressure | Oxygen Temperature
Saturation

Bradycardia IL N/a N/a N/a
Tachycardia | H N/a Norl N/a
Hypotension | N/a L N/a N/a
Hypertension | N/a H N/a N/a
Hypoxemia N/a N/a Often 1 N/a
Fever Horn | N/a N/a H
Hypothermia | L Norl N/a L
Normal 60-90 | 100- 94-99% 36.5-37.5°C
Range bpm 140/60-

80

mm/hg

In Table II, the notation “N/a” (not applicable) indicates
that the corresponding physiological parameter does
not have a direct or clinically significant correlation
with the specific condition. For example, blood oxygen
saturation is not a defining marker for hypertension,
hence it is marked as N/a.

The fuzzy logic model can be employed to interpret
various physiological parameters by using information
from collected vital signs, such as heart rate, blood
pressure, blood oxygen saturation, and body

temperature. An example of this implementation is
illustrated in Table 2, demonstrating how vital signs can
be mapped to detect a physiological condition using
fuzzy logic [13]. his model can similarly be applied to
detect fatigue in individuals based on specific fatigue
parameters. Based on these vital signs, the fuzzy rules
for this study can be categorized as shown in Table III.

TABLE IIL Fuzzy RULES
Young 1-30
Age (years) Middle 20-60
Old 50-100
Body Low 0-36.5
Temperature Normal 35-39
Input (°C) High 37.5-50
Heart Rate Slow 0-70
(bpm) Normal 60-90
Fast 80-200
Low 0-92
Oxygen (%) Normal 90-98
High 96-100
Rest 0-50
Output Category Normal 25-75
Risk of Fatigue 50-100

Based on the fuzzy rules, the output from the system
will help users determine the threshold for bodily
fatigue. When this threshold is reached, a reminder will
be triggered along with a slight vibration from the ring.
In the event of a significant drop in condition or if the
user faints, the system will automatically send an alert
message to the emergency contact number listed in the
Smart Ring App.

C. System Design

The Smart Ring is physically designed to be as
minimalistic as possible to avoid interfering with the
user during activities and resembles a typical ring worn
on the finger. The Smart Ring consists of three main
components: the electronic hardware, the software, and
the communication system using IoT. The system
designed for the Smart Ring prototype is illustrated in

Fig.3.
Q

GPS Warning message
A

SN

*HR
+SPO,
+ Body Temperature

Sensors & Controller |
4 « Fuzzy Logic
> !QI > A internet TR oloT
|
5 *Classification of
Android Output body fatigue levels

o Android apps as a allert
warning

Fig. 3. Architecture Smart Ring

Data can be processed through the IoT-based
monitoring system application. As shown in Fig.3,
sensor data is collected by the Android software paired
with the Smart Ring. The Android device can transmit
data and GPS information over the internet to a server
with a database [24]. If the data indicates fatigue, as
recognized by the fuzzy algorithm, the Android
application will trigger an alert to notify the user. Fig.
4 shows the operational flow of the Smart Ring system,
starting from data acquisition, fuzzy logic-based
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fatigue classification, and ending with alert generation
and loT-based data transmission.

I‘_g_e‘—l

tuzzy process

canfig Smart Ring to

send alert to Android
Network

—_—es—t

get HR, body
temperatur,
Sp02

Android App
notify alert to
user

store to Database

——
=0

L

Fig. 4. Flowchart for The Smart Ring System

In this study, the Android application is designed to
display fatigue data generated by the MAX30100
sensor, provide user location information to facilitate
identification, and issue notifications about fatigue risk
conditions. The application is developed using the

Blynk server, which is connected to the NodeMCU
controller.

III. RESULT AND ANALYSIS

This section will describe the results of the
hardware design, including the smart ring box design
and wiring diagram, the implementation of fuzzy logic,
and the integration of sensor data with the Android
application (Blynk).

A. Hardware Implementation

The smart ring prototype has a control box part
which consists of several components, namely the
Max30100 sensor to obtain heart rate (HR), SPO2
oxygen saturation, body temperature (0C), Oled as a

display, NodeMCU as a microcontroller and battery as
shown in Fig. 5.

+

SMART
RING

Fig. 6 presents the mechanical design and physical
realization of the Smart Ring prototype. Fig. 6(a)
shows the three-dimensional CAD model developed
using SolidWorks, which was designed to achieve a
compact and ergonomic form suitable for finger
placement. Fig. 6(b) illustrates the fabricated physical
prototype, demonstrating the integration of electronic
components within the ring structure.

(a) (b)

Fig. 6. Smart Ring Prototype Design (a) 3D CAD Model Using
SolidWork, (b) Physical Prototype of the Smart Ring

The choice of the finger as the sensor location, as
shown in Figure 6(b), is based on its effectiveness in
providing reliable physiological measurements. The
capillaries at the fingertip provide a direct pathway for
photoplethysmography, a common method used in
wearable sensors to detect changes in blood volume.
This technique is crucial for accurately determining

heart rate (HR) and blood oxygen saturation (SpO2)
[24].

B. Fuzzy Logic Implementation

In the process of fuzzification, several aspects need
to be considered, such as fuzzy rules and fuzzy sets.
Fuzzy rules serve as a reference for classifying the
level of bodily fatigue, as outlined in Table III. The
results of fuzzification are used as fuzzy inference to
apply the final output rules for determining the level of
fatigue [25]. The fuzzification process was developed
using Python programming, resulting in membership
functions for each input, as shown in Fig.7
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Fig. 7. Input Membership Functions for Fuzzy Logic-Based
Fatigue Classification (a) Age, (b) Heart Rate, (c) Blood
Oxygen Saturation (SpO,), and (d) Body Temperature

Fig. 7 illustrates the input membership functions
used in the fuzzy logic system for body fatigue
classification. Fig. 7(a) represents the age membership
function, which categorizes users into young, middle-
aged, and old groups. Fig. 7(b) shows the heart rate
membership function, dividing heart rate values into
slow, normal, and fast categories. Fig. 7(c) depicts the
blood oxygen saturation (SpO2) membership function,
classifying oxygen levels into low, normal, and high.
Fig. 7(d) presents the body temperature membership
function, which separates temperature values into low,
normal, and high ranges. Each membership function
plays a distinct role in modeling physiological
variations related to fatigue. The membership function
output consists of three conditions used to classify the
level of bodily fatigue, as depicted in Fig.8

: /
\ /
/
/
08 \ f;”
/

.Jf — nest
y normal
{ — risk_fatigue

Membership
o
o

e
&

0.2 \

0.0

] 20 40 60 BO 100
membership

Fig. 8. Output Membership Function for Body Fatigue
Classification

Fig. 8 illustrates the output membership function
used in the fuzzy logic system to classify body fatigue
levels. The output variable represents the overall
fatigue condition and is divided into three linguistic

categories: rest, normal, and risk. Each category
corresponds to a specific range of output values that
indicate the user’s physical condition based on the
combined influence of heart rate, blood oxygen
saturation (SpO:), body temperature, and age. The
defuzzification process converts the fuzzy output into
a crisp value, which is then used to determine the final
fatigue category and trigger alerts when the risk
threshold is exceeded.

C. Smart Ring Application

In previous research, android-based smart ring
applications have been created and developed using the
flutter framework with the Dart programming language.
In the smart ring application, there is an interface that
consists of several variable displays that show
information to users such as the latest update time of the
monitoring and evaluation process, user location, body
fatigue level category, and start & stop buttons that
function to manage monitoring and evaluation of data
generated by the MAX30100 sensor. When the user
starts the body condition monitoring process, there is an
option by pressing the start or stop button which means
whether they want to monitor and evaluate the results
through the smart ring application on the smartphone,
otherwise the data generated by the MAX30100 sensor
is only stored in the database and not displayed in the
application [24].

The smart ring application also displays 3 fatigue
indicator data on the widget, namely temperature, SpO2
level, and heart rate. The value is not constant and
continues to change along with the process of
monitoring the user's body condition while using the
smart ring [26]. The user interface of the smart ring
application can be seen in Fig. 9.

Contn:
Eggg‘ 96.0 | 100.06
@ M M “ = -

conanen Risk for Fatigue cmsnen: Rest

IE; g o, Q,j

Fig. 9. User Interface Smart Ring Application[24]

The smart ring application can also generate real-time
notifications when the user's status evaluation is in the
fatigue risk category and provide summary
information of body condition data measurements as
shown in Fig. 10.
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€ Warning!

Body Temperature: 36.13°C
SpO2 Level: 94.0
Heart Rate: 100.06
Current Location:
FC6V+HRW, Nagri Kaler,
Purwakarta, , Indonesia

You are at risk for fatigue. Please reduce
your activity immediately

Fig. 10. Alert Page When A User is at Risk of Fatigue[24]

D. Quantitative Evaluation and Data Analysis

In this study, a trial was conducted with a total of
two users who belonged to the young age category,
namely 25 years and middle age 35 years by wearing a
smart ring prototype on their fingers and activating
GPS and smart ring applications. Users are asked to use
the smart ring before bed rest, during daily activities
and are also asked to do sports movements, namely
middle-distance running. Based on the test results, it
can be seen that fuzzy logic has been successfully
applied to classify the category of body fatigue level
conditions based on the data obtained by the smart ring
prototype. Which then the classification results are sent
to the smart ring application.

TABLE V. BODY FATIGUE CLASSIFICATION RESULT FOR A
35-YEAR-OLD SUBJECT

Age Sp0O2 Heart Rate | Temperature | Category

(years) | (%) (bpm) ‘0
35 96 70 36.00 rest
35 96 71 36.31 rest
35 96 71 37.00 rest
35 96 70 36.63 rest
35 96 72 35.88 rest
35 96 101 36.81 normal
35 97 98 37.10 normal
35 97 99 37.10 normal
35 97 98 37.21 normal
35 97 100 37.19 normal
35 95 147 37.55 risk
35 95 146 37.55 risk

TABLE IV. BoDY FATIGUE CLASSIFICATION RESULT FOR A
25-YEAR-OLD SUBJECT
Age SpO2 | Heart Rate | Temperature Fatigue
(years) | (%) (bpm) (‘C) Category
25 96 67.65 36.00 rest
25 96 76.00 36.31 rest
25 96 71.95 37.00 rest
25 96 70.75 36.63 rest
25 96 28.55 35.88 rest
25 96 98.56 36.81 normal
25 97 100.31 37.10 normal
25 97 100.32 37.10 normal
25 97 100.65 37.21 normal
25 97 100.65 37.19 normal
25 95 146.1 37.55 risk
25 95 146.12 37.55 risk

Table IV presents the fatigue classification results
obtained from a 25-year-old subject during different
activity conditions. The classification shows a clear
transition from rest to normal and risk categories as
heart rate and body temperature increase, accompanied
by a decrease in SpO..

Table V presents the body fatigue classification
results for a 35-year-old subject under various activity
conditions. Similar to the younger age group, the
results indicate a progressive transition from the rest to
normal and risk categories as physiological stress
increases. The rest condition is characterized by a
stable heart rate of approximately 70 bpm, SpO: levels
around 96%, and body temperature below 3. These
findings suggest that the selected physiological
parameters provide consistent fatigue indicators
regardless of minor age differences within the adult
population.

The study reveals that at both ages 25 and 35, the
pattern of body fatigue categories remains relatively
consistent. The "risk" condition is characterized by a
decrease in blood oxygen saturation (SpO2), a
significant increase in heart rate, and a rise in body
temperature. Threshold values that indicate the
transition from "rest" to "normal” and subsequently to
"risk" categories can serve as reliable indicators of
physical fatigue. These thresholds are useful for
monitoring physical activity and can be applied in
occupational health settings to help prevent
overexertion and ensure well-being. The interpretation
of the three visualization graphs of body fatigue data
based on age, body temperature, heart rate, and SpO2
can be seen in Fig.11.

Heart Rate vs Temperature

Age 25
Age 35

Heart Rate (bpm)

o = =
o o 5 =} =
3 ] S S 8

'
=

3600 36.25 3650 36.75 37.00 37.25 37.50
Temperature (°C)

(a)

Ultima Computing : Jurnal Sistem Komputer, Vol. 17, No. 2 | December 2025



Heart Rate vs Sp02

Age 25
Age 35

Heart Rate {bpm)

- e
& = B I =
2 g 8 S =

&
=3

9500 9525 9550 95.75 96.00 96.25 96.50 96.75 97.00
Sp02 (%}

(b)

Temperature vs SpO2 by Category

x % res
37.50+ mt

narmal
risk
37.25¢

37.00F x
36.75

36.50+

Temperature (°C)
x

x
36.25

36.00+ x
x

95.00 95.25 95.50 95.75 96.00 96.25 96.50 96.75 97.00
SpO2 (%)

(©)
Fig. 11. Visualization of Body Fatigue Indicators (a) Heart Rate
Trend, (b) Blood Oxygen Saturation (SpO.), (c) Body
Temperature Response during Physical Activity

Based on the data visualization and analysis at
Fig.11, it is evident that body fatigue can be effectively
assessed using three physiological parameters: heart
rate, body temperature, and blood oxygen saturation
(Sp02). The data shows a consistent pattern where
increased body temperature and decreased SpO2 levels
correlate with elevated heart rates, which serve as
indicators of body stress or fatigue. In particular, when
the body temperature rises to around 37.5°C and SpO2
drops to 95%, heart rates exceed 145 bpm—placing the
condition into the “risk” category. Meanwhile,
individuals in the “rest” category tend to maintain a
body temperature below 37°C, SpO2 at 96%, and a
heart rate around 70 bpm.

Across both age groups (25 and 35 years old), the
trends remain consistent, suggesting that these
physiological markers are reliable regardless of minor
age differences within adult populations. This supports
the idea that fatigue detection models can be
generalized for young adults. In summary, heart rate,
body temperature, and SpO2 are key indicators that can
be used together to monitor physical fatigue, identify
health risks, and potentially guide preventive actions or
rest recommendations.

As an initial validation, the result of body
temperature and heart rate measurements from the
smart ring were compared with manual measurements
using a digital thermometer and medical pulse
oximeter [27]. Results showed an average deviation of
+ 1.3°C for temperature and + 5 bpm for heart rate,

which is within the tolerance of non-invasive

monitoring.

E. Comparison with Medical Reference Device

To evaluate the accuracy of the proposed Smart
Ring, a comparative analysis was conducted using
certified medical reference devices. Heart rate and
blood oxygen saturation (SpO:) measurements
obtained from the Smart Ring were compared with a
fingertip medical pulse oximeter, while body
temperature readings were compared with a digital
medical thermometer. These reference devices are
commonly used in clinical and home healthcare
settings and serve as standard non-invasive
measurement tools. [28] [29]

TABLE VL COMPARISON BETWEEN SMART RING AND
MEDICAL REFERENCE DEVICE
Parameter Smart Medical Mean
Ring Device (Mean) | Absolute
(Mean) Error
Heart Rate (bpm) 98.4 101.9 + 5.0 bpm
SpO; (%) 96.2 97.7 +15%
Body 36.9 38.2 +1.3(°C)
Temperature
(‘0

Based on Table.VI the comparison results indicate
that the Smart Ring demonstrates measurement
performance comparable to certified medical reference
devices. The observed mean absolute error of +5 bpm
for heart rate and +1.5% for SpO: aligns with
acceptable tolerances reported for non-invasive
wearable sensors. According to ISO 80601-2-61, pulse
oximetry devices are considered acceptable when SpO-
error remains within +2%. Similarly, the observed
temperature deviation of 1.3 °C falls within the range
reported for wearable temperature monitoring systems.
These findings suggest that the Smart Ring provides
reliable physiological measurements suitable for
fatigue monitoring applications, although it is not
intended to replace clinical diagnostic equipment.

IV. CONCLUSION

This study has successfully developed an IoT-
based Smart Ring for real-time body fatigue
monitoring using heart rate, blood oxygen saturation
(SpO2), and body temperature parameters. Quantitative
evaluation results show that the Smart Ring achieves
an average measurement deviation of =5 bpm for heart
rate, £1.5% for SpO:, and +1.3 °C for body
temperature when compared with standard medical
devices. These error values fall within acceptable
limits for non-invasive wearable monitoring systems.
Experimental results from two adult subjects aged 25
and 35 years demonstrate consistent fatigue
classification patterns. The fatigue risk condition is
quantitatively characterized by heart rate values
exceeding 145 bpm, body temperature above 37.5 °C,
and a decrease in SpO- to approximately 95%. These
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thresholds confirm the effectiveness of the fuzzy logic-
based classification model in identifying fatigue levels
across different adult age groups. Overall, the proposed
Smart Ring provides a reliable and affordable solution
for early fatigue detection and real-time health
monitoring. Future work will involve larger-scale user
testing and clinical validation to further improve
measurement accuracy and generalizability. Although
the Smart Ring demonstrates comparable accuracy to
non-invasive medical reference devices, it is intended
for fatigue monitoring and early warning purposes
rather than clinical diagnosis.
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Abstract — As electric vehicle (EV) adoption accelerates,
the demand for reliable autonomous charging systems in
unstructured environments is growing. A critical
challenge in these systems is achieving precise plug-port
alignment, where vision-based methods often leave
residual errors that can damage connectors. While
passive compliance using flexible components is a
promising solution, the complex contact mechanics of
such materials under misalignment remain under-
characterized. This paper presents a systematic 6-axis
force-torque characterization of a flexible-tube wrist for
robotic electric vehicle (EV) charging under various
angular misalignments. Robotic plug insertion often
relies on simplified models that fail to capture the
complex contact dynamics of compliant mechanisms,
limiting system robustness. To address this, we developed
an experimental platform based on a cartesian robot with
a roll-pitch-yaw wrist to measure full force—torque
profiles during quasi-static insertions with controlled
misalignments ranging from —8° to +8° in pitch and yaw.
The results reveal a highly non-linear and asymmetric
response, quantitatively demonstrated by a contact onset
that shifts from a maximum depth of 45.8 mm at 0° to as
early as 31.8 mm at +8° yaw, and peak axial forces
reaching -18 N in pitch and -24 N in yaw. This asymmetry
has practical implication, where a -5-degree pitch
resulted in insertion failure while an equivalent +5-
degree was successful. From this dataset, unique and
repeatable force signatures were identified for each
condition, providing a foundational basis for hybrid
control strategies with force sensing to handle the final
delicate insertion.

Index Terms— Asymmetric Response; Robotic
Charging; Compliant Mechanism; Flexible Tube; Force
Measurement.

1. INTRODUCTION

The growing adoption of electric vehicles (EVs) has
driven intensive research on autonomous charging
systems, which are essential for scalable, hands-free
energy replenishment in future mobility ecosystems [1].
Unlike conventional fueling, EV charging requires
precise plug insertion with minimal tolerance, making

automation highly sensitive to alignment and contact
quality. Characterizing force and torque dynamics is a
critical step in designing compliant robotic systems,
from industrial automation to wearable exoskeletons
[2]. Consequently, various innovative architectures
have been developed, including mobile or rail-mounted
robotic chargers designed for structured environments
such as parking garages [3].

Achieving precise alignment is challenging due to
tight mechanical tolerances and the lack of standardized
port geometries across vehicle models [1, 4]. Most
approaches rely on vision-based systems using methods
from deep learning to shape-based matching to detect
the port location [4-6]. However, these systems have
low robustness to environmental variations such as
lighting and reflections [1, 4]. Studies show that even
after seemingly successful vision-guided insertion,
residual misalignments can persist, causing mechanical
strain on the connector and port [4]. This underscores
the need for complementary strategies for the final
phase of plug insertion.

To address these residual errors, researchers
incorporate compliance into the robotic systems,
broadly classified into two approaches [7]. The first is
active compliance, where force feedback actively
modulates robot motion through algorithms such as
impedance or admittance control [6, 8]. The second is
passive compliance, which uses mechanical elements
that deform wupon contact to accommodate
misalignment. Examples include elastic compensation
units [9] or end-effectors with integrated flexible plugs
[10]. However, flexible components introduce control
challenges, notably complicating manipulator inverse
kinematics [11].

Concurrently, other data-driven approaches have
explored alternative sensing modalities to infer contact
state or developed advanced learning-based control
strategies for contact-rich tasks [12]. Research has
shown the utility of Inertial Measurement Units (IMUs)
to analyze vibration signals for the purpose of collision
classification (determining if a contact is safe or unsafe)
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[13] or for collision localization (estimating where on
the port face contact occurred) [14]. Another novel
approach involved developing the flexible tube itself
into a sensor, using an embedded magnetic sensor and
an LSTM network to predict interaction forces rather
than measuring them directly [15].

However, despite numerous proposed control
architectures and sensing modalities, the fundamental
contact mechanics of a passively compliant plug, such
as one made from thermoplastic polyurethane (TPU),
under controlled angular misalignment remain
uncharacterized. Understanding these force dynamics is
essential for ensuring the long-term reliability, as
uncontrolled insertion forces can cause mechanical
wear, degradation, and eventual failure of the electrical
connectors [16, 17]. To address this gap, this paper
provides a systematic experimental characterization of
the 6-axis forces and torques on a flexible-tube wrist.
By directly measuring the force-position-torque
response, we reveal nonlinearities and pronounced
asymmetries that challenge simplified rigid-body
models.

II. MATERIALS AND METHODS

A. Experimental Platform

The experimental platform comprises three stepper-
driven linear axes (X,Y,Z) mounted on a modular
aluminum frame and controlled by an Arduino Uno
with a CNC Shield. The vehicle-side charging port, a
standard IEC 62196-2 receptacle with its electrical pins
removed to isolate mechanical forces, is mounted on a
fixture with manually adjustable pitch and yaw angles
ranging from —8° to +8°. The plug is advanced linearly
along the Z-axis to simulate an insertion under constant
angular misalignment. For passive compliance, the plug
is attached to the moving stage using a 3D-printed
hollow tube. This component is the same unit
previously validated in [15] and is fabricated from
Thermoplastic Polyurethane (TPU) with a 95A Shore
Hardness, 0% infill, and 1 mm wall thickness to allow
elastic bending while effectively transmitting contact
forces to the upstream sensor.

Signal
processing
module

Fig. 1. Experimental Platform for Force-Torque Characterization
of the Flexible-Tube Wrist Under Pitch and Yaw Misalignments.

The experimental platform, shown in Fig. 1, was
constructed using a modular T-slot aluminum frame
that forms the main base, Y-axis carriage, Z-axis
column, and the configurable port mount structure.
Nema 17 stepper motors drive all the three axes with
T8 leadscrews equipped with anti-backlash nuts, while
linear guidance is provided by LM 13UU bearings. The
majority of custom components, including motor
mounts, bearing blocks, the port fixture, and the plug
assembly, were fabricated from 3D-printed PLA+. The
system is controlled by two Arduino Uno
microcontrollers; the first uses a CNC Shield for
motion control of the three stepper motors, while the
second is dedicated to acquiring data from the F/T
sensor. The two microcontrollers communicate via [2C
to synchronize the force-torque data with the platform's
position, which is then sent to a computer for data
acquisition.

B. System Properties and Coordinate Frames

A right-hand coordinate frame centered at the base
of the flexible tube is used for all analyses, as illustrated
in Fig. 2. The X-axis represents the lateral motion
(left/right) with pitch as rotation about this axis; the Y-
axis represents the vertical motion (up/down) with yaw
as rotation about this axis; and the Z-axis represents the
insertion  motion  (forward/backward).  Forces
(Fx, Fy, Fz) and torques (Tx, Ty, Tz) are reported with
respect to this coordinate frame.

The kinematic properties of the experimental
platform include an operational workspace of 140 x 170
x 178 mm (X, Y, Z respectively). Platform motion is
described by a kinematic model relating the actuator
positions (joint space) to the end-effector's position
(task space). The joint space vectoris g = [qy, qy, 1",
where each element corresponds to the linear
displacement of a stepper-driven axis. The task space
position vector is P = [P, P, P,]". For this 3-DOF
Cartesian manipulator, forward and inverse kinematics
are given by the direct identity transformation P = q.

—

Fig. 2. Coordinate Frame Definitions for The Flexible-Tube Wrist,
Indicating Lateral (X), Vertical (Y), and Axial (Z) axes.
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C. Force-Torque Sensing and Data Acquisition

A six-axis force—torque sensor (AFT200, Aidin
Robotics) is mounted between the moving carriage and
the flexible tube. The sensor measures tri-axial force
and torque data (Fx, Fy, Fz, Tx, Ty, Tz) with ranges of
+200 N and £15 Nm and resolutions of 0.15 N and
0.015 Nm, respectively. Data is acquired via a CAN
interface and synchronized with the platform position
data. Because the flexible tube deforms during contact,
the recorded Z-axis position represents the platform
displacement and serves as a relative index of motion
progression rather than the absolute plug-tip position.

D. Experimental Procedure

specific pitch or yaw angle. The plug was advanced
at a constant low velocity along the Z-axis for a total
travel distance of 70 mm to capture the entire contact
event. The motion was considered quasi-static to
minimize inertial effects, so that the measured forces
primarily resulted from elastic deformation. This
procedure was repeated 10 times for each of the 17
angular offsets (from —8° to +8° in 1° increments) for
both pitch and yaw. All data collection was conducted
in an open-loop, feedforward manner without active
feedback control or external pose tracking.

A total travel distance of 70 mm was selected to
ensure that the entire insertion process was fully
captured under all misalignment conditions.
Preliminary tests indicated that initial contact occurred
as late as 45.8 mm for the 0° configuration and as early
as 31.8 mm for +8°; therefore, a shorter travel range
would risk failing to reach the final seating or failure
region, which typically emerges around 55-60 mm.
Extending the travel to 70 mm provides a sufficient
margin to observe the complete progression of events
from free-space motion, through initial impact and
continuous elastic deformation, to the final resting
state. This margin ensures that no critical interaction or
steady-state behavior is truncated while remaining
within the safe bending limits of the flexible tube.

E. Data Processing and Analysis

The analysis focused on the 30—60 mm segment of
the insertion path, where the main contact events
occurred. Key metrics were extracted from the
averaged data of 10 repeated trials for each condition.
Contact onset was identified by manual visual
inspection of the force-torque profiles, chosen instead
of a global automated threshold to better handle
variations in initial contact behavior. Onset was
defined as the position where the profiles first showed
a clear and sustained deviation from the baseline noise.

For the quantitative trend analysis, a critical
mechanical event was identified for each trial instead
of relying on simple peak values. This event
represented the point of maximum mechanical
resistance, typically determined by the primary peak in
axial force (Fz) or a sharp change in the slope of
vertical force (Fy). The 6-axis force-torque vector was
extracted at this event position to construct a composite

force signature for each misalignment condition.
Finally, these signatures were used to analyze trends
across all angular conditions, assessing nonlinearity,
asymmetry, and cross-axis coupling.

III. RESULT AND DISCUSSION

The experimental data revealed complex,
repeatable, and highly asymmetric force-torque
profiles that are characteristic of each angular
misalignment conditions. These profiles, or force
signatures, provide a detailed representation of the
mechanical interactions during the insertion process.
The following sections present the pitch and yaw
signatures, followed by a quantitative analysis of key
trends.

The initial analysis examines the three primary force
components generated during pitch misalignment. Fig.
3 shows the averaged force profiles for lateral (Fx),
vertical(Fy), and axial (Fz) components as a function
of insertion position across the full range of negative
and positive pitch angles.
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Fig. 3. Force Profiles for Pitch Misalignment Across Insertion
Positions: (a) Fx for negative pitch; (b) Fx for positive pitch; (c) Fy
for negative pitch; (d) Fy for positive pitch; (e) Fz for negative
pitch; and (f) Fz for positive pitch.

The force profiles in Fig. 3 show clear asymmetry
between negative and positive pitch. Negative pitch
condition (Fig. 3a, 3c, 3e) produces complex, multi-
stage contact dynamic with a distinct dual-peak
signature in the vertical (Fy) and axial (Fz) forces,
indicating stick-slip or jamming. In contrast, the
positive pitch condition (Fig. 3b, 3d, 3f) yields
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smoother, monotonic force curves but with a higher
vertical reaction force (Fy), indicating a more
monotonic but high-friction sliding contact.

To complement the force analysis, the torque
profiles for pitch misalignment were examined. Fig. 4
displays the three primary torque components,
providing insight into the rotational dynamics.
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Fig. 4. Torque Profiles for Pitch Misalignment, Highlighting
Polarity Reversal and Bending Loads: (a) Tx for negative pitch; (b)
Tx for positive pitch; (c) Ty for negative pitch; (d) Ty for positive
pitch; (e) Tz for negative pitch; and (f) Tz for positive pitch.

The asymmetry is further detailed in the torque
profiles shown in Fig. 4. The primary bending torque
(Tx) is a strong directional indicator, showing a
complete polarity reversal between negative (Fig. 4a)
and positive (Fig. 4b) pitch. Notably, the peak torque
magnitude is substantially larger for positive pitch,
indicating a greater bending load is imparted on the
flexible tube. The secondary and third torques (T'y and
Tz) confirm a complex 3D interaction involving both
lateral bending and twisting.

The investigation was extended to yaw
misalignment. Fig. 5 shows the averaged force profiles
for the lateral (Fx), vertical (Fy), and axial (Fz)
components under controlled negative and positive
yaw deviations, revealing a distinctly different
mechanical response compared with pitch.
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Fig. 5. Force Profiles for Yaw Misalignment Under Positive and

Negative Deviations: (a) Fx for negative yaw; (b) Fx for positive

yaw; (c) Fy for negative yaw; (d) Fy for positive yaw; (e) Fz for
negative yaw; and (f) Fz for positive yaw.

The force profiles in Fig. 5 indicate that the response
to positive yaw is significantly more complex and
irregular than negative yaw. Under positive yaw, the
lateral force (Fx) exhibits a distinct force reversal,
beginning with a negative peak as the plug tip makes
initial contact with one side of the port flange, followed
by a much larger positive peak as it slides and presses
against the opposite side. This complex interaction is
also reflected in the vertical (Fy) and axial (Fz) forces,
which are characterized by sharp transient events and
abrupt reversals indicative of a stick-slip dynamic. In
contrast, negative yaw (Fig. 5a, 5c, 5e) produces a
more predictable and monotonic response, notably in
the large coupled vertical (Fy) and axial (Fz) forces,
which increase smoothly without the sharp fluctuations
observed in the positive yaw condition.

The rotational dynamics under yaw misalignment
were analysed by examining the three corresponding
torque components. Fig. 6 shows the three primary
torque components, providing insight into the
rotational dynamics.
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The torque profiles in Fig. 6 provide further insight
into the rotational dynamics of yaw misalignment. For
the primary bending torque (Tx), negative yaw (Fig.
6a) shows two distinct behaviours: for small angles, the
torque remains consistently positive, whereas for
larger angles, the response transitions to a positive
peak followed by a smooth, monotonic reversal into a
negative value. In contrast, all positive yaw angles
(Fig. 6b) generate a high-gradient, non-monotonic
profile, characterized by an initial positive peak that is
immediately followed by a sharp reversal to a negative
trough, before ending in a fluctuating state. This
behaviour suggests a more severe interaction involving
phenomena such as snap-through buckling or
intermittent slip-stick contact. Lastly, the lateral torque
(Ty) and twisting torque (Tz) emerge as highly
reliable indicators of yaw direction, exhibiting a clear
and systematic polarity reversal between negative and
positive angles.

A. Quantitative Analysis of the Contact Onset

To quantify and summarize the observed behaviors,
key metrics were extracted from the profiles. Fig. 7
plots the initial contact onset position as a function of
the misalignment angle. Both pitch and yaw show a
distinct arch-shaped profile, where contact occurs latest
near 0° and progressively earlier towards the +8°
extremes. The plot also provides a clear quantitative

measure of asymmetry; both profiles are asymmetric,
with yaw showing a more pronounced overall
difference compared to pitch.
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Fig. 7. Contact Onset Position as a Function of Misalignment
Angles for Pitch and Yaw.

Fig 7 compares contact onset position versus of the
misalignment angle for pitch and yaw. Both exhibit an
arch-shaped profile, with contact occurring latest
(deepest into the insertion path) near the 0° and
progressively earlier as the misalignment increases
towards the +8°. The figure clearly shows that the pitch
and yaw profiles differ in both shape and magnitude.

The arch-shaped trend is intuitive because a greater
initial tilt causes the plug's leading edge to engage with
the port chamfer earlier in its forward travel. More
importantly, the plot provides a quantitative measure
of asymmetry for both axes. The yaw profile is highly
asymmetric, with positive yaw angles producing
different onset positions than negative ones. The pitch
profile also shows asymmetry, as contact at +8° occurs
at a distinctly different position than at -8°. These
results indicate that the initial contact dynamics depend
on misalignment direction for both pitch and yaw,
which is a critical insight for predictive control model
development.

B. Quantitative Analysis of the Primary Mechanical
Event

Further analysis was conducted by identifying the
position of the primary mechanical event, which
corresponds to the moment of maximum resistance in
each trial. Unlike a simple maximum value search, the
position of this event was determined for each angle
through manual visual inspection to accurately capture
its specific characteristics. This critical event was
identified by distinct features in the profiles, such as a
transient reversal with the highest magnitude or a
significant change in the slope of a primary force
component within a specific range of travel. By
defining the event based on these physical phenomena
rather than a simple peak, a more consistent and
meaningful comparison across different misalignment
conditions could be achieved. The 6-axis force-torque
vector was then extracted at this identified event
position for subsequent quantitative analysis.
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Fig. 8 illustrates how this event positions shift along
the insertion path. The plot reveals at least two distinct
mechanical regimes both for pitch and yaw: the event
occurs very late for small angles but shifts to a much
earlier position for larger angles, indicating a
fundamental change in contact mode.
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Fig. 8. Position of the primary mechanical event as a function of
pitch and yaw misalignment: (a) Event position for pitch; and (b)
Event position for yaw.
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The primary mechanical event position shifts along
the insertion path as a function of the pitch and yaw
misalignment angles as shown in Fig. 8. The data
reveal a distinct, non-uniform pattern both for pitch
and yaw, where the event occurs late in the path for
small angles (0° to +3°) for pitch and (-3° to 0°) for
yaw but shifts to a much earlier position for larger
angles."

The large shift in the event position suggests the
presence of two distinct mechanical regimes. For small
misalignments, the system operates in a compliance
zone, where no hard jamming occurs and the maximum
force results from friction building up near the end of
insertion. For larger misalignments, the system enters
a hard contact zone, where a distinct earlier mechanical
event, likely jamming or high-stress bending, becomes
the dominant feature. The yaw response asymmetry
further indicates that the regime transition depends on
misalignment direction.

To quantify the system asymmetry and sensitivity,
the magnitudes of the three primary force components
were extracted at each event position. Fig. 9 presents
these force values as functions of misalignment angle
for both pitch and yaw.
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Fig. 9. Force Event as a Function of Misalignment Angle: (a)
Force event for pitch; and (b) Force event for yaw.

Fig. 9 summarizes the event force magnitudes for
the Fx, Fy, and Fz, extracted at the primary
mechanical event for both pitch and yaw. The plot
shows the nonlinear relationship  between
misalignment angle and the resulting reaction forces.

This plot provides the strongest quantitative
evidence of the system force asymmetry. The pitch
analysis (Fig. 9a) shows distinct trend in dominant
forces (Fy and Fz) for negative and positive angles.
The yaw analysis (Fig. 9b) is even more pronounced:
negative yaw is dominated by a large coupled vertical
force (Fy), while positive yaw is dominated by a much
larger primary lateral force (Fx). These results confirm
that the nature of mechanical resistance fundamentally
differs depending on yaw direction.

Finally, to complete the quantitative analysis, the
torque events were extracted at the mechanical event.
Fig. 10 presents the corresponding torque magnitudes
for the three rotational components
(Tx, Ty, Tz) extracted at the primary mechanical
event. The plot illustrates the sensitivity and directional
nature of the torque response.
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Fig. 10. Torque Event as a Function of Misalignment Angle: (a)
Torque event for pitch; and (b) Torque event for yaw.

The torque event analysis identifies the
components that best indicate direction. For pitch
misalignment (Fig. 10a), the primary bending torque
(Tx) demonstrates a clear and consistent polarity
reversal, with positive values for negative pitch and
negative values for positive pitch. Similarly, for yaw
misalignment (Fig. 10b), the lateral (Ty) and twisting
(Tz) torques also show a perfect polarity reversal,
making them reliable indicators for sensor-based
control. The complex, non-monotonic behaviour of the
other torque components further confirms strong and
unpredictable 3D coupling effects.

C. Qualitative Validation of Final Plugging States

To provide qualitative validation and link
quantitative data with physical outcomes, final
plugging states were visually documented for
representative misalignment angles. This visual
inspection confirms whether insertion was successful or
failed under different conditions.
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The final plugging states for key pitch misalignment
angles are presented first. Fig. 11 shows a side-view
comparison for -5°, 0°, and +5° pitch angles to illustrate
the system's functional asymmetry

(@) (b) (©)

Fig. 11. Final Plugging State for Pitch Misalignment: (a) -5°; (b)
0°; and (c) +5°.

As shown in Fig. 11, a clear correlation between the
force signatures and the insertion is evident. For the 0°
condition (Fig. 11b), the plug is perfectly seated,
matching the observed low-force profiles. At a +5°
pitch misalignment (Fig. 11lc), the system's passive
compliance accommodates the error, allowing a
complete insertion.

A key finding is the functional asymmetry shown in
this comparison. While +5° misalignment results in a
successful insertion, -5° misalignment causes insertion
failure, where the plug is visibly canted and cannot be
fully seated (Fig. 11a). This failure directly corresponds
to the irregular dual-peak force profile observed for
negative pitch, confirming it as a more challenging
condition and defining an operational limit for the
passive compliance mechanism.

Next, the final plugging states for key yaw
misalignment angles were documented. Fig. 12
compares the outcomes for the extreme angles of -8°
and +8°, with the 0° condition as a baseline.

(a) (b) (©)
Fig. 12. Final Plugging State for Yaw Misalignment: (a) -8°; (b) 0°;
and (c) +8°.

As shown in Fig. 12, the 0° condition (Fig. 12b)
again serves as a baseline for a successful insertion.
However, the outcomes at the extreme angles of -8°
(Fig. 12a) and +8° (Fig. 12c) both resulted in insertion
failure, where the plug became canted and could not be
fully seated. This demonstrates that while the system
can accommodate moderate yaw deviations, its
operational limit is exceeded at these extreme angles.

A closer analysis of the failure modes reveals subtle
differences between the two conditions. The final
canted state at +8° yaw appears more severe or
misaligned compared to the -8° condition. This visual
evidence reinforces the quantitative findings that the
underlying mechanical stresses and irregular dynamics

are significantly greater for positive yaw. This
underscores that not only the success of the insertion,
but also the nature of the failure can vary significantly
depending on the direction of misalignment.

D. Interpretation of Asymmetric Contact Mechanics

The pronounced asymmetry observed in both force
and torque responses is a key finding of this study. It
results from the complex interaction between the
compliant tube's deformation and the plug-port
interface geometry. Different contact points on the
port's chamfer for positive and negative angles cause
the plug to bend and twist in distinct ways. This is
quantitatively confirmed in the event force analysis
(Fig. 9), where negative yaw is dominated by a large
coupled vertical force (Fy), while positive yaw
produces a much larger primary lateral force (Fx). This
difference in force magnitudes and dynamic stability is
visually confirmed by the qualitative validation (Fig.
11), where a -5° pitch results in a insertion failure
(canting), while a +5° pitch leads to a successful
insertion. Furthermore, the existence of strong cross-
axis coupling, such as the significant vertical force (Fy)
generated during horizontal yaw misalignment,
underscores that the interaction is an inherently 3D
phenomenon that cannot be adequately described by
simpler, 2D rigid-body models.

E. The Force Signature Concept and Implications for
Control

The distinct and repeatable nature of the 6-axis
profiles for each misalignment condition gives rise to
the concept of a unique force signature. Each signature,
defined by the instantaneous 6-axis force-torque vector
at the primary mechanical event, acts as a mechanical
fingerprint containing rich information about the state
of contact, as quantitatively demonstrated by the unique
component magnitudes (Fig. 9, Fig. 10) and event
timing (Fig. 8) for each angle. This finding has
significant implications for a hybrid control strategy;
for example, the signature for a -5° pitch, which leads
to insertion failure, is fundamentally different from that
of'a +5° pitch, which results in success. While a vision
system can handle the initial coarse alignment, these
force signatures are invaluable for the final, delicate
insertion phase. By recognizing characteristic features
within a signature, a control algorithm could diagnose
the direction, approximate magnitude, and even the
potential outcome of an insertion error in real-time,
providing a strong basis for robust, adaptive force-
guided controllers that can react intelligently to specific
conditions.

IV. CONCLUSION

This study presents a systematic characterization of
six-axis force and torque responses from a flexible-tube
wrist under pitch and yaw misalignments ranging from
—8° to +8°. The results reveal a non-linear and
directionally asymmetric mechanical behavior, which
was found to be both quantitative and functional. For
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instance, a -5° pitch misalignment resulted in insertion
failure, whereas an equivalent +5° was successful. Key
quantitative findings include a contact onset that shifts
from a maximum depth of 45.8 mm at 0° to as early as
31.8 mm at +8° yaw, and peak final plugging state axial
forces (Fy) reaching -18 Newtons in pitch and -24
Newton in yaw. A key contribution is the identification
of unique and repeatable force signatures for each
misalignment condition. These patterns provide a
foundation for developing more robust, adaptive
control strategies in autonomous EV charging systems.

Initial attempts to create a validating finite element
model were unsuccessful, as the nonlinear analysis in
SolidWorks Simulation consistently failed to converge
due to the large deformations and geometric
nonlinearity of the thin-walled TPU component. A
successful quantitative validation is therefore a key
direction for future work, requiring a more
sophisticated approach with advanced solvers such as
arc-length or Riks methods, combined with a calibrated
hyperelastic material model. The ultimate goal is to
leverage the dataset presented here to train a machine-
learning model for a hybrid alignment strategy. This
approach would use a vision system for coarse
localization of the charging port before transitioning to
a force-guided control mode, which would use the
identified signatures to correct residual errors during
the final, delicate insertion phase, combining the
strengths of both sensing modalities for a highly robust
system.

REFERENCES

[1]  H.M. Saputra, N. S. M. Nor, E. Rijanto, M. Z. Md Zain, 1. Z.
Mat Darus, and E. Yazid, "A review of robotic charging for
electric vehicles," [International Journal of Intelligent
Robotics and Applications, vol. 8, no. 1, pp. 193-229, 2024,
doi: 10.1007/s41315-023-00306-x.

[2] D. Rodriguez Jorge, J. Bermejo Garcia, A. Jayakumar, R.
Lorente Moreno, R. Agujetas Ortiz, and F. Romero Sanchez,
"Force and Torque Characterization in the Actuation of a
Walking-Assistance, Cable-Driven Exosuit," Sensors, vol. 22,
no. 11, doi: 10.3390/s22114309.

[3] A.Huetal, "SkyvoltRobot: A Novel Rail-Mounted Charging
Robot for Electric Vehicles," Procedia Computer Science,
vol. 250, pp. 274-281, 2024, doi:
https://doi.org/10.1016/j.procs.2024.11.036.

[4] J. Miseikis, M. Riither, B. Walzel, M. Hirz, and H. Brunner,
"3D Vision Guided Robotic Charging Station for Electric and
Plug-in Hybrid Vehicles," 2017, doi:
10.48550/arXiv.1703.05381.

[5] P.Quan, Y. Lou, H. Lin, Z. Liang, and S. Di, "Research on
Fast Identification and Location of Contour Features of
Electric Vehicle Charging Port in Complex Scenes," [EEE
Access, vol. 10, pp. 26702-26714, 2022, doi:
10.1109/ACCESS.2021.3092210.

[6]

[7]

[8]

9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

P. Sun et al., "Research on autonomous positioning and
adaptive compliant plugging strategies of intelligent charging
robots," Computers in Industry, vol. 168, p. 104287, 2025,
doi: https://doi.org/10.1016/j.compind.2025.104287.

M. Zhu, D. Gong, Y. Zhao, J. Chen, J. Qi, and S. Song,
"Compliant Force Control for Robots: A Survey,"
Mathematics, vol. 13, no. 13, doi: 10.3390/math13132204.
H. Zhang, W. Zhu, and Y. Huang, "A research on the control
strategy of automatic charging robot for electric vehicles
based on impedance control," Journal of Physics: Conference
Series, vol. 2303, no. 1, p. 012085, 2022, doi: 10.1088/1742-
6596/2303/1/012085.

J. Bucher, J. Knipschild, and B. Kiinne, "Development and
evaluation of an automatic connection device for electric cars
with four DOFs and a control scheme based on infrared
markers," International Journal of Mechatronics and
Automation, vol. 8, p. 1, 01/01 2021, doi:
10.1504/1IJMA.2021.10043805.

Y. Lou and S. Di, "Design of a Cable-Driven Auto-Charging
Robot for Electric Vehicles," IEEE Access, vol. 8, pp. 15640-
15655, 2020, doi: 10.1109/ACCESS.2020.2966528.

H. M. Saputra, R. Y. Rifansyah, C. H. A. H. B. Baskoro, N.
S. M. Nor, E. Rijanto, and A. Pahrurrozi, "Comparative Study
of Machine Learning Models for Inverse Kinematic
Prediction of a Flexible-Tube Wrist Mechanism in Robotic
Charging Stations," in 2024 IEEE International Conference
on Smart Mechatronics (ICSMech), 19-21 Nov. 2024, pp.
152-158, doi: 10.1109/ICSMech62936.2024.10812340.

Y. Wang, C. C. Beltran-Hernandez, W. Wan, and K. Harada,
"An Adaptive Imitation Learning Framework for Robotic
Complex Contact-Rich Insertion Tasks," Frontiers in
Robotics and Al Original Research vol. 8 - 2021, 2022.
[Online]. Available:
https://www.frontiersin.org/journals/robotics-and-
ai/articles/10.3389/frobt.2021.777363.

H. Lin, P. Quan, Z. Liang, D. Wei, and S. Di, "Enhancing
Safety in Automatic Electric Vehicle Charging: A Novel
Collision Classification Approach," Applied Sciences, vol. 14,
no. 4, doi: 10.3390/app14041605.

H. Lin, P. Quan, Z. Liang, Y. n. Lou, D. Wei, and S. Di,
"Precision Data-Driven Collision Localization with a
Dedicated Matrix Template for Electric Vehicle Automatic
Charging,"  Electronics, vol. 13, mno. 3, doi:
10.3390/electronics13030638.

H. Saputra et al., "Three-axis flexible tube sensor with LSTM-
based force prediction for alignment of electric vehicle
charging ports," Journal of Mechatronics, Electrical Power,
and Vehicular Technology, vol. 15, pp. 208-219, 12/31 2024,
doi: 10.55981/j.mev.2024.1104.

Y. Meng and W. Ren, "Investigation on failure mechanism of
electrical connectors under repetitive mechanical insertion
and withdrawal operations," [OP Conference Series:
Materials Science and Engineering, vol. 1207, no. 1, p.
012011, 2021, doi: 10.1088/1757-899X/1207/1/012011.

L. Xu, S. Ling, and D. Li, "Insertion force quality consistency
investigation of electrical connector," in 2016 IEEE 11th
Conference on Industrial Electronics and Applications
(ICIE4), 5-7 Jun. 2016, pp. 2395-2399, doi:
10.1109/ICIEA.2016.7603994.

m Ultima Computing : Jurnal Sistem Komputer, Vol. 17, No. 2 | December 2025


https://doi.org/10.1016/j.procs.2024.11.036
https://doi.org/10.1016/j.compind.2025.104287
https://www.frontiersin.org/journals/robotics-and-ai/articles/10.3389/frobt.2021.777363
https://www.frontiersin.org/journals/robotics-and-ai/articles/10.3389/frobt.2021.777363

[oT-Based Fire Detection System Using a
Flame Detector and Arduino Uno R4 Wi-Fi

Ratih Kusuma Dewi!",Ivan Fadhliansyah?, Riado Ma’rufi®, Deddy Setyawan*, Dwiki Ar-Raiyyan
Lubis’
1.2345Department of Teknologi Instrumentasi Industri Petrokimia, Politeknik Industri Petrokimia
Banten, Banten, Indonesia
"ratih.kusuma@poltek-petrokimia.ac.id

Accepted on November 03, 2025
Approved on December 12, 2025

Abstract— Based on data from the DORS POLRI
application, a total of 935 fire incidents were recorded
from January to October 7, 2024. The locations with the
highest frequency of fires were residential areas, with 704
reported cases. These data indicate the need for a fire
detection security system capable of providing early
warning as a risk-mitigation measure to prevent casualties
during fire incidents.The system designed in this study is
based on the Internet of Things (IoT) and is equipped with
a notification feature that sends alerts to a Telegram bot
when the sensor detects the presence of fire. The results of
this study show that even after reducing the sensor
sensitivity 33the sensor still performs adequately in
detecting fire. It can detect real fire at a distance of 35 cm
and can still detect light from a bulb at a distance of
approximately 95 cm. However, the sensor is unable to
detect paraffin fire at a distance of 10—50 cm because the
infrared wavelength emitted by paraffin is outside the
detectable range of the sensor. Additionally, the sensor
cannot detect virtual fire or light from a mobile phone
flashlight because these light sources do not emit infrared
radiation that matches the operating characteristics of the
sensor.Thus, the system has been proven effective in
detecting fire and sending automatic real-time
notifications to Telegram, enabling users to respond
quickly when there is a potential fire hazard.

Index Terms— Fire, Flame Detector, loT, Paraffin.

1. INTRODUCTION

Fire is a major threat to the environment, industry,
public facilities, and human life. The losses caused by
fire include damage to property and assets, and in
severe cases, can lead to casualties [1] According to
experts, fire is defined as the presence of unwanted or
uncontrolled flames [13]. Fires can occur at any time
and are unpredictable [14]; therefore, to prevent major
losses, a fire detection security system with early
warning capabilities is required to mitigate fire risks
[8].

In fire detection systems, flame detectors or flame
sensors are often chosen because of their fast detection
capability in identifying fire occurrences [5][6] and
their adjustable sensitivity. These sensors typically
detect light emissions within the infrared (IR) or
ultraviolet (UV) spectrum and immediately send a
signal when a flame is detected.

According to data from the DORS POLRI
application, there were 935 fire incidents recorded from
January to October 7, 2024. The locations most
frequently affected were residential areas (704
incidents), shops (63), offices (29), schools (17),
warehouses (16), and others (106) [2]. This data shows
that the risk of fire remains relatively high,
necessitating a reliable early detection system to
minimize material losses and casualties.

Previous research by Denny and Budy (2022), titled
“Prototype of a Fire Detection Device Using a Flame
Sensor and MQ-2 Based on Arduino Uno,” explains
that the flame detector was able to detect fire at a
distance of 5-25 cm, triggering an alarm and activating
an LED indicator [3]. Furthermore, in the study
conducted by Dian et al., titled “Arduino-Based Fire
Detection System Using a Flame Detector and MQ-2
Sensor,” the test results showed that the flame detector
could detect fire at distances ranging from 5 c¢cm to 40
cm. At a distance of 5 cm, the average detection time
was approximately 0.57143 seconds; at 10 cm it was
1.5714 seconds; at 20 cm it was 8 seconds; at 30 cm it
was 13 seconds; and at 40 cm it was 9 seconds [4].
Another study conducted by Rima et al. demonstrated
that the flame detector was capable of detecting the
presence of fire at distances from 20 cm up to 250 cm
[12]. In the study conducted by Ruibing and Dhirtiman,
a fire detection method using CNN is presented, making
the fire detection system more efficient and effective
[16].

The system is designed based on the Internet of
Things (IoT) and is equipped with real-time notification
delivery to a Telegram bot when the flame detector
sensor detects the presence of fire. In addition, the
system sends information regarding water availability
in the storage tank using an ultrasonic sensor. With the
integration of Telegram notifications, users can easily
receive status updates [9][10] and monitor
environmental conditions in real time without being
physically present at the location. The system is also
equipped with a water pump that activates
automatically when fire is detected and stops operating
once the fire is no longer detected.
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II. METHODOLOGY

The methodology used in this study is the prototype
development method, followed by direct testing of the
system. The testing phase was conducted 3—5 times for
each test component. The test components consisted of
a yellow bulb, phone flashlight, virtual fire, real fire,
and paraffin. The testing distance for each component
ranged from 5 cm to £95 cm. During testing, the flame
detector was brought close to each test component at
predetermined distances to observe the sensor’s
response.

The research stages began with the creation of a
system block diagram aimed at identifying the main
components used and the interconnections between
them. This block diagram provides an overview of the
system’s workflow, from the input to the output stage.

Next, a system flowchart was created to illustrate the
detailed logic flow of the system, describing how the
system operates—from the fire detection process and
water availability check to the activation of the pump
and alarm. The subsequent stage involved hardware
design, which included assembling key components
such as the Arduino Uno R4 WiFi, flame sensor,
ultrasonic sensor, LCD, water pump, indicator LEDs,
and buzzer. All components were connected according
to the previously designed block diagram.

Following this, the software design stage was
carried out by writing a program for the Arduino to
control the entire system operation—from reading
sensor data to managing outputs and displaying
information on the LCD. Once the hardware and
software were integrated, direct testing of the system
was conducted to ensure that all components
functioned as intended. The testing involved
simulating the presence of fire and observing the
system’s response to this condition.

The results of these tests were then used to evaluate the
performance and effectiveness of the developed
automatic fire detection system prototype.

A. Block Diagram

The first stage of this research is the development of
a block diagram, which is a diagram that illustrates the
workflow and the main components of a system [15].
This block diagram is used to show the components that
will be used and how they are interconnected within the
system. The system is designed based on the
components shown in Block Diagram 1.1. The main
components used include the Arduino Uno R4 WiFi,
flame detector, ultrasonic sensor, red LED, blue LED,
pump, buzzer, and LCD.

Monitoring

LCD

v Output

* | LED Merah

»

Arduino Uno *
> R4 WIFI

Input

Sensor LED Biru

ultrasonik

»
»

LED Biru

» Pompa

-
»

Buzzer

Fig. 1. Block Diagram System

The system detects the presence of fire. When a fire
is detected, the water nozzle automatically opens and
sprays water. In addition, the system is equipped with
an ultrasonic sensor to detect the water level in the tank,
and the monitoring results are displayed on the LCD,
making supervision easier.

The following is an explanation of the block
diagram for the design of the fire detection system:

1. Power Supply — Functions as the main power
source that provides voltage and electric
current to operate all system components.

2. Arduino Uno WiFi — Serves as the central
controller (microcontroller) that processes data
from the sensors and controls the output
responses such as LEDs, buzzer, and pump, as
well as sends information to Telegram in real
time.

3. I2C Module — Used as a communication
interface between the Arduino and the LCD to
make pin usage more efficient and simplify
data transmission to the display.

4. LCD - Displays system information such as
fire detection status, object distance from the
ultrasonic sensor, and pump condition.

5. Flame Detector — Detects the presence of fire
based on the intensity of infrared light emitted
by the flame.

6. Ultrasonic Sensor — Measures the water level in
the storage tank.

7. Red LED — Acts as an indicator when fire is
detected or when the water level is low.

Blue LED — Serves as an indicator that no fire is
detected or that the condition is safe.
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8. Pump (Actuator) — Functions to spray water
when the system detects fire.

9. Buzzer — Serves as an audible alarm to provide
a warning when fire is detected.

10. Telegram — Used to receive notifications or
information sent by the Arduino.

As can be seen in Fig. 1 there is information about
3 parts that communicate with each other. The first part
is the remote control block. There is Blynk IoT which
functions as a controller and monitor carried out by the
greenhouse owner and there is also Gmail which
functions to receive sensor reading reports by the
greenhouse owner and also functions to send messages
that the system is in error to the greenhouse technician.
The second part is the software block. There is Arduino
IDE which functions to enter code into ESP32 and there
is also Blynk Cloud which functions as a virtual
communication intermediary between ESP32 and
Blynk IoT and Gmail. The third part is the hardware
block. There is ESP32 as the control center and main
control system, there is a BH1750 sensor, DHT22
sensor, and soil moisture sensor, there is also a stepper
motor actuator, lights, foggers, and water pumps.

B. Design System

Fig. 2. Design System

The system design illustrates how the
components are configured in the automatic fire
detection system. This system uses an Arduino Uno as
central control. The Arduino will control and process
data from the sensors, then control the pump that will
discharge water and display information in real time on
the display. The system operation is as follows:

1. When the circuit is powered on, this is
indicated by LED 1 (blue) and the display will
show “Fire: Safe”.

2. When the fire sensor (KY-026) detects a
flame, LED 2 (red) and the buzzer will
activate, and the display will show “Fire:
Danger”.

3. Then the 5 V DC pump is activated and
pumps water from the tank to the
predetermined fire point.

4. When the fire is extinguished, LED 2 (red)
becomes inactive and the 5 V DC pump stops
until it is activated again if another fire danger
is detected.

5. LED 1 (blue) turns on again and the display
returns to the indication “Fire: Safe”.

6. The ultrasonic sensor (HC-SR04) on the
water tank functions as the water level reader.

7. The display shows two indications:

a.  Water tank: High / Normal / Low / Empty
b. Water level: 0-100%

Notes:

* High: water > 80% — 100%

* Normal: water > 40% — < 80%

* Low: water < 40%

* Empty: no water

8. If the tank level shows “Low” on the display,
the pump will not activate and LED 2 (red)
will light.

To build this design, several components are

required, as listed in the following table.

TABLE I. LiIST COMPONENT OF PROTOTYPING

z
e

Component
Arduino Uno R4 WiFi
LCD + 12C Module
Flame Detector
UltrasoniC Sensor
Pump
Jumper Wires +

Buzzer
Red LED
Blue LED

Quantity

O |0 (R[N | |[H[W ][N [—
DN =y | == ===
(=]

C. Flowchart

The following is an illustration of the system’s
operation. In the flowchart above, there are two
conditions. The first condition occurs when the sensor
detects fire. In this case, the sensor sends a signal to the
Arduino to activate the buzzer as an early warning of
fire. The Arduino then turns on the pump, which draws
water from the reservoir to extinguish the fire. At the
same time, the red LED lights up to indicate that fire is
still detected, while the blue LED turns off. Fire
information is also displayed on the LCD. The second
condition occurs when no fire is detected. In this
situation, the buzzer is turned off, the red LED goes
off, and the blue LED turns back on. The LCD then
displays information indicating that no fire is detected.
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Fig. 3. Design System

III. RESULT AND ANALYSIS

In the system circuit, all components are shown
working together to detect the presence of fire and
automatically spray water as an initial fire suppression
step.

=2

Fig. 6. Flame Detector and Hose

e At the bottom section, there is a hose and a flame

/ i J detector. This part shows the hose end and the nozzle
P where water from the pump is discharged. It becomes

active when the flame detector detects fire, allowing

water to be sprayed directly onto the heat source area.

Fig. 4. Component System

Figure 4 shows the overall layout of the system
inside the control box. Several main components can be
seen, including the Arduino Uno R4 WiFi, flame sensor
module, ultrasonic sensor, LCD, water pump, and the
connecting cables between components.

The ultrasonic sensor is installed on the lid of the
water tank to detect the water level or availability. The
water pump is connected to the tank and functions to
automatically draw and spray water when the system
detects the presence of fire.

Fig. 7. LCD, LED, and Buzzer

It shows the front view of the system box, which
includes an LCD screen, several LED indicators, and a
buzzer.
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Fig. 8. Display Telegram Bot

The following is the display of the Telegram bot, which
shows information about water availability, pump
status, and fire conditions in the automatic fire detection
system. This bot sends notifications whenever there is a
change in the system’s state, such as the pump being
activated or deactivated, fire being detected or not, and
the water level in the storage tank.

TABLE II. FLAME DETECTOR TESTING
No Test Distance Result
Experiment
Yes No
1 Yellow Bulb +95 cm N
80 cm N
70 cm N
60 cm N
2 Phone 15 cm
Flashlight
10 cm
S5cm

3 Virtual Fire 15cm

10 cm

4 Real Fire 35cm

25 cm

20 cm

5 Paraffin 50 cm

40 cm

30 cm

25 cm

< 2] 2] 2] <2/

10 cm

In the experimental results shown in Table 2, with
the sensor sensitivity set to 33, it was found that the
flame detector sensor exhibits different sensitivity
levels to various light sources. In the first experiment
using a yellow bulb, the sensor was able to detect light
at a distance of up to approximately 95 cm and
continued to detect it at closer distances (80 cm, 70 cm,
and 60 cm). This indicates that the sensor is quite
sensitive to yellow light because the intensity and
spectrum of the bulb’s light fall within the detectable
range of the sensor.

In the second and third experiments, using a phone
flashlight and virtual flame, the sensor failed to detect
any light sources even at very close distances (5-15
cm). This occurs because the light emitted by a phone
flashlight and a virtual flame (on a screen) does not
contain the infrared components characteristic of real
fire, resulting in no response from the sensor.

In the fourth experiment, using a real flame source,
the sensor successfully detected fire up to a distance of
35 cm, indicating that the sensor effectively detects the
infrared radiation emitted by actual flames. However,
in the fifth experiment, the paraffin flame could not be
detected even at a distance of 10 cm. This is because
the infrared (IR) wavelength range that the flame
sensor can detect is between 760 nm and 1,100 nm [5],
while the infrared wavelength range of paraffin flame
is between 2,500 nm and 25,000 nm [7][11].

IV. CONCLUSION

Based on the results of the design and testing, the
automatic fire detection system using a flame detector
based on Arduino Uno R4 WiFi was able to function
properly as expected. The system can detect fire using
the flame detector, and the water pump is automatically
activated to extinguish the fire. Once the fire is
extinguished, the water pump stops operating
automatically. In addition to the flame sensor, the
system is also equipped with an ultrasonic sensor
installed on the water tank, which measures the water
level and displays it in real time on the LCD, while also
sending information to a Telegram bot, allowing users
to monitor the system remotely.
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The test results also show that the flame detector has
high sensitivity to real fire and light bulb sources, even
when the sensitivity level is reduced to 33. However,
the flame detector is less responsive to virtual fire,
phone flashlight, and paraffin flame, because the
infrared wavelength of paraffin fire lies outside the IR
wavelength range that can be detected by the flame
detector.

Thus, this system has proven to be effective in
detecting fire and providing automatic real-time
notifications via Telegram, enabling users to respond
quickly when there is a potential fire hazard.
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Abstract— Coffee quality is significantly influenced
by the roasting level, which is typically determined by
observing the color of the beans. This color-based
classification has traditionally been performed through
manual sorting and human judgment. However, such
methods are labor-intensive, time-consuming, subjective,
and prone to inconsistencies or human error. These
challenges highlight the need for a more reliable and
automated solution to improve the accuracy and
efficiency of coffee bean classification. In response, this
project introduces an automated classification system
based on deep learning, specifically utilizing
Convolutional Neural Networks (CNNs). CNNs are
particularly well-suited for image classification tasks, as
they can automatically learn and extract relevant visual
features such as color, texture, and shape. This allows the
system to classify coffee beans into different roast levels
with minimal human intervention. The proposed system
is evaluated using several performance metrics, including
accuracy, precision, recall, and F1 score. Experiments are
conducted using various input image resolutions, and the
results show that the CNN model achieves its best
performance with 64x64 pixel images, obtaining an
accuracy of 99%, which surpasses other tested
resolutions such as 32x32 with an accuracy of 98%) and
128x128 with an accuracy of 98.6%). When compared to
deeper architectures like ResNet50, which achieved
96.49% accuracy at 224x224 pixels. This demonstrates
not only the model’s effectiveness in correctly identifying
roast levels but also its efficiency in working with lower-
resolution images, making it practical for real-time
applications or deployment in resource-constrained
environments.

Index Terms—Coffee Bean
Convolutional Neural Network; LCD

Classification;

I. INTRODUCTION

Among the most popular beverages in the world,
coffee's flavor and quality are significantly impacted by
the caliber of the coffee beans used. Coffee's flavor is
its most crucial component, and roasting has the biggest
effect on it [1]. The most popular method of
determining the roasting level is to look at the color of
the coffee beans. Light color denotes a high acidity and
low roasting level, medium color denotes a medium
roasting level and balanced acidity, and dark color
denotes a high roasting level and bitter flavor [2]. This
process is laborious, capricious, and prone to human
mistake because it always depends on human judgment

and manual sorting [3]. The advent of modern
technology, particularly computer vision and deep
learning techniques [4], has raised interest in
automating and increasing the accuracy of coffee bean
classification. One area of machine learning called deep
learning has demonstrated remarkable results in tasks
involving picture recognition and classification.

Recent studies on classification tasks in food and
agriculture have demonstrated advances with deep
learning models. Convolutional Neural Networks
(CNN) are a well-liked deep learning technique for
classification jobs. A variety of fruits, cereals, and
plants have been successfully categorized using CNN
algorithms based on visual attributes[5]. The
classification of coffee bean variations, which vary in
size, shape, color, and texture, greatly benefits from
these models' capacity to extract intricate patterns from
photos. Large annotated datasets of coffee bean photos
can be used to train deep learning models to accurately
identify and categorize coffee beans. This lessens the
need for manual effort and increases consistency in
quality evaluation. CNN has an accuracy of more than
90% in classifying coffee beans according to their
quality and place of origin [6].

The application of deep learning to the classification
of coffee beans is consistent with the larger movement
in the food and beverage sector to incorporate Artificial
Intelligence (AI). Al-powered solutions are being
utilized more and more to enhance supply chains, meet
consumer needs for sustainability and transparency, and
increase product quality. A coffee bean classification
system that is automated and based on color may
support importers and producers maintain a uniform
product look, which is frequently linked to customer
preference and quality. Coffee bean maturity, roasting
levels, and processing methods are some of the
elements that might create variations in coffee bean
color profiles, which can be identified by deep learning
models [7].

The application of deep learning for classifying
coffee beans presents challenges. The requirement for
large and high-quality datasets to properly train models
is one of the main obstacles. Many resources are needed
to collect and annotate such datasets, especially for
small-scale coffee farmers. In addition, the
classification procedure may become more difficult due
to variations in coffee bean appearance caused by
factors such as roasting levels and regional differences.
Recent developments in transfer learning and data
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augmentation techniques have shown promising results
in addressing these issues [8].

Multiple steps are involved in developing a deep
learning model to categorize coffee beans according to
color, where processing methods, bean origin, and
roasting level all affect color variance [9],[10]. Four
different roasting levels were used for the coffee beans
used in this study at JJ Mall Jatujak's "Bona Coffee."
The Laos Typica Bolaven (Coffea arabica) beans were
first green or unroasted before being roasted at the light
roast level, followed by Doi Chaang (Coffea arabica) at
the medium roast level, and Brazil Cerrado (Coffea
arabica) at the dark roast level [11]. When CNN
processing techniques are used properly, they
significantly improve coffee bean categorization
accuracy and allow for a more automated and reliable
procedure.

The objective of this design is to develop an image
classification system for coffee beans using a (CNN)
model as the main processing module. In order to
recognize and categorize coffee beans into groups such
as green, light, medium, and dark, the CNN processes
the input photos to the system. CNN is capable of
automatically and reliably classify coffee beans
according to their roast levels when processing them
using the right methods.

II. LITERATURE REVIEW

The effectiveness of the different approaches has
been compared by reviewing a few papers on the use
of deep learning in coffee bean classification.
“Classification Model of 'Toraja' Arabica Coffee Fruit
Ripeness Levels Using Convolution Neural Network
Approach” is one paper on coffee bean classification
[12]. Coffee beans in this paper are categorized as raw,
overripe, fully ripe, and half-ripe. The CNN
architecture for image analysis and a computer as the
primary processor were used in its development. To
increase system accuracy in differentiating each
ripeness categorization, a dataset of coffee bean photos
taken from different perspectives and lighting
conditions was used to train the CNN model. Pre-
processing steps such as colour normalization, contrast
enhancement, and data augmentation are used to
increase the diversity of training samples before the
classification process starts. Once the photos of coffee
beans have gone through a number of convolutional
and pooling layers, CNN extracts important
information and classifies the beans' maturity based on
the visual patterns it has identified.

Coffee beans are categorized based on shape in
according to their morphologies: premium, peaberry,
long berry, and deformed shapes [13]. It was created
with CNN for image analysis and a computer as the
primary processor. To make sure the CNN model could
accurately identify shape changes, it was trained on a
dataset of coffee bean photos from multiple sources.
The process begins with image pre-processing, such as
normalization, contrast enhancement, and data
augmentation to improve model generalization. The
CNN model classified the coffee bean images into four

predefined shape categories after extracting the key
characteristics from the images after going through
multiple convolutional and pooling layers. The
classification results are displayed in the form of
accuracy values, which serve as indicators of the
system’s reliability in recognizing coffee bean shapes
automatically.

Indonesian coffee beans have been classified
originating from Gayo Aceh, Kintamani Bali, and
Toraja Tongkonan [14]. It was developed utilizing a
computer as the main processor and implemented a
CNN architecture based on AlexNet for image
classification. The CNN model was trained using a
dataset of coffee bean images from the three regions,
covering various lighting variations and perspectives to
improve model performance. The image pre-processing
stage was performed before classification, including
color normalization, contrast enhancement, and data
augmentation to optimize input quality. After going
through several convolutional and pooling layers, the
AlexNet model automatically extracted unique visual
features from the coffee beans and classified them into
one of the three available categories. The final result
was a classification accuracy value, which serves as the
primary indicator for evaluating the model’s reliability
in identifying the origin of coffee beans with high
precision.

III. RESEARCH METHOD

In order to identify coffee beans according to four
roasting levels (light, medium, medium-dark, and
dark), a CNN model that assesses various input image
sizes was examined for this paper. The CNN model is
developed, and the classification operation is obtained
by simulation in Python programming language. An
Intel(R) Core (TM) i7-8700 CPU running at 3.20 GHz
was used for the simulations in order to execute
programs and process images. This
paper simulates varying input image sizes to determine
the optimal configuration for achieving high accuracy
in coffee bean categorization.

In order to create the CNN model, four distinct input
image sizes consist of 32 x 32 pixels, 64 x 64 pixels,
128 x 128 pixels, and 224 x 224 pixels. The accuracy
and loss metrics of the two models will be compared.
The CNN model that has the highest accuracy and the
lowest loss is selected for further evaluation. The block
diagram of this research method is shown at Fig 1.

Coffee Bean Image

l

Pre-Processing

l

CNN

Perfomance
Metrics

Fig. 1. Block Diagram
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A. Coffee Bean Image

Four different roasting levels of coffee beans were
used at "Bona Coffee," located in JJ Mall Jatujak. The
coffee beans are Laos Typica Bolaven (Coffea arabica),
which are mildly roasted and are known as green or
unroasted coffee[11]. Brazil Cerrado (Coffea arabica)
is dark roasted, and Doi Chaang (Coffea arabica) is
medium roasted. The coffee bean images were taken
using an iPhone 12 Mini with a 12-megapixel rear
camera that has both Ultra-wide and WideCamera
settings. During image collection, the camera was
oriented parallel to the plane of the object. Images of
roasted coffee beans were captured in a variety of
settings to guarantee a range of image inputs. Each
coffee bean variety was placed in a container to
improve image noise, and the dataset was gathered
using both natural light and LED light from a light box.
Images were automatically taken and stored in PNG
format. The coffee bean images were carefully labelled
by professionals who were knowledgeable about coffee
roasting stages. Light, green, medium, and dark were
the four roast levels into which each photograph was
assigned based on the beans' surface properties and
visual hue. The size of each coffee bean image is 3024
x 3032 pixels. Each of the four roasting stages is
represented by 1200 of the dataset's 4800 total images.
The images used in this paper has been resized from
3024 x 3032 pixels into four different image sizes, such
as, 32 x 32 pixels, 64 x 64 pixels, 128 x 128 pixels, and
224 x 224 pixels.

Fig 2 presents an unaltered coffee bean image from
the Dark label in the dataset with a resolution of 3024 x
3032, alongside its resized version at 224 x 224
pixels.This transformation demonstrates how high-
resolution images were standardized for model input
while maintaining key visual features such as texture
and color, which are essential for roast-level
classification. Fig 3 shows an unaltered and resized
coffee bean image from the Green label. The resizing
process ensures consistency across all samples,
allowing the model to effectively learn relevant color
and surface characteristics without excessive
computational cost. Fig 4 depicts an unaltered and
resized coffee bean image from the Light label in the
dataset. The comparison highlights that even after
resizing, the key differences in hue and surface
brightness, important indicators of roast intensity,
remain visually distinguishable. Fig 5 displays an
unaltered and resized coffee bean image from the
Medium label. This figure illustrates that the
preprocessing step successfully preserves visual cues
necessary for accurate CNN-based classification,
despite the significant reduction in image resolution.

Fig. 2. Unaltered Coffee Bean Image from the Dark Label in the
Dataset in 3024x3032 and Resized Coffee Bean Image from
the Dark Label in the Dataset in 224x224

Fig. 3. Unaltered Coffee Bean Image from the Green Label in the
Dataset in 3024x3032 and Resized Coffee Bean Image from
the Green Label in the Dataset in 224x224

@ ¢

Fig. 4. Unaltered Coffee Bean Image from the Light Label in the
Dataset in 3024x3032 and Resized Coffee Bean Image from
the Light Label in the Dataset in 224x224

Fig. 5. Unaltered Coffee Bean Image from the Medium Label in
the Dataset in 3024x3032 and Resized Coffee Bean Image
from the Medium Label in the Dataset in 224x224

B. Convlutional Neural Network (CNN)

CNN is a deep learning neural network that can
resolve challenging visual issues. Numerous
applications, including object detection, video
processing, and picture classification, make extensive
use of this technique [15]. A sequential architectural
model with multiple convolutional, pooling, and fully
connected layers is used.
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The first layer is Conv2D, which generates an
output of size (222, 222, 32) with 896 parameters and
32 3x3 filters with default padding set to "valid." After
that, the output is down sampled to (111, 111, 32) using
a MaxPooling2D layer with a 2x2 kernel size. With 64
filters, the second layer is another Conv2D, producing
an output of (109, 109, 64) and 18,496 parameters. A
second MaxPooling2D layer then decreases the
dimensions to (54, 54, 64). Following the output of the
third convolutional layer, which has 128 filters and
73,856 parameters, the feature map is reduced to (26,
26, 128) using MaxPooling2D. The CNN Architecture
can be seen in Fig 6.

‘ Input ‘
I

| ConvaD (32 filters, 3+3, ReLU) |
:

| MaxPooling?D (2x2) |
I

| ConvaD (64 filters, 3x3, ReLU) |

| MaxPooling2D (2x2) |
;

| Conv2D (128 filters, 3x3, ReLU) |
;

| MaxPooling2D (2x2) |
!

‘ Flatten ‘
i

‘ Dense (256 units, ReL.U) ‘

| |

| |

i
Dense (4 units, Softmax)

Output

Fig. 6. Proposed CNN Architecture

C. Performance Metrics

The parameters used to evaluate a deep learning
algorithm's performance are called performance
metrics. These measurements include precision, recall,
and F1 score. The ratio of correctly predicted positive
observations to all expected positive observations is
known as precision. The ratio of correctly predicted
positive observations to all actual positive observations
is known as recall [16]. The F1 score, defined as a
calculated average of precision and recall, is a balanced
measure of a model's accuracy, especially when
dealing with unbalanced datasets.

A contingency table called a confusion matrix is
used to show how well a classification model performs
in both binary and multi-class scenarios. The true
positives (TP), true negatives (TN), false negatives
(FN), and false positives (FP) for each class are
displayed in this matrix by comparing the actual labels
(rows) with the predicted labels (columns).
Researchers can compute other evaluation metrics like
accuracy, precision, recall, and Fl-score using this

visual representation, in addition to directly observing
which classes the model frequently misclassifies [17].

IV. RESULTS

Analysis of the proposed CNN performance
compared to ResNet 50 architecture showing the CNN
accuracy value can be seen in TABLE I, confusion
matrix results of input size 224x224 can be seen at Fig
8; confusion matrix results of input size 128%124 can
be seen at Fig 9; confusion matrix results of input size
64x64 can be seen at Fig 10; and confusion matrix
results of input size 32x32 can be seen at Fig 11; The
suggested CNN model and the ResNet-50 architecture
perform noticeably differently in terms of classification
accuracy when compared across a range of input image
sizes.

The suggested CNN outperformed ResNet-50 with
an accuracy of 98.87% at the standard input size of
224x224 pixels, surpassing its 96.49% accuracy. The
accuracy of the suggested model remained high at
98.62% when the input size was decreased to 128x128
pixels, whereas ResNet-50's accuracy decreased to
94.12%. Interestingly, ResNet-50 scored 92.87%,
whereas the proposed CNN's best accuracy of 99% was
observed at 64x64 pixels, demonstrating its resilience
to lower-resolution inputs. ResNet-50's accuracy
dropped significantly to 78.62% at the smallest input
size of 32x32 pixels, but the suggested CNN exhibited
a modest decline to 98%. The accuracy graph as
ashown in Fig 7 makes it evident that the proposed
CNN model does not overfit. By the tenth epoch, the
training accuracy (blue line) and validation accuracy
(orange line) have both converged close to 1.0 (99—
100%) after increasing gradually throughout the first
few epochs. The training procedure shows no
discernible difference between the two curves, which
follow a similar trajectory. This close alignment
suggests that the model has acquired generalizable
characteristics rather than simply memorizing the
training data, as it shows consistent performance on
both training and validation datasets. Further
supporting the lack of overfitting is the validation
accuracy, which shows no signs of declining after
peaking.

TABLE I. ACCURACY RESULTS

Input Size ResNet 50[18] Proposed CNN
224x224 96,49% 98,87%
128%128 94,12% 98,62%

64x64 92,87% 99%
32%32 78,62% 98%
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accuracy

dark and medium roasts (11 instances), indicating that
increased resolution does not always improve class
separation. In contrast, the model achieves better results
with 128%128 input as shown with Fig 9, where
misclassifications decrease as dark vs. medium errors
drop to 7, and other classes remain highly accurate.
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The best performance is observed at 64x64 input as
shown with Fig 10, where the model reaches 99%
accuracy with only a few errors with just 3 dark roast
Medium beans misclassified as medium, and 3 light roasts also

predicted as medium. At the lowest input size of 32x32
$ as shown with Fig 11, the model still performs strongly
but shows a slight increase in confusion between
visually similar classes such as light and medium, with
8 misclassified samples, and 6 medium roasts
Fig. 9. Confusion Matrix Results of Proposed CNN using mislabeled as dark. These results collectively highlight

128x128 input that the 64x64 input offers the most balanced
performance, with high accuracy and minimal

Q -~
& F

Predicted Label

As shown in Fig 8, the model performs accurately
but shows some misclassification, particularly between
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misclassification, making it an ideal resolution for
efficient and reliable coffee bean classification.

TABLE II. PRECISION, RECALL, F1-SCORE, SUPPORT
RESULTS OF 64X64 INPUT
Label Precicion Recall Fl-score Support
Dark 0.99 0.98 0.99 200
Green 1.00 1.00 1.00 200
Light 1.00 0.98 0.99 200
Medium 0.97 0.99 0.98 200

Table II presents the precision, recall, F1-score, and
support results for the CNN model using a 64x64 input
image size. Precision, recall, and F1-scores range from
0.97 to 1.00, indicating consistently high performance
across all coffee roast levels. The model can reliably
and consistently identify unroasted beans without
misclassification, as shown by the Green class's
accurate outcomes (precision, recall, and Fl-score =
1.00). With F1-scores of 0.99, the Light and Dark roast
levels also performed almost flawlessly, demonstrating
the model's excellent capacity to discern minute
variations in roast color and texture. The Fl-score
(0.98) and precision (0.97) of the Medium class were
marginally lower but still very high, indicating slight
feature overlaps between the medium and adjacent
roast levels.

V. CONCLUSION

The proposed CNN model demonstrates its best
performance at an input size of 64x64 pixels, achieving
the highest accuracy of 99%. At this resolution, the
confusion matrix indicates minimal misclassifications
across all coffee roasting levels, suggesting the
model’s strong ability to distinguish between different
categories even with relatively low image quality. This
result highlights the model’s efficiency, as it maintains
excellent classification performance without the need
for high-resolution inputs.

Compared to larger input sizes like 224x224, where
accuracy slightly decreases and misclassifications
increase especially between similar roast levels the
64x64 input provides an optimal balance between
accuracy and computational efficiency, making it
highly suitable for practical applications in coffee bean
classification.

The paper makes a significant contribution in
comparison to previous studies, in addition to these
numerical results. Many earlier works on coffee bean
classification used complicated designs like ResNet50
or VGG16, which demand greater processing power
and longer training times, as well as high-resolution
photos. Alternatively, the suggested CNN model
achieves similar or even better accuracy using a
simpler architecture and inputs with much lower
resolution. The key markers of roast intensity, color
and texture, can be effectively extracted using feature

extraction without the mneed for deep or
computationally costly networks. In just 10 epochs, the
model achieves the required accuracy, demonstrating
its quick convergence and -effectiveness during
training. Additionally, it is evident that the model does
not display overfitting because the training and
validation accuracy curves closely overlap.

Beyond technical performance, both coffee farmers
and consumers can benefit from these results in the real
world. The use of a CNN-based classification system
by manufacturers can drastically cut down on the need
for manual sorting, lowering labor expenses and
human error while ensuring constant product quality
throughout large-scale manufacturing. In addition to
enabling faster turnaround times and more impartial
grading  standards,  automated  classification
can help speed up the quality control procedure. As
roast levels have a direct impact on flavor, aroma, and
the overall coffee experience, this translates into
increased consumer confidence in product consistency.
The suggested approach promotes a more effective and
transparent coffee supply chain, which is advantageous
to all parties involved, from growers to consumers.

The study does, however, have a number of
shortcomings that may be resolved in subsequent
research. The model performs well under controlled
imaging conditions, which include constant
background, camera distance, and lighting. Such
variances could impact the model's accuracy in actual
industrial settings. It's also probable that not all
potential coffee bean varietals, flaws, or environmental
factors were covered by the dataset. Future research
should broaden the dataset to encompass a variety of
coffee varieties and take pictures in various settings to
increase the model's resilience. Future studies could
also look into deploying the model on embedded or
mobile systems for real-time, on-site coffee quality
assessment and using explainable Al (XAI) tools to
interpret classification results.
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Abstract—This study discusses the implementation of
trajectory tracking on a differential drive mobile robot
using the odometry method. The system was designed by
utilizing rotary encoders to estimate the robot's position
and a proportional controller to regulate movement
toward the target point. The research employs an
Arduino microcontroller as the processing unit,
integrated with L298N motor drivers and DC motors to
achieve autonomous navigation capabilities. Experiments
were carried out on multi-point trajectories, namely
three-way and four-way paths, under two different
surface conditions: flat and textured fields. Each
trajectory was  analyzed through  systematic
measurement of Mean Absolute Trajectory Error
(MATE) to quantify the accuracy of the tracking system.
The proportional control constant (Kp) was determined
through iterative testing, with Kp=4 identified as the
optimal value that enables the robot to reach target
coordinates while maintaining velocity stability. The
results showed that the robot was able to follow the
predetermined path with a relatively high level of
accuracy, especially on flat surfaces, achieving a MATE
0f 0.0661 for three-point trajectories and 0.0561 for four-
point trajectories. However, on textured paths, the
accuracy decreased significantly, with MATE values
increasing to 0.2065 and 0.2778 respectively, due to wheel
slip and disturbances in encoder readings. PWM analysis
revealed that textured surfaces required 15-23% higher
power consumption and resulted in substantial signal
fluctuations (£25-35 PWM units) compared to flat
surfaces (£10-15 PWM units). The comparison between
both conditions emphasizes that surface characteristics
have a significant influence on the performance of
odometry-based trajectory tracking. This research
contributes to the understanding of environmental
factors affecting autonomous mobile robot navigation
and provides practical insights for implementing
trajectory tracking systems in real-world applications
where surface conditions may vary.

Index Terms — Mobile robot, differential drive, odometry,
trajectory tracking, proportional control

I. INTRODUCTION

Mobile robots are a type of autonomous system
designed to move independently across floors or
specific pathways through the use of wheel actuators
and motion control algorithms [1]. Among various

types of wheeled robots, the differential drive mobile
robot is one of the most widely adopted configurations
due to its simple mechanical structure, high
maneuverability, and ease of control. This robot
operates using two independently driven wheels located
on the right and left sides, allowing it to move forward,
backward, turn, and even rotate in place through
variations in the rotational speed of each wheel. Such
flexibility makes differential drive robots suitable for
numerous applications in industry, logistics,
exploration, and service robotics, where precise
movement and adaptability are crucial requirements
[21(3]74].

The capability of a mobile robot to follow a
predetermined path with high precision is a
fundamental aspect of autonomous navigation systems
[5]. This ability, known as trajectory tracking, involves
guiding the robot’s movement along a defined route or
toward a sequence of target coordinates while
continuously minimizing position and orientation
errors. Trajectory tracking plays a key role in many
robotic applications, including automated material
transport, warehouse management, and mapping or
surveillance tasks, where accuracy and reliability of
motion strongly influence overall performance [6][7].

To achieve accurate trajectory tracking, one
essential element is the robot’s position estimation
method. A widely used technique for this purpose is
odometry, which estimates the robot’s relative position
by calculating the displacement of its wheels using
rotary encoder data [8]. Odometry provides a simple yet
effective way to track motion in real time without
relying on external sensors. The distance traveled by
each wheel is calculated based on encoder pulses,
which are then converted into translational and
rotational movements of the robot through differential
kinematic equations [9]. However, despite its
practicality, odometry is sensitive to cumulative errors,
particularly when wheel slip, surface irregularities, or
mechanical misalignments occur during motion.

In order to compensate for these errors and maintain
accurate motion toward the target trajectory, a suitable
control strategy must be implemented. One of the most
fundamental and widely used approaches is the
Proportional (P) control method, which adjusts the
robot’s motor speed proportionally to the detected error
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between the desired trajectory and the actual position
[10]. Although relatively simple, proportional control
can produce a stable and responsive movement when
properly tuned, especially for low-speed navigation
tasks and short-range path following [11][12]. The
tuning of the proportional gain directly affects the
system’s responsiveness and stability—values that are
too small cause sluggish motion, while excessively high
values can induce oscillations and instability [13].

Environmental and surface conditions also play a
critical role in determining the performance of
odometry-based trajectory tracking [14]. When
operating on flat, untextured surfaces, wheel movement
tends to be uniform, resulting in precise encoder
readings and accurate position estimation. Conversely,
on rough or textured surfaces, wheel slip and vibration
introduce disturbances that cause deviations in encoder
feedback, leading to cumulative position and
orientation errors [15][16]. These factors highlight the
importance of evaluating robot performance under
different physical conditions to understand how terrain
characteristics influence tracking accuracy and control
response.

Based on these considerations, this study aims to
implement and evaluate an odometry-based trajectory
tracking system on a differential drive mobile robot
using proportional control. The research focuses on
comparing the robot’s movement accuracy across two
surface conditions—flat (untextured) and rough
(textured)—to analyze how terrain characteristics affect
odometry readings and trajectory stability. Experiments
were conducted using multi-point paths, specifically
three-point and four-point trajectories, to observe
variations in tracking accuracy and system response.
Through these analyses, this study seeks to provide
insights into the practical limitations of odometry in
real-world environments and offer references for
improving trajectory tracking performance in future
mobile robot applications.

II. METHODOLOGY

In this study, a differential drive mobile robot was
designed using an Arduino microcontroller as the main
processing unit to implement an odometry-based
trajectory tracking system. Figure 1 illustrates the
overall research flowchart, presenting the systematic
workflow starting from literature review, system
design, component integration, and experimental
testing. This flowchart provides a clear visualization of
how the trajectory tracking system is developed,
implemented, and validated throughout the study.

To evaluate the influence of environmental
conditions on tracking performance, the experiments
were conducted under two different surface conditions,
namely untextured and textured surfaces. The
untextured surface consists of a flat and smoothly
sanded wooden board, providing uniform wheel—
ground contact and minimal friction disturbance. In
contrast, the textured surface is constructed from
textured concrete wall material with irregular
roughness, resulting in non-uniform friction and
increased wheel-ground interaction variability. This

textured condition introduces intermittent wheel slip
and mechanical vibrations during robot motion, which
directly affect encoder readings and odometry
accuracy. The selection of these two surface types
enables a controlled comparison of trajectory tracking
performance under ideal and non-ideal traction
conditions.

i

Analysis
literature review System
Assembly l

l Conclusion
System Design

l System Tesling

Component @
Collection

Systern Running? Yes

Fig. 1. System workflow

A. Literature Review

The research began with a literature study, system
design, component collection, system assembly, and
system testing. If the system testing met the desired
targets, it proceeded to analysis, conclusion, and
completion. However, if the system testing did not meet
the expected targets, the process returned to system
planning and retesting. This process was repeated until
the target objectives were achieved, and then it was
completed.

B. System Design

The wiring diagram in this study shows the
integration of the main components of an Arduino-
based mobile robot system. The hardware integration
of the differential-drive mobile robot is shown in
Figure 2, which presents the complete circuit diagram
of the system. The diagram illustrates the connection
between the Arduino microcontroller, motor driver,
DC motors, and rotary encoders, forming a closed-loop
feedback structure.

Fig. 2. Circuit diagram system

The Arduino microcontroller (1) functions as a
control center that processes input data and regulates

Ultima Computing : Jurnal Sistem Komputer, Vol. 17, No. 2 | December 2025



control signal output. The L298N motor driver (2) is
used to control the direction and speed of two DC
motors, namely the right motor (3) and the left motor
(4). To obtain real-time information on wheel position
and speed, a right encoder sensor (5) and a left encoder
sensor (6) are used, which are connected directly to the
Arduino as closed-loop control system feedback. The
entire circuit is powered by an 18650 battery (7) that
serves as the main power source. With this
configuration, the system is able to control the robot's
movements more accurately by utilizing speed
feedback from the encoder sensors. The relationship
between the main components of the robot system is
visualized in Figure 3, which provides the system
block diagram. This figure highlights the data flow
from the encoder sensors to the Arduino controller and
the control signals sent to the motor driver for
regulating the robot’s movement.
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Fig. 3. Diagram system

The block diagram in this study shows the
relationship between the main components used in the
Arduino-based mobile robot system. Arduino functions
as a control center that receives input data from the left
and right rotary encoders, which are used to read the
speed and number of wheel revolutions. The data is then
processed by Arduino to regulate the control signals
sent to the motor driver, which then controls the left DC
motor and right DC motor as needed. In addition, the
Arduino is also connected to an LCD to display
important information such as speed or robot status in
real-time, and receives power from a battery as its main
energy source. This structure allows the robot system to
work with a closed-loop control mechanism through the
use of feedback from the encoder sensor to improve the
accuracy of the robot's movements. The closed-loop
control mechanism used in this study is illustrated in
Figure 4. This diagram demonstrates how the setpoint,
motor commands, encoder feedback, and position
estimation interact continuously to ensure the robot
follows the desired trajectory accurately using
odometry-based feedback.

Motor DC
Roda Kanan

Motor DC
Roda Kiri
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Fig. 4. Closed-loop system

Sensor
Encoder

Figure 4 illustrates the block diagram of a closed-
loop control system for an odometry-based differential
drive mobile robot. The system begins with a setpoint
defined as the desired destination coordinates, which
are compared with the estimated position and
orientation of the robot obtained through odometry to
generate a position error. This error is processed by a
proportional controller to produce a control signal in the
form of PWM commands, which are then sent to the
motor driver. In this system, the speed control of the DC
motors at the actuator level is implemented in an open-
loop manner, where the PWM signals directly regulate
the speed and direction of motor rotation without motor
speed feedback. The motor driver controls the speed
and rotation direction of the left and right DC motors.
Motor motion is monitored using encoder sensors that
generate pulse data to estimate the robot’s position and
orientation through odometry calculations. This
estimated information is fed back into the control
system at the position level, enabling real-time
correction of position and orientation errors. Through
this control mechanism, the system is able to improve
the accuracy of the robot’s movement toward the
specified target coordinates, despite the use of open-
loop motor speed control.

C. Kinematics of Differential Drive Mobile Robot

The differential drive mobile robot operates using
two independently controlled wheels positioned on
opposite sides of the robot chassis. The kinematic
model describes the relationship between wheel
velocities and the robot's overall motion in the global
coordinate frame.

The robot's configuration can be represented by the
state vector q = [xq, yq, ¢]", where (xq, yo) denotes the
position of point Q the midpoint of the wheel axis and
0 represents the robot's orientation (heading angle) with
respect to the global reference frame. The kinematic
model of the differential-drive mobile robot is
supported by the illustration shown in Figure 5. This
figure provides a geometric representation of the
robot’s coordinate frame, wheel configuration, and
orientation angle, which form the foundation for the
differential-drive kinematic equations.
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Fig. 5. Kinematic model of a differential drive mobile robot

The fundamental kinematic equations relating the
robot's linear velocity (v) and angular velocity (o) to its
positional and angular changes are expressed as:.

%o = vcos(6) )
Yo = vsin(6) 2)
6= w 3)

Where the linear and angular velocities are

determined by the individual wheel velocities
according to:
v = r((uR2+ wl) (4)
_r(wR-wl)
0=y %)

In these equations, r represents the wheel radius,
® Rand o L are the angular velocities of the right and
left wheels respectively, and 2b is the wheelbase—the
distance between the two drive wheels measured along
the axle.

By substituting equations (4) and (5) into the
kinematic model, the complete differential drive
kinematics can be expressed as:

%o = Q)(wg + w,) cos(8) ©)

Vo = G)(wg + w,)sin(6) @)
r(w_R—-w_.l)

0 =—’:2b) L ()

These equations demonstrate that the robot's motion
is controlled through differential wheel velocities: equal
velocities produce straight-line motion, while velocity
differences generate rotation. This under-actuated
system has three degrees of freedom (X, y, 6) controlled
by only two independent inputs (wr, ®r), which
necessitates  sophisticated control strategies for
trajectory tracking.

D. Odometry-Based Position Estimation

Odometry is a technique for estimating the robot's
position and orientation by measuring the displacement
of its wheels over time. This method utilizes rotary
encoder sensors mounted on each wheel to count
discrete pulses corresponding to incremental wheel
rotation. The accumulated pulse data is then converted
into distance traveled and orientation changes relative
to an initial reference position.

The foundation of odometry lies in converting
encoder pulses into physical distances. The wheel
circumference is first calculated using equation (9),
where r is the wheel radius. The encoder resolution
defines the relationship between pulses and distance as
shown in equation (10). This conversion factor enables
the calculation of distance traveled by each wheel based
on the number of pulses detected, as expressed in
equations (11) and (12).

wheel_circumference = 2nr 9

ulse per mm = encoder _resolution (10)
p -per- wheel_circumference

; . ! derRight
distance_right = P2CR0TTTIT (11)

pulse_per_mm

pulse_encL (12)

distance_left =
pulse_per_mm

Once the individual wheel distances are obtained,
the robot's forward displacement and change in
orientation can be computed. Equation (13) calculates
the average distance traveled by taking the mean of both
wheel displacements, providing the linear displacement
along the robot's heading direction. Meanwhile,
equation (14) determines the angular displacement (A6)
based on the difference between wheel movements
divided by the wheelbase distance L. This relationship
illustrates that differential wheel rotation directly
produces changes in the robot's orientation angle.

0 distance_right + distance_left
distancesrapetea = s L > L) (13)

__ (distance_left — distance_right)
- L

40

(14)

The process of updating the robot’s global position
using odometry is illustrated in Figure 6, which
provides a visual depiction of how wheel displacement
is projected onto the X and Y axes. This figure supports
the explanation of how incremental encoder readings
are converted into global coordinates through
trigonometric projection.

b

Fig. 6. Odometry-based position estimation

The robot's global position coordinates can be
updated incrementally using trigonometric projection
as shown in equations (15) and (16). These equations
project the distance traveled onto the X and Y axes of
the global coordinate frame based on the current
heading angle 0. The orientation is simultaneously
updated through equation (17) by adding the angular
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displacement to the previous heading angle. Through
continuous integration of these wheel displacement
measurements, the robot maintains an estimate of its
absolute position in the global coordinate frame.

Xposition = Xprevious + (diStancetrzweled) X Sin(e) (15)

Y,

position

= Ypreviaus + (diStancetraveled) X 505(9) (16)
eposition = gpreviaus + 46 (17)

For trajectory tracking applications, the robot must
continuously compute the direction toward its target
destination and the error between its current heading
and the desired bearing. As illustrated in Figure 7, this
process involves calculating the bearing angle (B),
which represents the direction from the robot’s current
position to the target coordinates. The bearing angle, as
expressed in equation (18), is computed using the
arctangent function of the relative position differences
between the robot and its target. This bearing
information is subsequently used to determine the
heading error, which serves as the input for the
proportional control strategy in guiding the robot
toward the desired trajectory.

Y
4

(Xposition, Yposition)

'X
Fig. 7. Geometric relationship mobile robot

The heading error (o), calculated in equation (19),
quantifies the angular deviation between the robot's
current orientation and the target bearing. This error
signal serves as the primary feedback for the
proportional control system, which adjusts the
differential wheel velocities to minimize heading error
and guide the robot along the desired trajectory.
Additionally, the Euclidean distance to the target
position is calculated using equation (20) based on the
Pythagorean theorem. This distance metric is used to
determine when the robot has reached a waypoint and
to modulate its velocity as it approaches the target,
enabling smooth deceleration and precise positioning.

B = arCtanz(Ytarget - Ypositiun: Xturget - pasition) (18)

a=p-0 (19)

targEtdismnce = \/(erget - position)z + (ymrget - yposition)z (20)

While odometry provides a computationally
efficient method for position estimation without
external sensors, it is inherently subject to cumulative
error accumulation. The primary sources of odometry
error include wheel slip, where loss of traction causes

encoder readings to misrepresent actual displacement,
unequal wheel diameters due to manufacturing
tolerances or uneven wear that create systematic bias,
wheelbase uncertainty arising from imprecise
measurement of the distance between wheels, and
surface irregularities in which textured or uneven
terrain introduces unpredictable wheel behavior. These
error sources compound over time, causing the
estimated position to drift increasingly from the true
position. The experimental results in this study
quantify the magnitude of these effects under different
surface conditions, demonstrating the significant
impact of environmental factors on odometry
accuracy. It should be emphasized that the position and
orientation estimation in this study relies exclusively
on encoder-based odometry without the use of external
ground-truth measurement systems such as motion
capture or vision-based localization. Consequently, the
accuracy analysis presented represents relative
trajectory tracking performance rather than absolute
positional accuracy. This limitation is inherent to
odometry-based systems and is acknowledged as a
constraint of the experimental setup; however, the
comparative evaluation between untextured and
textured surfaces remains valid for analyzing the
influence of surface conditions on odometry accuracy
and trajectory tracking behavior.

E. Robot Design

In the first robot design, a two-dimensional design
was created as a reference for the shape of the robot to
be built. Figure 8 shows the dimensions for the
construction of a mobile robot with a differential drive
system.

@
8

130
200

R
Fa\ f il
) =

Fig. 8. 2D robot design

The robot was built after the two-dimensional
design was completed. Acrylic was used as the main
material for the mobile robot chassis. Figure 9 shows
the realization of the mobile robot with a differential
drive system.
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Fig. 9. Robot design

III. RESULT AND DISCUSSION

A. Determining the Proportional Constant for
Trajectory Tracking

The proportional constant determines the sensitivity
of a proportional control system to the error between the
reference value and the measured system output. In
proportional control, the control signal is generated by
multiplying the error value by the proportional gain,
thereby directly influencing the actuator response. An
appropriately selected proportional gain provides a
trade-off between system responsiveness and stability,
enabling the robot to follow the desired trajectory
without excessive oscillation or sluggish behavior. The
value of the proportional constant in this study was
determined through iterative experimental testing, as it
allows direct observation of system response under
actual operating conditions.

The process of determining the proportional
constant value begins by first trying the smallest
proportional constant value until the appropriate value
is found. This value will affect the speed and stability
of the Mobile Robot as it moves toward its destination.
The experiment to find the proportional constant value
starts at the coordinate point (0,0) and ends at the
coordinate point (0,20), so that the Mobile Robot must
move at the desired speed and reach the coordinate
point (0,20).
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Fig. 10. Response PWM Robot with a kp value of 2

Figure 10 explains that the effect of the kp value on
the speed of the Mobile Robot results in the Mobile
Robot remaining stuck at coordinate 6, even though the
speed has slowly increased from 50.5 to 70. Kp =2 is

not satisfactory because it is unable to deliver the
Mobile Robot to the desired setpoint, which is
coordinate 20.
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Fig. 11. Response PWM Robot with a kp value of 3

Figure 11 illustrates the response of the kp value to
the speed of the mobile robot, where PWM starts at 80.5
cm/s and slowly decreases to coordinate point 10, then
experiences a surge when the DC motor stops, causing
the rotary encoder reading to error, and starts moving
again with a PWM surge of 60 cm/ms and slowly
decreases to coordinate point 16. Kp = 3 is not satisfied
because it is unable to deliver the mobile robot to the
desired setpoint, which is coordinate 20.
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Fig. 12. Response PWM Robot with a kp value of 4

Figure 12 illustrates the system response with a kp
value of 4, which is considered to have met the expected
criteria, where the mobile robot is able to move
according to the desired setpoint, namely at coordinate
20, and the velocity decreases when approaching the
destination point.

The previously tested proportional constant value
will be used as the control system's KP value to run the
trajectory tracking function on the mobile robot in
achieving its coordinate destination.

B. Three-Point Coordinates Trajectory Tracking
Testing

Trajectory tracking testing on rotary encoder
rotations and robot wheels in two different planes is a
process of testing and comparing trajectory results
between untextured and textured paths, whether there is
slippage or not, and whether the path will affect the
rotary encoder reading results. In this paper, the term
textured surface refers to a test trajectory constructed
from textured concrete wall material, which introduces
irregular friction and increases the likelihood of wheel
slip. Conversely, the untextured or flat surface refers to
a trajectory made from smoothly sanded wooden
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boards, providing uniform traction and minimal
disturbance to the encoder readings. The first test was
conducted with a two-point, three-direction route.

Fig. 13. PWM response of the robot on 3-point coordinates of the
untextured path

Figure 13 illustrates the PWM response
characteristics on flat surface during three-point
trajectory tracking. The PWM signal maintains
relatively stable values within the 120-130 range during
initial movement, indicating consistent motor output
under minimal resistance conditions. Gradual PWM
reductions are observed at each waypoint transition,
decreasing to approximately 40-60 PWM units as the
robot approaches target positions and decelerates
accordingly. The fluctuations throughout the trajectory
remain modest (+10-15 PWM units), reflecting minor
orientation adjustments by the proportional controller
without significant disturbances. The smooth,
predictable PWM pattern demonstrates that on flat
surfaces, the control system operates efficiently with
minimal compensatory corrections, allowing the robot
to maintain stable velocity and direction toward
destination coordinates.

Fig. 14. PWM response of the robot on 3-point coordinates of the
textured path

Meanwhile, Figure 14 presents the PWM response
on textured surface for the identical trajectory,
revealing markedly different behavioral characteristics.
The initial PWM requirement increases significantly to
140-160 range, representing a 15-23% higher power
demand necessary to overcome surface friction and
irregularities. Most notably, the PWM signal exhibits
substantially larger fluctuations (+25-35 PWM units)
throughout the entire path, with sharp drops to
approximately 40-50 PWM followed by rapid
recoveries to 90-100 PWM. These erratic variations are
symptomatic of wheel slip events where momentary
loss of traction causes the encoder to report reduced
resistance, prompting the controller to reduce power,
followed immediately by traction recovery requiring
power restoration. The volatile PWM pattern correlates

directly with the increased position errors observed in
trajectory data, as each slip event introduces odometry
estimation errors. Additionally, the extended duration
of high PWM values (>100 units) throughout longer
segments indicates sustained higher energy
consumption required to maintain forward progress
against textured surface resistance, resulting in both
reduced velocity and decreased tracking accuracy
compared to flat surface conditions.

Trajectory Robot
25

-25 -20 -15 -10 5 o 5 10 15 20 25

Fig. 15. Trajectory robot on 3-point coordinates untextured path

Figure 15 shows the results of robot trajectory
tracking on an untextured track with coordinate routes
(20,20), (0,20), (-20,20), and back to (0,0). The
resulting trajectory shows that the robot's movement is
relatively stable and close to a straight line in
accordance with the predetermined track. The robot is
able to move from the starting point to the destination
points with very small position deviations, so that the
accuracy of movement on a flat track can be said to be
good. This is due to the flat surface conditions and
minimal obstacles, so that wheel slip and encoder
reading interference can be minimized. Thus, the
odometry and proportional control systems applied
have proven to be capable of producing a fairly precise
trajectory on a flat surface.

Trajectory Robot

-25 25

Fig. 16. Trajectory robot on 3-point coordinates textured path

Figure 16 shows the trajectory tracking results on a
textured surface with the same route. It can be seen that
the robot's movement produces a more fluctuating
trajectory and does not form a perfect straight line as on
a flat surface. Trajectory deviations occur mainly when
the robot moves towards the second point, where the
trajectory line appears unstable due to slippage and
resistance from the uneven surface. This condition
causes the control system to perform repeated
corrections, resulting in a winding trajectory.
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Nevertheless, the robot still manages to reach the
specified end point, albeit with lower accuracy
compared to the trajectory on a flat surface.

TABLE I. THREE-COORDINATE TRAJECTORY ACCURACY ANALYSIS

Total Number Average
Path Type Traj ect.ory Absolut of I_)ata Trajectory
(Setpoint) Points
Error Error
™)
(0,0) — (20,20) 0,707 10 0,071
(20,20) — (0,20) 0,7 10 0,07
Untextured
(0,20) — (-20,20) 0,6 10 0,06
Track
(-20,20) — (0,0) 0,637 10 0,064
MATE Total 2,644 40 0,0661
(0,0) — (20,20) 3,324 10 0,332
(20,20) — (0,20) 1 10 0,1
Textured
(0,20) — (-20,20) 1,7 10 0,17
Track
(-20,20) — (0,0) 2,236 10 0,224
MATE Total 8,26 40 0,2065

Table 1 presents a comparative analysis of the Mean
Absolute Trajectory Error (MATE) between robot data
on an untextured track and data on a textured track. A
clear performance difference is observed between the
two conditions. On the untextured track, the robot
exhibits high trajectory accuracy with a total MATE of
0.0661 and consistently low average errors per
segment, ranging from 0.06 to 0.071. In contrast, the
textured track produces a significantly higher total
MATE of 0.2065, which is more than three times
greater than that of the untextured track. Further
analysis reveals that the largest errors on the textured
track occur along diagonal paths, where the robot must
perform simultaneous translational and rotational
movements. This type of motion is highly sensitive to
synchronization errors between the left and right wheel
velocities. On textured surfaces, wheel slip and non-
uniform friction amplify these synchronization errors,
causing unequal wheel displacements that are not
accurately captured by encoder readings. Consequently,
odometry errors accumulate more rapidly during
diagonal motion, resulting in greater trajectory
deviations compared to horizontal or vertical paths.

C. Four-Point Coordinates Trajectory Tracking
Testing

The second test was conducted using a four-point
route. The testing process was carried out to observe the
robot's response on the track and compare the trajectory
results between the non-textured track and the textured
track, whether there was slippage or not, and also
whether the track would affect the rotary encoder
reading results.

180
160
140

Fig. 17. PWM response of the robot on 4-point coordinates of the
untextured path

Figure 17 displays the PWM response pattern
during four-point trajectory execution on flat surface,
demonstrating characteristics consistent with efficient
control performance under ideal conditions. The PWM
values initiate at moderate levels (110-120) and exhibit
systematic decreases at each of the four waypoint
transitions, with typical reductions to 50-70 PWM as
the robot decelerates for directional changes. The
fluctuation amplitude remains constrained to +8-12
PWM units throughout the trajectory, indicating stable
wheel-surface interaction and accurate encoder
feedback. The periodic pattern of PWM decrease-
increase cycles corresponds directly to the waypoint
sequence, with each cycle representing deceleration,
turning maneuver, and re-acceleration phases. Notably,
the PWM recovery following each waypoint is smooth
and gradual, reaching steady-state values within 0.3-0.5
seconds, which reflects the proportional controller's
ability to achieve rapid settling without oscillation
when system dynamics are not compromised by
external disturbances. The overall symmetry and
repeatability of the PWM pattern across all four
segments validates that flat surface conditions enable
predictable, energy-efficient trajectory tracking.

Fig. 18. PWM response of the robot on 4-point coordinates of the
untextured path

Conversely, Figure 18 reveals substantially
degraded PWM response on textured surface for the
identical trajectory. Peak PWM values escalate to 180-
190 range—18-20% higher than flat surface—while
plateau fluctuations intensify to +12-18 PWM units,
indicating continuous wheel slip and traction
variability. The four-cycle structure remains discernible
but exhibits significant quality deterioration:
acceleration phases become gradual and irregular with
stepped increases through intermediate plateaus (100-
120  PWM), and high-power regions display
characteristic sawtooth oscillations from repeated slip-
correction cycles where traction loss triggers velocity
reduction, prompting controller power increase,
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potentially causing further slip. Notable asymmetry
appears between cycles, with cycles 2-3 showing
elevated peaks approaching 190 PWM, suggesting
accumulated operational stress or localized surface
variations. The temporal axis reveals 40% longer
completion time (12.7 vs 8.3 seconds), while sustained
30% higher average PWM correlates with 35% velocity
reduction, demonstrating that increased power fails to
proportionally increase speed due to energy dissipation
through slip.

Overall, a comparison of these two graphs shows
that the surface of the track has a direct effect on the
stability and power requirements of the robot, with flat
tracks supporting trajectory tracking performance better
than textured tracks.

Trajectory Robot

Fig. 19. Trajectory robot on 4-point coordinates untextured path

Figure 19 shows the results of the robot's trajectory
using the odometry method on a non-textured surface
with the coordinate route (50.0), (50.50), (0.50), and
back to (0.0). The graph shows that the trajectory
traveled by the robot closely resembles a square shape
in accordance with the specified coordinate points. The
robot's movement is relatively straight and stable with
very little deviation in direction, indicating that the
odometry system works accurately on flat tracks. This
is due to minimal wheel slip and mechanical resistance,
allowing the encoder readings to accurately represent
the distance traveled and orientation. Overall, these
results prove that flat tracks support robot trajectory
tracking performance with a high degree of accuracy.

Trajectory Robot

10

Fig. 20. Trajectory robot on 4-point coordinates textured path

Figure 20 shows the robot's trajectory on a textured
surface with the same coordinate route. The resulting
trajectory shows deviations, especially at the beginning
of the vertical trajectory, where the trajectory line does
not appear completely straight. This indicates that the
textured surface causes wheel slip and vibration, which
affects the accuracy of the encoder sensor readings.
However, in general, the robot is still able to complete

the trajectory and return to the starting point, albeit with
lower precision than on a flat trajectory. This difference
confirms that the condition of the trajectory surface has
a significant effect on odometry accuracy in the
implementation of trajectory tracking on differential
drive mobile robots.

TABLE II. FOUR-COORDINATE TRAJECTORY ACCURACY

ANALYSIS
Number
. Total Average
Path Type Tra]ect.ory Absolut of ]?ata Trajectory
(Setpoint) E Points
rror Error
™)
(0,0) — (50,0) 0,6 11 0,055
(50,0) — (50,50) 0,5 10 0,05
Untextured
(50,50) — (0,50) 0,5 10 0,05
Track
(0,50) — (0,0) 0,7 10 0,07
MATE Total 2,3 41 0,0561
(0,0) — (50,0) 4,69 11 0,426
(50,0) — (50,50) 1,2 10 0,12
Textured
(50,50) — (0,50) 4,6 10 0,46
Track
(0,50) — (0,0) 0,9 10 0,09
MATE Total 11,39 41 0,2778

Table 2 presents the results of a comparative
analysis of Mean Absolute Trajectory Error (MATE)
from two sets of robot trajectory test data on textured
and non-textured track. This analysis calculates the
average absolute error (perpendicular distance)
between the actual robot trajectory and the ideal
setpoint trajectory at 41 data points. The results show a
significant difference in performance, where the data on
the non-textured track recorded a total MATE of
0.0561, indicating very high accuracy with consistent
and small errors in all four track segments. In contrast,
the data on the textured path showed a much higher total
MATE of 0.2778, or nearly five times greater than the
data on the non-textured track. The largest errors in the
textured track data were detected on the (0.0) - (50.0)
path (average 0.426) and the (50.50) - (0.50) path
(average 0.460), indicating significant oscillation or
instability when the robot moved horizontally.

IV. CONCLUSION

Based on the results of the research that has been
conducted, it can be concluded that the odometry-based
trajectory tracking system on a differential drive mobile
robot is able to work well on flat tracks, where the robot
can follow the path with small position deviations and
high accuracy. The quantitative analysis demonstrated
exceptional performance on untextured surfaces, with
MATE values of 0.0661 for three-point trajectories and
0.0561 for four-point trajectories, representing
positional accuracy within millimeter-scale tolerances.
This shows that the combination of encoder sensors and
proportional control is effective in controlling the
robot's movement autonomously under ideal
environmental conditions.

The proportional control approach with Kp=4
proved sufficient for achieving stable trajectory
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tracking without oscillation or overshoot, validating
that simple control strategies can be effective when
system dynamics are well-characterized and
environmental disturbances are minimal. The PWM
response patterns on flat surfaces exhibited consistent,
predictable characteristics with fluctuations limited to
+10-15 wunits, indicating that the motor-encoder
feedback loop operated with minimal noise and
disturbance throughout the trajectory execution.

However, on textured tracks, system performance
declined significantly. Trajectory deviations were
greater, with MATE values increasing by factors of
3.1x and 5.0x for the three-point and four-point
trajectories respectively. The resulting trajectories were
less stable due to wheel slip and vibrations from the
track surface, as evidenced by PWM fluctuations
increasing to £25-35 units and power requirements
escalating by 15-23%. The erratic PWM patterns
observed on textured surfaces—characterized by sharp
drops followed by rapid recoveries—clearly indicate
repeated wheel slip events where momentary traction
loss introduces odometry estimation errors that
propagate through subsequent path segments.

Nevertheless, the robot was still able to reach its
final destination according to the specified coordinates,
demonstrating that while accuracy degrades under
adverse conditions, the fundamental navigation
capability remains functional. This robustness suggests
that the proportional control algorithm maintains
stability even when confronted with measurement
uncertainties and disturbances beyond the nominal
operating conditions. However, the extended
completion times (40% longer on textured surfaces) and
elevated energy consumption indicate reduced
operational efficiency that would impact battery life
and throughput in practical applications.

Thus, track surface conditions were found to have a
significant effect on odometry accuracy and trajectory
tracking stability in mobile robots. The experimental
data quantitatively establishes that surface texture is a
critical environmental parameter that must be
considered in system design and deployment planning.
This research also highlights the fundamental
limitations of pure odometry approaches, which rely on
the assumption of consistent wheel-surface contact
without slippage—an assumption that is frequently
violated in real-world environments. Future work may
focus on improving system robustness by integrating
additional sensors such as inertial measurement units
(IMU) to provide complementary orientation feedback
and reduce the impact of wheel slip on odometry
estimation. Furthermore, sensor fusion techniques
combining encoder and IMU data, as well as visual
odometry approaches, may be explored to mitigate
cumulative position drift and enhance trajectory
tracking accuracy on textured or uneven surfaces.
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Abstract—Office buildings in dense urban areas
often experience limited natural daylight
penetration, while conventional artificial lighting
systems typically operate at constant intensity and
color. This study proposes a microcontroller-based
dynamic lighting control system that adjusts light
intensity and color to improve energy efficiency
during working hours. The system incorporates
dynamic dimming and color modulation, with light
intensity monitored and visualized through a web-
based interface. Laboratory-scale experiments
were conducted to evaluate electrical energy
consumption under different lighting control
scenarios. The results show that, under the
evaluated operating conditions, dynamic dimming
achieves energy savings of approximately 15%,
while dynamic color modulation provides
comparable reductions of about 14-15%. The
combined application of dynamic dimming and
color control, implemented with a reference
dimming level of 50% lamp intensity, yields the

highest  energy-saving  performance,  with
reductions of up to approximately 29%.
Index Terms—Dynamics Lighting, Light

Intensity Level, Programmable Dimmer, Power
Consumption.

I. INTRODUCTION

In general, most office buildings designed in dense
urban areas tend to have minimal sunlight, so they
require artificial lighting with a fixed illuminance level,
and the lighting color remains constant throughout the
day. However, based on studies, it is known that
sunlight can have a strong effect on the response of the
human body; therefore, sunlight, which is most of the
time exposed from the window, becomes a key cue of
the human biological clock, where the body will
naturally feel fresh in the morning and feel tired in the
afternoon [1-3].

The color of the light emitted by the sun constantly
changes throughout the day. There are dynamics of
variations or shifts ranging from blue, white, yellow,

orange, and even red light. White light at noon can
trigger increased human productivity. This is because
the signals sent by the eyes to the brain can trigger the
release of the hormone serotonin, a natural
antidepressant in the body that can increase alertness,
productivity, and concentration in workers. In the
evening, the orange hue of the setting sun may stimulate
the secretion of the hormone melatonin within the body
[4].

An effective approach to recalibrating the biological
clock of workers involves the implementation of an
adaptive lighting system. This system should be
meticulously designed to align with the natural cycles
of the human body, taking into account the position,
duration, and color of sunlight at various times
throughout the day. By mimicking the natural light and
dark cycles of the sun, such a system can enhance
occupant performance, fostering focus, creativity, and
productivity during working hours. Furthermore,
appropriate light signals can significantly improve
sleep quality and mitigate fatigue, thereby enhancing
future productivity [5]. Research conducted by various
scholars has indicated that exposure to elevated light
levels on the cornea during daylight hours can facilitate
a better alignment of circadian rhythms with daily
activities [6-7]. Additionally, dynamic lighting systems
have shown promise in altering the resting patterns of
elderly individuals in nursing homes [8], while
variations in light color temperature have been found to
influence alertness among office workers [9].

The Indonesian National Standard (SNI) stipulates
that the minimum illumination level in workrooms
should be 350 lux. This standard has also been adopted
in several studies related to the assessment for the initial
preparation of building certification and retrofitting
practices in Indonesia [10-11].

The environment examined in this study remains
static, as it relies solely on artificial lighting. This paper
aims to assess the implications of this setup for the
development of an adaptive lighting system, which
allows adjustments in both color and light intensity.
This technological approach seeks to optimize the
synergy between artificial lighting and natural sunlight.
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Furthermore, this study compares the instantaneous
power demand of conventional static lighting systems
and adaptive lighting schemes implemented at a
prototyping scale under controlled operating
conditions.

Commercially available lighting solutions in the
local context typically support manual color and
brightness adjustment via remote control or preset
scenes, but lack adaptive control based on time-of-day
scheduling or real-time environmental sensing. The
proposed system implements an adaptive lighting
strategy in which both brightness and color are
automatically adjusted using temporal conditions and
sensor inputs. Accordingly, this study focuses on
demonstrating the feasibility of adaptive dynamic
lighting at a prototyping scale rather than conducting
direct performance comparisons with commercial
products.

II. DYNAMIC LIGHTING & DIMMING SYSTEMS

A. Dynamic Lighting

Dynamic lighting refers to a lighting system
designed to align with the natural cycles of day and
night, thereby responding to the physiological needs of
individuals. Such systems have been shown to enhance
physical well-being and promote alertness and
rejuvenation, effects that are closely associated with the
regulation of the human circadian rhythm. The
operation of dynamic lighting involves the automatic
adjustment of both light color temperature and intensity
according to the time of day. Proper implementation of
dynamic lighting has been reported to support improved
visual comfort and can positively influence workplace
interaction, including teamwork, communication, and
overall employee cohesion [12-13].

B. Diming Systems

In this study, lamp brightness is regulated by a
microcontroller using pulse width modulation (PWM).
The resulting light intensity is governed by the duty
cycle (D), which is proportional to the assigned
brightness level relative to its maximum value, as
expressed in Equation (1):

DB (1)

max

where B represents the brightness level and B
denotes the maximum brightness value supported by
the system. Accordingly, a higher duty cycle
corresponds to increased illumination, while a lower
duty cycle produces reduced light output. For instance,
operating the lamp at 25% of its maximum brightness
implies that the illumination output is reduced by 75%
relative to full intensity. Conventional dimming
mechanisms often rely on manual adjustment, which
limits their adaptability to changing environmental
conditions.

III. DESIGN METHODS & EXPERIMENT

A. System Architecture and Design

The software utilized in this phase is the Arduino
platform, which interfaces with the NodeMCU
ESP8266 microcontroller. The NodeMCU ESP8266 is
widely adopted in digital sensing, monitoring, and data
acquisition systems. A visual representation of the
system workflow is illustrated in Figure 1.

Dimming | |
Control
+
BH1750 NodeMCU Color Lamp
Sensor ESP8266 Control Condition

Fig. 1. Block Diagram of Dynamic Lighting System Design

— Prototype
[ Ambient |‘
| illuminance |

Ambient illuminance was detected using a BH1750
ambient light sensor installed at desk height within the
workspace. The sensor detects combined light
contributions from both artificial lighting and incoming
natural daylight. Prior to system operation, the sensor
output was adjusted using reference readings obtained
from a lux meter (GM1030) to ensure reasonable
consistency of detected illuminance levels. The
microcontroller processes the incoming data to adjust
the lighting output parameters, including lamp dimming
level and color. In addition, the processed data are
transmitted to a web-based interface, enabling real-time
monitoring of light intensity by users.

For the dimming operation of the dynamic lighting
system, six discrete operating conditions are defined,
namely lights off and illumination levels of 10%, 25%,
50%, 75%, and 100%. These conditions are illustrated

in Figure 2.
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Fig. 2. Light Dimming Schematic Flowchart
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Unlike the dimming function, the color adjustment
mechanism operates based on the time of day according
to the following conditions:

e  During periods after sunrise and before sunset,
the lighting system emits a warm white color
with an orange hue.

e At midday, the illumination shifts to bright
white, resembling direct sunlight.

e A transitional color is applied prior to the
change from warm white to bright white and
vice versa.

This transitional phase lasts for one hour to
allow occupants to adapt gradually to the change in
light color, as illustrated in Figure 3.

START
Initialize System
Read Current Time
6AM-10AM WaRM
WHITE
TRANSITION
COLOR
DIRECT
SUNLIGHT
TRANSITION
COLOR
WARM
WHITE
v v
DIRECT R Apply LED
SUNLIGHT Color

Fig. 3. Light Coloring Schematic Flowchart

The system employs an RGB LED strip actuator,
where the emitted color is generated through controlled
modulation of the red (R), green (G), and blue (B)
channels. The resulting output color is produced as a
weighted combination of the individual R, G, and B
intensities, enabling precise chromatic reproduction in
accordance with the desired lighting profile.

The coloring mechanism is implemented using a
time-based discrete control strategy. Instead of
continuous color weighting, predefined RGB color
profiles are assigned according to specific time
intervals throughout the day. Each color profile

represents a specific lighting condition, including warm
white, transitional lighting, and bright white, selected to
emulate natural daylight variations.

The output color of the lighting system can be
expressed as a piecewise function of time:

Coupu®)=C,, fortel, )

where C, =(R,,G,,B,) represents a predefined

RGB color profile and Tk denotes the corresponding
time interval. The index k identifies the active lighting
condition, including warm white, transitional, bright
white, or nighttime lighting.

During periods following sunrise and preceding
sunset, warm white profiles are selected. Around
midday, bright white profiles are applied to resemble
direct sunlight. Transitional profiles are introduced
before and after the midday period to allow gradual
visual adaptation. During nighttime hours, a predefined
profile is applied to maintain adequate illumination.

This discrete, time-based approach enables adaptive
color behavior while avoiding continuous RGB
weighting or interpolation. As a result, the coloring
mechanism remains computationally efficient and
suitable for prototyping-scale implementation.

An overview of the system design developed in this
project is presented in Figure 4.
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Fig. 4. Schematic Diagram of System Design

In this study, the maximum and minimum
illuminance of the LED strips were not measured as
isolated source characteristics. Instead, the evaluation
focused on the total ambient illuminance detected at the
sensor location, which represents the combined effect
of the LED lighting system and environmental lighting
conditions within the workspace.

B. Field Measurement Setup

The experimental setup was conducted in a selected
indoor workspace representing a typical workroom
environment. The workspace belongs to an institutional
quality assurance department consisting of six
employees, all of whom participated as respondents in
a preliminary occupant survey.

To investigate differences in system performance,
the workspace was subjected to controlled alterations in
lighting conditions, including variations in lamp
brightness and color, in accordance with the prescribed
methodology.

Ultima Computing : Jurnal Sistem Komputer, Vol. 17, No. 2 | December 2025



Prior to prototype testing, a field measurement
phase was conducted within the study area to collect
baseline data on existing lighting conditions. During
this phase, a lux meter (GM1030) was used to quantify
ambient illuminance levels within the environment.
This assessment aimed to determine whether the
prevailing illumination complied with established
lighting standards. The lux meter operates by detecting
incident light through its sensor and displaying the
corresponding illuminance values, which increase as
the sensor is positioned closer to or directly aligned
with the light source.

The collected measurement data were subsequently
processed using analysis software to generate visual
representations of illuminance distribution and color
characteristics across the workspace. Measurements
were conducted under multiple scenarios, including
conditions with artificial lighting enabled and those
influenced by the presence of natural daylight.

The experimental evaluation was conducted over
standard working hours during one workweek. This
duration was intentionally selected to reflect the
operational scope of an initial prototyping phase. The
primary objective of the study was to assess the
functional performance, responsiveness, and feasibility
of the proposed adaptive lighting system under typical
daily usage conditions rather than to evaluate long-term
physiological effects or seasonal variations.

As a result, aspects such as sustained user alertness
improvement, long-term system stability, seasonal
daylight variability, and sensor drift over extended
periods were not within the scope of the present study.
These factors are identified as important directions for
future work, which will involve extended deployment
periods and longitudinal evaluation under varying
environmental conditions.

In addition to field measurements, an initial
occupant survey was conducted to obtain a
comprehensive understanding of lighting usage patterns
and occupant conditions within the workspace. The
survey was structured into several targeted question
groups, as illustrated in Figure 5.

Presence of natural light

Conditions (Utilization of natural light|

Natural Lighting }>

.

Occupant exposure and
fort

Survey Items

Artificial lighting use

Reasons for lack of
daylight

‘Workspaces Without
atural Light Conditioned|

Lighting—curtain
nteraction

Fig. 5. Survey Instrument Structure

The preliminary occupant survey involved six
employees working in the selected workspace. The
respondents represented full-time staff members who
regularly occupied the room during standard working
hours, ensuring consistent exposure to the existing
lighting conditions. The demographic composition
included adult office workers with routine visual task

demands, which is considered representative of typical
workroom occupants.

The sample size was determined by the total number
of occupants assigned to the workspace. Given that the
primary objective of this study focuses on the technical
performance evaluation of a prototyping-scale adaptive
lighting system rather than statistical generalization of
human factors, the number of respondents was deemed
sufficient to capture initial occupant perceptions and
usage patterns relevant to the lighting environment.

IV. RESULTS

A. Preliminary survey of occupants

The survey results presented in Figure 6 indicate
that the room receives natural daylight. However, the
daylight distribution is non-uniform across the
workspace. Several work areas experience limited or no
direct daylight exposure due to their greater distance
from the windows and the presence of partially closed
curtains, which restrict sunlight penetration into these
zones.

Fig. 6. Workplace Conditions Survey Results

All respondents (100%) reported using window
curtains to regulate the amount of incoming natural
light. Nevertheless, Figure 7 shows that not all
occupants actively utilize available daylight by
switching off the room’s artificial lighting during
working hours.

Window
Curtains

Activities

Turning off

Lamp 5(83.3%)

Number of respondents choosing each activity

Fig. 7. How respondens to utilize natural light in a room

Regarding occupancy duration, 67% of respondents
reported spending approximately 8 hours per day in the
workspace. When asked about drowsiness during

working hours, 100% of respondents indicated
experiencing drowsiness “sometimes.”
The reported time window for drowsiness

occurrence ranged from 10:00 a.m. to 3:00 p.m. This
temporal distribution corresponds to a commonly
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observed reduction in alertness during the -early
afternoon period, particularly between 2:00 p.m. and
3:00 p.m., which is widely reported in studies on
circadian-related variations in human alertness.

B. Field Measurement Results

An analysis of illumination levels in the object room
was conducted during weekdays within standard
working hours (08:00-17:00), considering varying
weather conditions.
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Fig. 8. Contour Map of Light Distribution Over 5 Working Days

Measurement data collected during the period of
11:00-13:00, which was used as the reference interval
for minimum illumination levels, yielded illumination
values ranging from 351 to 646.33 lux.

As illustrated in Figure 9, measurement points 1, 2,
and 3, located adjacent to the window openings,
recorded the highest average illumination levels
(499.6-646.33 lux). Measurement points 4, 5, and 6,
positioned in the central area of the room, exhibited
moderate average illumination levels ranging from
439.33 to 540.2 lux. In contrast, measurement points 7,
8, and 9, located in the rear area near the door and
furthest from the windows, consistently showed the
lowest illumination levels, with average values between
351 and 403.13 lux.

Despite this spatial variation, all measured
illumination levels satisfy the minimum lighting
requirement of 350 lux specified in the Indonesian
National Standard SNI 6197:2020 for Energy
Conservation in Lighting Systems.
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C. Electrical Energy Consumption Experiment

This  subsection presents a  comparative
experimental evaluation of the electrical energy
consumption of the lighting system during standard
working hours, from 08:00 to 17:00. The instantaneous
electrical power (W) was measured using a power
meter, and the total electrical energy consumption (Wh)
was calculated by integrating the measured power over
the operating period. The experiment aims to quantify
potential energy savings achieved through the
implementation of dynamic lighting control strategies,
including dynamic dimming, dynamic color
adjustment, and their combined operation.

Four energy-saving scenarios were defined for
comparison:

e The first scenario compares a static lighting
condition, in which the lamp operates at a
constant output, with a dynamic dimming
condition, where the lamp output is adjusted
based on predefined control parameters.

e The second scenario compares static lighting
with a dynamic color condition, in which the
lamp color temperature is varied without
dimming.

e The third scenario evaluates static lighting
against a system that simultaneously applies
dynamic dimming and dynamic color control.

e The fourth scenario compares dynamic color
operation with the combined dynamic dimming
and color control configuration.

For the dynamic dimming scenario, the lamp output
was controlled to 50% of its maximum intensity, which

was used as the reference dimming level for calculating
the corresponding electrical energy consumption.

TABLE 1. THE 15" SCENARIO EXPERIMENT: STATIC LIGHTING
VS. DYNAMIC DIMMING
Electric
Percentage of Lamp Time Energy
Lights on Color Range Consumption
Wh)
Direct 08-05 PM
100% ) 60
Sunlight
Total 60
Direct 08-05 PM
50% ) 51
Sunlight
Total 51
E Savi i
nergy Saving
15%

Table I presents the electrical energy consumption
of the lighting system under static and dynamic
dimming conditions using the Direct Sunlight color
setting throughout the working hours (08:00—17:00).
Under the static lighting condition (100% intensity), the
total electrical energy consumption was measured at 60
Wh. When dynamic dimming was applied, with the
lamp operating at 50% intensity, the total electrical
energy consumption decreased to 51 Wh.

This reduction corresponds to an absolute energy
saving of 9 Wh, equivalent to a relative reduction of
15% compared to the static lighting condition. These
results indicate that implementing dynamic dimming
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alone, without altering the lighting color, can yield a
measurable reduction in electrical energy consumption

TABLE III.

THE 3*° SCENARIO EXPERIMENT: STATIC LIGHTING

VS. COMBINED DYNAMIC DIMMING AND COLOR CONTROL

during working hours. The observed savings Electric
demonstrate the effectiveness of intensity-based control Percentage of | Lamp Time Energy
in reducing lighting energy demand while maintaining . .
. e Lights on Color Range Consumption
a consistent lighting color.
(Wh)
TABLE I1. THE 2" SCENARIO EXPERIMENT: STATIC DIRECT 100% Direct 08-05 PM 60
SUNLIGHT VS. DYNAMIC COLOR OPERATION Sunlight
Electric Total 60
Percentage of Lamp Time Energy 08-10 AM
X X Warm
Lights on Color Range Consumption & 18
White
Wh 03-05 PM
Direct 08-05 PM 10-11 AM
100% . 60 50%
Sunlight Transition & 9,6
Total 60 02-03 PM
08-10 AM Direct 11 AM -
Warm 15,1
) & 22,4 Sunlight 02 PM
White
03-05 PM Total 42,7
10-11 AM 17,3
100% o Light Power Saving
Transition & 10,8 28,83%
02-03 PM
Direct 11 AM - Table III presents a comparison of electrical energy
Sunlight 02 PM 18 consumption betvyeel} a sFatic lighting condition and a
1 > combined dynamic dimming and color control strategy
Tota 31, during standard working hours (08:00—17:00). Under
Lioht P Savi 8.8 the static condition, the lamp operates at 100% intensity
1ght Power Saving 12.7% with a constant Direct Sunlight color throughout the
working period, resulting in a total electrical energy
consumption of 60 Wh.
Table 1I compares the electrical energy In contrast, under the combined dynamic dimming

consumption of the lighting system under two static
operating conditions during standard working hours
(08:00—17:00). In the first condition, the lamp operates
at 100% intensity with a constant Direct Sunlight color
throughout the working period, resulting in a total
electrical energy consumption of 60 Wh.

In the second condition, the lamp also operates at
100% intensity, but with a dynamic color schedule
comprising Warm White, Transition, and Direct
Sunlight applied over predefined time intervals. Under
this dynamic color-only configuration, the total
electrical energy consumption is reduced to 51.2 Wh.

The comparison indicates an absolute energy
reduction of 8.8 Wh, corresponding to a relative energy
saving of approximately 14.7% compared to the static
Direct Sunlight condition. This reduction demonstrates
that dynamic color modulation, even without the
application of dimming control, can contribute to lower
electrical energy consumption. The results suggest that
variations in lamp color temperature influence power
draw and, consequently, total energy use during
working hours.

and color control condition, the lamp operates at 50%
intensity, with scheduled color variations (Warm
White, Transition, and Direct Sunlight) applied across
predefined time intervals. Under this configuration, the
total electrical energy consumption is reduced to 42.7
Wh.

This represents an absolute energy saving of 17.3
Wh, corresponding to a relative reduction of
approximately 28.83% compared to the static Direct
Sunlight condition. The results demonstrate that the
combined application of intensity-based dimming and
dynamic color control yields a substantial reduction in
electrical energy consumption.

TABLE IV. THE 4*° SCENARIO EXPERIMENT: DYNAMIC COLOR
VS. COMBINED DYNAMIC DIMMING AND COLOR CONTROL
Electric
Percentage of Lamp Time Energy
Lights on Color Range Consumption
Wh)
08-10 AM
Warm
100% . & 22,4
White
03-05 PM
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Electric
Percentage of Lamp Time Energy
Lights on Color Range Consumption
Wh)
10-11 AM
Transition & 10,8
02-03 PM
Direct 11 AM - 18
Sunlight 02 PM
Total 51,2
08-10 AM
Warm
& 18
White
03-05 PM
10-11 AM
50%
Transition & 9,6
02-03 PM
Direct 11 AM -
15,1
Sunlight 02 PM
Total 42,7
8,5
Light Power Saving
16,6%
Table IV summarizes the electrical energy

consumption of the lighting system under dynamic
color operation and combined dynamic dimming and
color control during standard working hours (08:00—
17:00). Under the dynamic color condition with full
lamp intensity (100%), the total electrical energy
consumption was recorded at 51.2 Wh. This value
represents the accumulated energy consumption across
different color settings, namely Warm White,
Transition, and Direct Sunlight, applied over their
respective time intervals.

When combined dynamic dimming and color
control was implemented, with the lamp operating at
50% intensity, the total electrical energy consumption
decreased to 42.7 Wh. This corresponds to an absolute
energy reduction of 8.5 Wh, equivalent to a relative
energy saving of approximately 17% compared to the
dynamic color-only condition.

These results indicate that while dynamic color
adjustment contributes to visual and circadian lighting
objectives, the addition of intensity-based dimming
provides a further reduction in electrical energy
consumption. The findings suggest that combining
dimming control with color modulation is more
effective in reducing overall lighting energy use than
applying dynamic color control alone.

Lamp Power consumption (Watt)

Percentage of Lamp Intensity

— 1 —
Warm White Transition ~ Direct Sunlight

Fig. 10. Lamp Power Consumption Based on Color and Dimming
Levels

Figure 10 illustrates the relationship between lamp
power consumption and the percentage of lamp
intensity for three color settings, namely Warm White,
Transition, and Direct Sunlight. The results show that
electrical power consumption increases monotonically
with increasing lamp intensity for all color modes,
indicating a consistent and predictable power—intensity
relationship.

At low intensity levels (0-25%), the differences in
power consumption among the three color settings are
relatively small. At 0% intensity, the measured power
ranges from approximately 1.1 W to 1.2 W, suggesting
the presence of baseline power consumption associated
with the control circuitry. As the intensity increases to
10% and 25%, the Direct Sunlight mode exhibits
slightly higher power consumption (2.7 W and 4.0 W,
respectively) compared to Transition and Warm White
modes.

At medium to high intensity levels (50-100%), the
divergence in power consumption among color settings
becomes more pronounced. At 50% intensity, the
measured power reaches 4.5 W for Warm White, 4.8 W
for Transition, and 5.1 W for Direct Sunlight. This trend
continues at 75% and 100% intensity, where Direct
Sunlight consistently records the highest power
consumption, reaching approximately 6.0 W at full
intensity, while Warm White exhibits the lowest power
consumption at approximately 5.6 W.

V. CONCLUSION

Survey results show that all respondents in the
objected room occupants report experiencing
drowsiness between 10:00 and 15:00. This condition is
influenced by continuous static artificial lighting and
variations in natural daylight, which together contribute
to reduced alertness during these hours. Surveys
indicated that 100% of occupants occasionally
experienced drowsiness between 10 AM-3 PM due to
static artificial lighting and dynamic sunlight.

Field observations revealed uneven natural light
distribution in the room, despite meeting the
recommended illuminance level (351-646.33 lux).
Issues included five non-functional lamps and curtains
obstructing natural light.
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Dynamic dimming alone achieves energy savings of
approximately 15%, while dynamic color modulation
provides comparable reductions of about 14—15%. The
combined application of dynamic dimming and color
control yields the highest energy-saving performance,
with reductions of up to approximately 29%. These
findings indicate that integrating intensity-based
dimming with color modulation is more effective than
applying either strategy individually for reducing
lighting energy consumption during working hours.

Although this work focuses on the development and
energy performance evaluation of a dynamic lighting
control system, a detailed assessment of the controller’s
performance characteristics, such as response time,
stability, and tracking accuracy, has not yet been
conducted. Future work will include a comprehensive
evaluation of the control algorithm under varying
lighting and occupancy conditions, as well as
comparisons with alternative control strategies to
further assess system robustness and performance.
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Abstract— Countries around the world have roads that
go through mountains and hills. These roads can have
features such as winding and change of elevation. When
passing through such roads, the car’s dynamics are
influenced by the unknown elevations and curvatures,
which can threaten stability if not properly controlled.
The purpose of this research is to control the cars
longitudinal speed through acceleration, braking through
regenerative braking and maintain lateral control
through steering inputs. The proposed hierarchical
control scheme consists of a high-level predictive
controller which predicts the car’s dynamics under
varying road condition and a low-level Fuzzy-PID
controller for the actuators, which is motor driver and
electric power steering (EPS). Additionally, the energy
recovery from the regenerative braking system is
monitored to evaluate its impact on battery state of
charge, especially when the car is slowing down or going
through downhill roads. The control system proposed
aims to maintain speed and steering stability under
varying road conditions and improve energy efficiency.
The simulation will be done using MATLAB and the car
will go through a spiral down track and a U-turn ramp
track. The proposed controller manages to track both the
cars speed and acceleration under the present of roads
curvature and downbhill disturbance. The Fuzzy-PID also
manage to track the reference generated by the NMPC
with a slightly damped response. For the battery state of
charge (SOC) there is a rise of 0.0025% or equivalent to
40 Wh generated from regenerative braking.

Index  Terms—Autonomous Car;
Predictive Control; Regenerative Braking

Fuzzy-PID;

1. INTRODUCTION

An autonomous car is a vehicle that can operate on
its own without human intervention. The purpose of
autonomous car control research is mainly based on
speed, which focuses on longitudinal dynamics and
steering control for lateral dynamics. With the growing
shift to electric motors and battery-powered systems
for cars, more methods are developed for utilizing the
motor’s excessive mechanical energy by converting it
back into electrical energy. This method is called
regenerative braking and helps recharge the car’s
battery during deceleration[1], [2], [3].

The research on autonomous car control has been
ongoing for quite a while now. In [4], an adaptive
cruise control (ACC) combined with regenerative
braking which uses two-layer control is developed. The
first control layer consists of an adaptive fuzzy sliding
mode control (AFSMC) and a low-level control brake
system distribution control, mainly to manage force
distribution between mechanical and regenerative
brake. The proposed method is capable of accurately
tracking the vehicle speed under various road
conditions, including wet and dry surfaces.

In [5], the research aims to maintain stability with a
combination of both mechanical and regenerative
brakes. The proposed controller is a PI controller
which output controls determine the ratio between
mechanical and regenerative brake used when slowing
down. Though this research only focuses on junction
type roads. In [6], a sliding mode control (SMC)
combined with performance guarantee (PG) was
proposed to control the vehicles speed and steering.
The PG method aims to keep the vehicle’s state errors
to converge to zero while constraining it within the
determined limit. However, these studies have yet
integrated all three elements of speed, steering and
braking. Therefore, this study aims to fill that gap by
combining these three elements.

Model predictive control (MPC) and its nonlinear
variants (NMPC) have been applied extensively to
vehicle steering, longitudinal control and integrated
braking problems; [7] developed a robust predictive
control of an autonomous car steering system for path-
tracking using LMI optimization with independent
constraints enforcement. Applications of NMPC for
collision avoidance path planning and tracking control
for autonomous vehicles have been demonstrated in
[8]. Regenerative and mechanical brake integration
have also been approached with predictive control for
performance and energy recovery[9]. Fuzzy—PID and
adaptive fuzzy controllers are widely used at actuator
level to handle nonlinearities and reduce transient
overshoot[10].  Finally, open-source toolchains
(CasADi, IPOPT) and commercial environments
(MATLAB/Simulink) are commonly used to
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implement and test NMPC and the lower-level
controllers used here[11], [12], [13].

In this work, we propose a hierarchical control
scheme that consist of a high-level predictive control
focusing on steering and speed control combined with
a low-level Fuzzy-PID for the actuators control. The
predictive control aims to achieve stability especially
when moving through uphill, downhill, and winding
roads while the Fuzzy-PID ensures smooth and precise
actuation. When the car is slowing down, energy
recovery generated from the regenerative braking and
its impact on battery state of charge will also be
monitored.

This paper is organized as follows: Section I outlines
the background and other research related to
autonomous car control. Section II describes the car
mathematical model and the proposed controller
design. Section III discusses the simulation result,
focusing on the car’s acceleration and steering control
inputs, key state parameters and energy recovery via
regenerative braking. Section IV contains the summary
and conclusion of our research, while also providing
direction for future work.

II. METHODOLOGY

A. Car Dynamic and Kinematic Model

The model provided by [14] captures both the
longitudinal and the lateral dynamics, in addition a
lateral and yaw angle error will be added to the model.
The states will be formulated as follows:

x = [1'7x, Uy, Uy, 6, el,ez,xod]T,u =[a, 617 (1)

y = [vy, e, 65 + x04]" (2

where x; = v, is the longitudinal acceleration; x, =

v, is the longitudinal speed; x; = v, is the lateral

speed; x, = 6 is the car yaw angle speed; x5 = e, is

the lateral deviation; x4 = e, is the relative yaw angle;

and x; = x,4 is the longitudinal deviation. For the

control input u; =a and u, =46 are the car
acceleration and steering respectively.

The car’s longitudinal dynamic is simplified as a
first order model, while the lateral dynamic model will

contain some nonlinearities affected by the
longitudinal speed. The model is described as follows:
X = %(_x1 +u +dy) 3)

Xy = X1+ X3X4 (4)

ity = = (Fyiz + Fyaq) = Xa%, ()

X4 = i(lnylz - lrFy34) (6)

The cars mass and inertia are respectively m and I,.
The cars time constant is denoted as t. The lateral tire
forces are denoted as F,,, where subscripts 1,2 refer to
the front tire and 3,4 the rear tire. The tire forces for the
front side will be considered equal on both side, this
also apply to the rear side. The car wheels distance
from the center gravity are I for the front wheels and

[, for the rear wheels.
x3+lex.
Fyiz =ty = Cop == ()

X1

_ X3—lrXy
Fy34 - _Car

®)
X1
The wheels cornering stiffness are denoted as C,,
where the subscripts f, r refer to the front and rear tires.
The error model for both lateral and yaw angle
deviation are defined accordingly:

.7’(5 = X3 + X2x6 (9)

X = Xy = Xz (10)
the disturbance term d; represents the roads gradient
on the longitudinal axis, while p denotes the road’s
curvature value. Finally, the car kinematics will be
captured with the bicycle model as follows:

% vcosf

[yl = Esme (11)

6 —tan é

Where 8 is the car yaw angle, 6 is the steering angle, v
is the car speed and L is the distance between the front
and back wheel.

B. Nonlinear Model Predictive Control

Model Predictive Control is a feedback digital
feedback control method with the ability to predict the
system’s output within the desired horizon. This
prediction is calculated virtually inside the controller
based on the system mathematical model and the
control output then produced through cost function
calculations[15]. Refer to [16], [17] for general MPC
references for theory and design.

past current time prediction horizon

current
state x(n)

past trajectory ~ N optimal predicted trajectory x- (k)
TR e
.

past feedback values : i im---d

SRR ! t----| timer

Fig. 1 Nonlinear predictive control scheme

For Nonlinear Model Predictive Control (NMPC), the
system model is formulated as:

x* = f(xu) (12)
where f is the nonlinear function of the model with
state x and input u while x* indicates the future state
value. The predicted state x, can be obtained by
iterating equation (14) between the horizon N.

x,(0) = x(n) (13)
x,(k+1) = f(x,(k),u(k)),k=0,..,N—1 (14)
The control value obtained from the state x,, is then
calculated through a cost function formulated as
follows:

J(x@m),u(m)) = TR lx, RO + Alluk)[12(15)
where A is a weighing value for smooth control
command. Constraints can also be used to describe
practical hardware limitations. This ensures the optimal
control generated by the NMPC is feasible for physical
realization. Lastly, the NMPC produce the control
sequences necessary based on the prediction N for
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every time interval[18]. The NMPC will act as a high-
level controller and generate a reference for the
actuators to track on.

C. Fuzzy-PID

Nonlinearities on practical dynamic systems limit
the peformance of a regular PID controllers. Therefore,
a PID control can be combined with a fuzzy control
scheme to overcome this nonliearities. The gains
K,,K;, K4 combined with fuzzy logic can now vary
depending on the error and error rate of the system[10].

Inference
mechanism

Engine throttle Output
1SG current >

Fig. 2 Example of Fuzzy-PID control scheme

Speed/Torque

The three main stages of Fuzzy-PID
implemantation are; fuzzification, where the error data
(typically error and error rate) are mapped into fuzzy
sets through the use of membership functions; fuzzy
inference, where a rule base system combines the
inputs to calculate the fuzzy control values;
defuzzification, which converts the fuzzy control back
to a crisp tuning of PID gains for final control
calculation[19]. The Fuzzy-PID will be in charge of
controlling the low-level actuators which are the motor
drive for the car speed control and the electric power
steering (EPS) for the car steering control.

NB NS Z PS PB

0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

Fig. 3 Input Membership Function Structure Example

NB NS & PS PB

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Fig. 4 Output Membership Function Structure Example

For this Fuzzy-PID controller, identical fuzzy
membership functions is applied for all PID gain
components. Specifically, the membership functions
associated with the proportional, integral, and
derivative gains are defined with the same number of
linguistic terms, uniform widths, and symmetric

distributions. This design choice is adopted to maintain
consistency of the actuator control and reduce tuning
complexity. An example of the input membership
functions can be seen in Figure 3. which contains five
overlapping fuzzy sets, namely Negative Big (NB),
Negative small (NS), Zero (Z), Positive Small (PS),
and Positive Big (PB). The same is also applied to the
output membership functions shown in Figure 4. Even
though the membership functions show similarity,
there is a key difference which is the variable range.
The input variables (actuators error and error rate) are
normalized over the range of [—1,1], this allows the
Fuzzy-PID to process both positive and negative error
values. In contrast the fuzzy outputs represent scaling
factors for the PID gains and constrained to the interval
of [0,1], this allows a simpler tuning for each gain
since the main proportional, integral and derivatives
gain are outside the fuzzy membership functions. The
rule sets for each gain are shown on Table 1-3.

TABLE L. PROPORTIONAL GAIN (KP) RULE SET
de/e NB NS Z PS PB
NB PB PS Z NS NB
NS PS PS Z NS NS
Z Z Z Z Z Z
PS NS NS Z PS PS
PB NB NS Z PS PB
TABLE II. INTEGRAL GAIN (K1) RULE SET
de/e NB NS Z PS PB
NB NB NB NB Z
NS NB NS Z PS
Z NS Z Z Z PS
PS Z PS Z PS PB
PB Z Z PS PB PB
TABLE III. DERIVATIVE GAIN (KD) RULE SET
de/e NB NS Z PS PB
NB NS Z PS PB PB
NS z PS PS PB PB
Z PS PB Z PS PB
PS PB PB NS Z PS
PB PB PB NS Z NS
TABLE IV. ACTUATOR Fuzz-PID GAINS
Gain Motor Drive EPS
Kp 5 15
Ki 1 5
Kd 1 4
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D. Energy Recovery

Regenerative braking will be used as the main source
of the battery energy recovery. During the regenerative
braking the motor will act as a generator, excess kinetic
energy will be converted back into electrical energy
through electromagnetic torque. The motor in this
research will be used for both propulsion and
regenerative braking. Therefore, a condition is needed
to distinguish propulsion mode and regenerative
braking mode. For propulsion mode the conditions are:

Tn<T,and I, >0 (16)
and for generator mode:
Tn>T,and I, <0 17)

The electrical and mechanical torque of the motor are
denoted as T;, and T,, while I, is the motor current.
When these conditions are met the battery will be
allowed to charge. The battery will only be monitored
on charging mode, so the system will be modelled as
follows:

P, = 7]mr]mewm (18)
and the state of charge (SOC) is modelled as follows:
d I
E(SOC) = —MNbchyg Q_b (19)
Voc—|Véc—4RintPp
I = o (20)

Where 1,,,0p,Mpcng are respectively the efficiency of
the motor, electrical circuit and battery charging. The
motor torque and speed are denoted as T, and w,y,, the
battery voltage is V,., the battery internal resistance is
R+ and Q,, is the battery capacity[4, 20].

III. RESULTS AND DISCUSSION

The simulations are carried out in MATLAB, where
the main focus will be steering and speed control.
Energy regeneration will also be monitored due to the
car slowing down on the downbhill road. The track used
for simulation will be a downward circle track and U-
turn ramp, which will capture both the steering and the
disturbance produced by the change of gradient and
curving roads. The car system and hierarchical control
scheme for the simulation will be constructed as in
Figure 5, where the NMPC will act as high-level
planner and the Fuzzy-PID will control both the motor
and steering actuator. Afterward the output generated
by both actuators will be fed into the car model.

Batiary State

Fig. 5. System block diagram

The sampling time for the NMPC will be 0.1
seconds. The prediction horizon of the NMPC is set to
10 steps ahead and the control horizon 2 steps ahead.

There are also some constraints given for the speed
(21) and steering control (22) reference that will be
given to the actuators as follows:

-3 <a<3(mfps) 2n
—0.5 <8 < 0.5 (rad) (22)
The acceleration constraints represent typical

passenger-vehicle acceleration and deacceleration
capability without requiring extreme actuator effort.
This range also allows normal and reasonably
aggressive speed changes. The steering angle
constraint refers to the front-wheel steering angle,
which is a typical front wheel turning angle. The
battery internal circuit will also be considered ideal so
the heat generated from it won’t affect the battery
charging. This assumption helps simplify modelling
and reduce computational complexity. Conditions (17)
will be used as a basic ON-OFF trigger for charging
the battery. Some of the parameters used on the
simulation are mentioned in Table 5 and Table 6.

TABLE V. CAR PARAMETERS
Parameter Value
Mass (m) 1575 (kg)

Moment of inertia (I,) 2875 (kg.m?)

Front wheels distance (Ly) 1.2 (m)

Rear wheels distance (L,) 1.6 (m)

Front wheels cornering

stiffness (Cyy) 19000 (N/rad)

Rear wheels cornering

stiffness (Cyp) 33000 (N/rad)

Time constant (T) 0.2 (s)
TABLE VL BATTERY PARAMETERS
Parameter Value

Motor efficiency 0.85

Circuit efficiency 0.96

Battery efficiency 0.9

Battery voltage 60%

Battery Capacity 18 kWh

Internal resistance 0.025 (Q)
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A. Spiral Down Track

Z axis

Yadis 200 T

-300

X axis

Fig. 6. Spiral down track preview

The track starts with a 250 m straight road as shown in
Figure 6. then circling down on a track with 250 m
radius. The starting height will be 150 m therefore the
car will be going downhill with a slope of 2.7°. The car
will try to maintain a constant speed of 8.33 m/s or
equivalent to 30 km/h from start until going downbhill
while doing a turn. The simulation ends after going
through a full circular track.

Longitudinal Speed
! i i !

woF . . ‘ :
==~ — reference
ol “‘ Car Speed | |
L N S S S S S
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Time (seconds)
Fig. 7. Spiral down track longitudinal speed
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Fig. 8. Spiral down track lateral deviations

Figure 7. presents the car longitudinal speed,
where the speed reach around 8.33 m/s on steady-state
which is equivalent to 30 km/h. There are two
overshoots observed from the simulation result. First is
during the initial acceleration with a peak value of

around 9% before settling. This can be caused by a
small lag between the actuator’s responses and the
NMPC reference. Integrating the actuator dynamic
directly might solved this problem, but the low-level
control contains a Fuzzy-PID. Therefore, a new
problem arises to integrate the low-level control loop
into the NMPC.

The second overshoot occurs when the car
starts to turn after going straight for 250 m with a peak
value of around 5% before settling again. This
overshoot might be caused by the combination of both
the road turning and going downward happening at the
same time. The lack of smoothness generated from the
track waypoints also affects the transient response of
the system, causing some minor overshoot along the
way.

Figure 8. presents both the lateral deviation
throughout the motion. At the start of the turn, the
lateral deviation shows a brief negative spike, which
indicates that the vehicle initially drifts slightly toward
the inside of the curve. This spike is short-lived and is
corrected rapidly, the controller brings the deviation
back toward zero within around 10 seconds. Such
behaviour typically arises from curvature changes. The
swift return to near-zero value suggest that the
controller maintains stability even under the presents
of disturbance.

%102 Yaw Angle Deviation
T T T T T T T
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Fig. 9. Spiral down track yaw angle deviations

The yaw angle deviation plot from Figure 9.
shows a small but consistent offset between the
vehicle’s heading and the tangent direction of the track.
This indicates that the vehicle follows a slightly
different curvature than the reference arc. Even so, the
deviation remains very small around the order of 1073
rad, meaning the vehicle’s trajectory is effectively
parallel to the desired path with only a negligible
angular error.

Together, the lateral and yaw angle responses
demonstrate that while the vehicle temporarily
experiences a small disturbance at the start of the turn,
the controller quickly stabilizes the motion and
preserves accurate path following. The magnitude of
both deviations is extremely small, showing that the
proposed controller is capable of maintaining smooth
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and stable lateral behaviour even in the present of
curvature changes and under the influence of other
external factors such as roadway slope.

Acceleration
T T

NMPC
e -~~~ Fuzzy Motor| |
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Fig. 10. Spiral down track motor acceleration tracking control

Figure 10. compares the acceleration
reference generated from the NMPC (blue line) with
the actual acceleration generated by the motor
controlled with the Fuzzy-PID (orange-dashed line).
The results show that the proposed inner-loop
controller is able to track the NMPC reference
acceleration with good fidelity, particularly once the
acceleration reaches steady-state. During the transient
phase, small differences between the reference signal
and the actuator response are noticeable. These
deviations occur primarily during two key periods: the
initial acceleration to the desired speed and when the
car start going through a downhill.

At the beginning of the motion, the NMPC
demands a relatively high positive acceleration to
rapidly bring the vehicle up to the target reference
speed. This aggressive command is expected, as the
NMPC optimizes speed tracking while respecting the
system’s constraints. In contrast, the Fuzzy-PID
controller damps out excessive acceleration, which
result in slightly slower rise in acceleration. Despite
this small difference, the vehicle still reaches the
desired velocity with minimal overshoot, as confirmed
earlier in Figure 5. A similar behaviour occurs when
the vehicle goes through a downhill. The NMPC
lowers the reference by providing negative
acceleration to maintain the desired speed under the
effect of the road gradient. The Fuzzy-PID controller
once again produce a slightly damped output. Even so,
the difference remains small and the actuator
consistently converges toward the NMPC output
reference once it reaches steady-state.

The close alignment between the two
responses in the steady-state region demonstrates
effective coordination between the high-level NMPC
and the low-level Fuzzy-PID control. The small
transient difference does not translate into notable
speed tracking errors, indicating that the combined
control structure is able to overcome minor delays. In
practice, this behaviour is desirable because it prevents
excessive torque application, reduces mechanical

stress on drivetrain components, and enhances ride
comfort.

<108 Steering
T T

16 —— NMPC 1
e |---- FuzzyEPS| |

rad

i . L . I . | 1 : |
0 20 40 60 80 100 120 140 160 180 200
Time (seconds)

Fig. 11. Spiral down track electric power steering tracking control

The comparison between the NMPC
reference (blue line) and the Fuzzy-PID controlled EPS
is shown in Figure 11. Both signals converge to a
steady-state value of approximately 0.015 rad, which
is consistent with the curvature required to follow the
reference turn. Although the final values match
closely, several important transient characteristics can
be observed during the motion. As the vehicle
approaches the start of the turn, the steering reference
generated by the NMPC contains another brief
overshoot, similar to the phenomenon can be seen in
the motor acceleration response in Figure 10.

On the actuator side, the Fuzzy-PID controller
once again outputs a smoother and more damped
steering response. While the NMPC produces another
aggressive reference, the Fuzzy-PID for the EPS
response slightly slower resulting less overshoot with
similar output results. The smoothing effect is
beneficial from a practical standpoint, as it reduces
mechanical stress on the steering actuator. Once again,
despite the small difference between the reference and
the EPS steering angle, the EPS output still remains
within the NMPC’s imposed steering constraint and
doesn’t produce significant tracking errors. This is also
confirmed by the previous lateral and yaw angle
deviations shown in Figure 8. and Figure 9.
Respectively. Overall, the steering results demonstrate
another effective coordination between the NMPC and
the Fuzzy-PID controller. The combination leads to
stable and accurate path tracking, with the NMPC
providing predictive steering command reference and
the Fuzzy-PID controller ensures smooth, physically
realizable actuation behaviour even when encountering
non-smooth waypoints transitions.

7S Ultima Computing : Jurnal Sistem Komputer, Vol. 17, No. 2 | December 2025



60.003|

60.00251 /A

60.002

%60.0015 S
/s
2 /
60.001} S
///
,”'
60,0005 e
-
-
,r-'//
o L
0 20 40 6 8 100 120 140 160 180 200

Time (seconds)

Fig. 12. Spiral down track battery state of charge

Figure 12. illustrates the battery SOC
throughout the downhill track of the simulation.
Although the absolute change in the battery’s SOC is
relatively small, the curve indicates a gradual increase
in stored energy due to the activation of regenerative
braking during the descent. Over 220 seconds of
downhill, the SOC rises by approximately 0.0025%
relative to its initial state. Based on the battery’s
nominal capacity and voltage parameters, this amount
is equivalent to around 40 Wh of energy. While the
value may appear small, it is physically consistent with
the limited length of the simulation and the gradient of
the slope used on the track in the scenario.

It is important to note that in this research, the
model only monitor the charging aspect of the battery
and ignore any discharge activity. This assumption
allows the SOC curve to represent only the recovered
energy, without the cofounding effect of other devices
energy draw. As such, the SOC profile shown on
Figure 10. should be interpreted as the maximum
possible recovery within the defined scenario. Another
important note is the integration of mechanical brake
has not yet been done in this research. Overall, the soc
behaviour confirms that the system responds
appropriately to downhill disturbance by converting
excess mechanical energy from the motor into stored
electrical energy.

B. U-Turn Ramp Track
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Fig. 13. U-turn ramp track preview
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Fig. 14. U-turn ramp track longitudinal speed

For the second experiment, a U-turn
combined with a ramp will be used. The track starts
and ends with a 500 m straight road as shown in Figure
10. while the turn is half a circle with a radius of 500
m. Both of the ramps will have a length of 500 m and
a slope of 2.86°. The car will try to maintain a constant
speed of 13.88 m/s or equivalent to 50 km/h from start
until finish. This will highlight both the dynamic of
going uphill and downhill while also doing a turn.
Figure 14. shows the longitudinal speed for the U-turn
ramp track, where the speed reach around 13.88 m/s
on steady-state which is equivalent to 50 km/h. There
are one overshoot and 4 small bumps observed from
the simulation result. First is the same during the initial
acceleration with a peak value of around 9% before
settling. The four overshoots occurs when the car starts
and finish going through both downhill and uphill
before settling again. This overshoot might be caused
by the sudden change of road gradients. The negative
small bumps indicate the car slows down, the first
small bump is when the car is going uphill and the
second one is when the car trying to slow down after
going downhill. In the contrast, the positive bumps
indicate the cars speeds up due to the change of road
gradient, first is after finishing the uphill and later after
entering downhill motion. This shows the controller
able to counter the effect of road gradients with small
errors.
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Fig. 15. U-turn ramp track lateral deviation
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Fig. 17. U-turn ramp track acceleration tracking control

The deviations from Figure 15. and Figure 16.
shows the car going through the U-turn segment.
Similar spikes show at the start and the end of the turn
which can be seen on Figure 8. And Figure 9. before.
This is the effect of the non-smooth trajectory
generated for the turning motion. Though the
deviations are short lived and quickly corrected by the
controller. The acceleration tracking for this track is
shown in Figure 17. The cars acceleration shows the
same profile as the longitudinal speed on Figure 14.
There are four bumps each when starting and finishing
both downhill and uphill motion. The control scheme
still manages to track the acceleration even on the
present of the uphill motion. Lastly, the controller also
manages to track the cars steering before and after

going through an uphill and downhill motion as shown
in Figure 18.
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Fig. 18. U-turn ramp track steering tracking control

IV. CONCLUSION

The hierarchical control scheme—comprising an
NMPC high-level planner and Fuzzy-PID low-level
actuator controller—successfully maintained vehicle
stability through both speed and steering control even
under the presence of disturbance such as curving road,
uphill road and downhill road. The Fuzzy-PID manages
to damp the overshoot generated from NMPC setpoint
reference which is likely caused by non-smooth
waypoint generation and the absence of actuator
dynamics on the NMPC model. The motor is also able
to generate a small amount of charge which is 0.0025%
or equivalent to 40 Wh. Overall, the results show
effective coordination between the NMPC and the
Fuzzy-PID. Future work should focus on optimizing
waypoint generation for low-jerk trajectories and
incorporating actuator dynamics into the NMPC model.
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