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Abstract— Text Mining is a part of Neural Language 

Processing (NLP), also known as text analytics. Text 

mining includes sentiment analysis and emotion analysis 

which are often used to analyse social media, news, or 

other media in written form. The emotional breakdown 

is a level of sentiment analysis that categorises text into 

negative, neutral, and positive sentiments. Emotion is 

organised into several classes. This study categorized 

emotion into anger, fear, happiness, love, and sadness. 

This study proposed feature extraction using Lexicon and 

TF-IDF on the emotion recognition dataset of Indonesian 

texts. InSet Lexicon Dictionary is used as the corpus in 

performing the feature extraction. Therefore, InSet 

Lexicon was chosen as the dictionary to perform feature 

extraction in this study. The results show that InSet 

Lexicon has poor performance in feature extraction by 

showing an accuracy of 30%, while TF-IDF is 62%. 

Index Terms— Emotion Recognition Text, Feature 

Extraction, InSet Lexicon, Lexicon, Random Forest. 

I. INTRODUCTION 

Communication between individuals is generally 

done verbally and non-verbally. Verbal 

communication begins and is obtained through words, 

sentences, or paragraphs. We often do not catch the 

emotion implied in the written words, sentences, and 

sections in verbal communication. As time goes by, the 

way of communication between individuals has 

changed. When technology is developing, the 

exchange of information flows spreads and develops 

rapidly. Social media is an oral communication tool 

that is often accessed and has become a trend. In 2021, 

Indonesia will have active social media users, as much 

as 61.8% of the existing population[1]. The number 

increased by 6.3% from the last year. Not only as a 

trend, but social media has also become a necessity. It 

can be seen from the statistical data of the social media 

users that it continuously grows every year. Various 

video, voice, and text data are added every minute. The 

flow of data information carried by social media is 

enormous. Thus, it is necessary to have an accurate 

processing model so that the information on social 

media can be processed correctly. Social media has 

become a part of life in modern society. Through social 

media, people often express themselves regarding 

existing changes. Not only do they give objective 

opinions on an event, but social media users also often 

express their subjective views. Social media is 

considered a critical communication medium [2]. Not 

only opinions or criticisms about an event, but social 

media users also often criticize products, services, and 

even government decisions currently hotly discussed. 

Social media can be used as a medium for monitoring 

public opinion. This social media user shares their 

emotions in posts that many people from various 

platforms watch. Emotion influences humans to 

express hundreds of words. Therefore, it is considered 

a crucial thing in communication.  

Natural Language Processing (NLP) in 

computational linguistics is a modern study of 

linguistics using computer science tools. NLP is also 

known as a subfield of Artificial Intelligence (AI). [3] 

NLP extract meaningful information from various 

texts, including text from social media. Social media 

has big data containing essential informations. These 

data give valuable information about a particular 

phenomenon, government policies, or reviews of using 

specific products. [4] NLP allows researchers to easily 

extract beneficial insights in textual datasets while 

avoiding burdensome computational work. These 

responses, comments, and reviews are then assessed 

based on sentiment class, commonly known as 

sentiment analysis. 

Starting from the field of sentiment analysis, which 

analyzes opinions or messages into negative, positive, 

and neutral sentiment, emotion recognition is a sub-

field of more detailed sentiment analysis that 

recognizes happy, sad, and angry emotions. Emotional 

interaction has been a part of a psychological 

phenomenon in daily life. It can be easily found in 

everyday interaction and encourages the existence of 

emotion recognition. Emotion recognition becomes the 

basis of successful human interaction, communication, 

and decision-making. The development of big data 
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influences it to become a significant issue both 

academically and industrially. [5] Text data produced 

in emotional communication is often used to 

understand the human's emotional state. A person's 

emotional state is often associated with feelings 

influenced by the individual's interaction with their 

environment [6]. According to psychology, basic 

emotions are classified into six classes: joy, sadness, 

fear, disgust, surprise, and anger [7].  

Emotion recognition is currently done through 

facial expressions and utterances and written text. In 

applying human-computer interaction, recognizing 

human emotion helps improve the impression in 

executing the system. Emotion recognition in text form 

can be analyzed by several approaches: keyword-

based, rule-based, classical learning-based, deep 

learning-based, and hybrid systems [8]. The methods 

usually used for emotion classification are Naïve 

Bayes, J48, K-Nearest Neighbor (KNN), and Support 

Vector Machine-Sequential Minimal Optimization 

(SVM-SMO) [9]. [10] compared automated text 

classification methods and showed that Naïve Bayes 

and Random Forest provide high accuracy. Naïve 

Bayes is often used in classifying emotions based on 

conditional probabilities to organize data in predefined 

classes [11].  

However, this research has not achieved maximum 

accuracy because there are sentences that do not 

represent the actual emotions; for example, a sentence 

belongs to the fear class but is indicated to be in the 

happy class [11]. Machine learning is a method for 

allowing machines to learn from empirical data that 

experts have confirmed. Although the machine learning 

approach is used in many studies, our research takes a 

new approach to the problem by using the lexical 

approach to overcome data processing. Lexicon is also 

evaluated as a feature extraction tool in this study. As a 

result, this study utilizes a keyword-based approach to 

the Lexicon method. [12] Lexicon proved capable of 

providing high accuracy in sentiment analysis. This 

method is expected to perform feature extraction in 

emotion recognition in Indonesian texts more 

accurately. 

II. RELATED WORK 

Many studies on emotion mining have been done, 

including in Indonesian text. The [13] study included 

sentiment analysis and emotion recognition of readers. 

With the available approaches and features, texts from 

various sources such as news and social media posts 

can be used as the dataset in the study of emotion 

mining [14], [15].  

The researchers of Affective Computing proposed 

many rule-based approaches for extracting the text 

emotion automatically. [16] combined Lexicon-based, 

Bag-of-Words, Words embedding, orthography, and 

Part-of-Speech (POS) tag, and got an F1-Score 

accuracy of 69.7%. The research classifies emotions 

into 5 types: anger, fear, happiness, love, and sadness. 

Another model classifies emotions into six basic 

specifications of emotion: anger, disgust, fear, joy, 

sadness, and surprise [17]. Research [18] made a model 

for classifying emotions into five classes using an 

Indonesian language dataset and showed that the 

Maximum Entropy (ME) algorithm has better accuracy 

than SVM by 72%. Another feature extraction used in 

text extraction is TF-IDF [19]. TF-IDF works by 

extracting keywords based on the frequency of words 

that appear. In research [20], emotions were classified 

into 6 classes and showed that TF-IDF could provide 

high accuracy in text emotion analysis of the text. [21] 

showed that TF-IDF is a feature extraction based on a 

weighting method that can outperform feature 

extraction with N-Gram.  

Research [22] combined the Random Forest 

Classifier with Unigram and SentiWordNet to produce 

the highest accuracy on sentiment analysis datasets in 

Malayam. [23] combined Lemmatization, TF-IDF, and 

Random Forest and showed a good result in speech 

emotion recognition models.   The research used a 

Logistic Regression algorithm, Support Vector 

Machine, and Random Forest to calculate the accuracy 

of feature extraction. [24] used Random Forest on 

sentiment analysis with a deep learning approach. [25] 

The Random Forest classifier is often used in 

predictive modelling to reduce the number of variables 

required so that the burden of data collection is reduced 

and efficiency is increased. Research  [26]  shows that 

Random Forest worked based on various predictor 

variables without any assumption about the response 

variable. [27] Random Forest integrates trees, where a 

classification is made from several decision trees and 

produces an output based on the number of votes from 

all the tree outputs. [28] used domain-specific emotion 

lexicons (DSLs) and general-purpose emotion lexicons 

(GPELs) to study feature extraction emotional 

problems. [29] used the Lexicon approach to generate 

emotional weights or values.  

Before a specified model recognizes the emotion in 

a text, the text must have a particular stage so the 

machine can understand the series of words or 

sentences. The stage is called pre-processing. [30] Pre-

processing is a stage of converting unstructured data 

into structured data based on the needs. In extracting 

Lexicon features, research [31] carried out several pre-

processing stages: case-folding, punctuation, 

conversation word, stopword removal, stemming, and 

tokenization. [32] Text pre-processing methods 

improve the predictive accuracy of the generated 

models for sentiment classification. Research [33] used 

NRC Affect Intensity Lexicon and SentiStrength 

techniques to extract and analyze the characteristics of 

Twitter’s users towards sentiment and behaviors 

signaling the “suicide” sign. [34] showed that the 

Lexicon-based approach worked well for sentiment 

analysis. The Semantic Orientation Calculator (SO-

CAL) assigns a positive or negative label to a particular 
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text, capturing the text’s opinion toward the main topic. 

[35] detected Lexicon emotion by relying on the 

relationship between words and emotions in WordNet. 

Research [36] showed that Lexicon feature extraction 

is more commonly found in handling medical 

sentiment than SentiWordNet (SWN) in the drug 

review dataset. [37] showed that Lexicon significantly 

surpassed the BoW feature in emotion classification. 

[38] used Lexicon to perform calculations by 

representing each dataset with a binary vector.  

The use of Lexicon in the classification of emotions 

in English datasets has been widely applied. However, 

the use of Lexicon in emotion analysis in Indonesian 

text is still rarely used. Another study [39] of emotion 

analysis used the Term-Weighting Scheme in the 

approach. In this study, the InSet Lexicon dictionary 

[40], which contains a weighting of 3,609 positive 

words and 6,609 negative words in Indonesian, is used. 

The value weights in the InSet Lexicon are obtained 

from manual weighting by Indonesian language experts 

with weights between -5 to +5 as done by Affected 

Lexicon (AFFIN) [41]. InSet Lexicon is proved to be 

the best among translated SentiWordNet, translated Liu 

Lexicon, translated AFINN Lexicon, and Vania 

Lexicon in analyzing the sentiment for Indonesian. This 

dictionary is based on Twitter data, so it contains 

common words and non-standard words. It uses 

Lexicon to perform feature extraction from the emotion 

recognition dataset. 

III. METHODOLOGY 

A. Dataset 

This dataset is taken from [16] applying the 

collection method by using the Twitter Streaming API 

for two weeks starting from June 1 2018, to June 14, 

2018, and setting the geolocation filters in Indonesia. 

The datasets contains 4,403 Indonesian-language 

tweets with a 0.917 score of annotation, which has 5 

(five) emotion classes, namely love, anger, sadness, joy, 

and fear. Fig 1. shows the balanced number of emotions 

in the emotions of anger, joy, and sadness. However, 

emotions with the categories of love and fear have a 

limited number of tweets. 

 

Fig. 1. Class Distribution on Dataset 

B. Preprocessing 

The pre-processing in this research is divided into 

six stages as follows: 

• Case-folding: changing all letters to lowercase. 

• Punctuation: deleting unnecessary symbols or 

characters. 

• Convert Word: converting abbreviated words 

into standard language using the dictionary of 

abbreviations provided in the emotion dataset 

[16].  

• Stopwords:  removing words that are not needed 

in the used dataset. 

• Stemming: finding the root word of a word that 

has an affix. The Indonesian stemming library, 

namely Sastrawi, is used in this process. In the 

Indonesian dataset, stemming is an important 

step. It is because Indonesian has many affixes. 

They are suffixes (addition at the end of a word), 

prefixes (addition at the beginning of a 

comment), and confixes (addition at the 

beginning and the end of a word). 

• Tokenization: the last step of pre-processing is 

breaking sentences into text based on delimiters 

(spaces). 

TABLE I.  RESULT OF PREPROCESSING DATASET 

Label Text Clean Text Processed 

Anger 
soal jalan  jatibarupolisi 
tidak bisa gertak 

gubernur 

['jalan', 'jatibarupolisi', 

'gertak', 'gubernur'] 

Fear 
pak ketua di temani 
sekretaris tapi selaku 

penanggung jawab  

['ketua', 'teman', 

'sekretaris', 'tanggung’] 

Happy  
kepingin gudeg mbarek 

bu hj amad 

['kepingin', 'gudeg', 

'mbarek', 'bu', 'hj', 
'amad'] 

Love 

pasangan seringkali 

diibaratkan sebagai 
rumah karena rasa 

nyaman 

['pasang', 'seringkali', 
'rumah', 'nyaman'] 

Sadness 

melihatmu sedih 

kebahagianku 
pudarseperti saat kala 

itu  

['lihat', 'sedih', 

'kebahagianku', 

'pudarseperti'] 

Table 1 shows the example of the emotion 

recognition dataset of Indonesian text that passed the 

pre-processing phase. 

C. Feature Extraction 

Feature extraction is a part of feature engineering. 

Feature Engineering is divided into two, feature 

extraction and feature selection. After the pre-

processing phase, the next step is feature extraction. 

Feature Extraction pulls out words from text data to be 

converted into features used by the classifier [42]. 

Feature Extraction helps get the best features by 

combining variables into components to reduce the 
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amount of data [19]. Feature extraction is the data 

transformation process in which raw data is changed 

into numerical features. These numerical features are 

processed by maintaining the information from the raw 

data set. Feature extraction is believed to give better 

results than using machine learning directly toward the 

raw data. It has a significant impact on the calculation 

results of the classifier. Through feature extraction, 

data is processed so that it can be read and used as input 

by the specified classifier. Fig. 2 shows the workflow 

of the Lexicon feature extraction used in this study. 

 

Fig. 2. Flowchart Diagram 

The Lexicon-based approach relies on the emotions 

in the dictionary. This study uses the InSet Lexicon 

[37], an Indonesian sentiment dictionary accompanied 

by a weighting for each word to determine the polarity 

score. This dictionary is divided into two categories 

positive and negative. The following is the distribution 

of the Lexicon InSet dataset based on its type: 

TABLE II.  INSET LEXICON POSITIVE 

Words Weight 

hai 3 

merekam       2 

ekstensif 3 

paripurna 1 

detail 2 

pernik 3 

belas 2 

welas 4 

kabung 1 

rahayu 4 

TABLE III.  INSET LEXICON NEGATIVE 

Words Weight 

putus tali gantung -2 

gelebah -2 

gobar hati -2 

tersentuh (perasaan) -1 

isak -5 

larat hati -3 

nelangsa -3 

remuk redam -5 

tidak segan -2 

gemar -1 

The dataset that passes the pre-processing stage is 

assigned a polarity score. This step analyzes sentiment 

words in the emotion recognition dataset of Indonesian 

texts and then determines the polarity score based on 

Lexicon [43]. 

TABLE IV.  RESULT OF ASSIGN POLARITY SCORE 

Assign Polarity Score 

Sentiment word = semangat puasa turun 

Polarity Score = 4+(-1) 0+(-2) 1+(-3) 

From Table IV, it is known that the words 

'semangat', 'puasa' and 'turun' are words that exist in the 

emotion recognition dataset of Indonesian texts. 

Among these three words, 'semangat' and 'turun' are 

categorized as positive and negative sentiments. At the 

same time, the word 'puasa' belongs to negative 

sentiments. 

The sentiment score in the InSet Lexicon is the 

value used to determine the sentiment of the existing 

dataset. In this study, the polarity score was obtained 

from the sum of the sentiment scores in each row of the 

emotion recognition dataset of Indonesian texts. 

  (1) 

In this step, after the polarity value is determined, 

the next step is labeling or categorizing the sentiment 

class of each data. The sentiments are classified 

according to the following rules: 

 

  (2) 

 

The sum of the polarity score can be seen in Table V. 

TABLE V.  RESULT OF POLARITY SCORE 

Assign Polarity Score 

Sentiment word = semangat puasa turun 

Polarity Score = 3 -2 -2 
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From the calculation in Table V above, it can be 

seen that the emotion recognition data in Indonesian 

texts have negative sentiment or polarity with a score of 

= -1. This step will continue until the last row of data of 

the existing dataset. Fig. 3 displays the results of each 

data’s polarity and polarity values. 

 

Fig. 3. Polarity Score 

The existing polarity values are divided into 

negative, neutral, and positive sentiments. Fig 4 shows 

the sentiment percentage in the dataset after calculating 

the polarity score based on the InSet Lexicon. 

 

Fig. 4. Polarity Percentage 

The following is the polarity value based on the 

emotion label with positive polarity in the dataset. 

 

Fig. 5. Positive Polarity 

The following is the polarity value based on the 

emotion label with negative polarity in the dataset. 

 

Fig. 6. Negative Polarity 

Besides using Lexicon-based feature extraction, the 

researcher also uses TF-IDF to compare the accuracy. 

[44] TF-IDF Term Weighing, that is often used, is a 

result of an integration between Term Frequency and 

Inverse Document Frequency. This weighing assumes 

that infrequently appearing terms hold the highest 

importance. TF-IDF can be calculated using the 

formula as follows: 

 𝑇𝐹 ∙ 𝐼𝐷𝐹(𝑡𝑖, 𝑑𝑗) = 𝑇𝐹(𝑡𝑖 , 𝑑𝑗) × log
𝐷

𝑑(𝑡𝑖)
 (3) 

Based on equation (3), Where is 𝑇𝐹 of the term 𝑡𝑖 

in document 𝑑𝑗, while 
𝐷

𝑑(𝑡𝑖)
 is 𝐼𝐷𝐹 of term 𝑡𝑖. 

D. Feature Extraction 

The experiment in this study applies a 

programming language, namely Phyton 3.7.13, and 

Graphics Processing Units (GPU) based cloud service 

from Google called Google Collaboratory, also known 

as Collab. We utilise several libraries such as Pandas, 

Matplotlip, Sastrawi, and Sklearn. The investigation 

was started by importing the libraries used into the 

Google Collaboratory. Then, the pre-processing was 

done to process the dataset used in the study. 

After the dataset was processed by adding the mass 

or value of each tweet, it was used as the input for the 

classifications of Machine Learning. This study uses 

75% data training and 25% data testing. The researcher 

develops a supervised learning approach to analyse and 

detect emotion in a tweet text and classify them 

automatically. A Random Forest algorithm is applied to 

organise the data from the values generated by the 

extraction feature into emotional labels for each text. 

However, it is vital to highlight the focus of this 

research is the discussion of the performance of 

applying InSet-lexicon than the performance of the 

classification feature algorithm. There is no additional 

hyperparameter aiming to make a difference or improve 

the performance of the Random Forest algorithm in the 

classification. 

Accuracy, precision, recall, and F-measure are 

applied to measure the performance with a confusion 

matrix. It can be seen in the following formula below: 
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 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 (4) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃 𝑜𝑟 𝑇𝑁

𝑇𝑃+𝐹𝑁 𝑜𝑟 𝑇𝑁+𝐹𝑃
 (5) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃 𝑜𝑟 𝑇𝑁

𝑇𝑃+𝐹𝑃 𝑜𝑟 𝑇𝑁+𝐹𝑁
 (6) 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
 (4) 

Explanation: 

• TP (True Positive): Number of the sample that 

is correctly labelled positive. 

• FP (False   Positive): Number of the negative 

samples that are incorrectly labelled as positive. 

• FN (False   Negative): Number of the positive 

samples that are incorrectly labelled as negative. 

• TN (True   Negative): Number of the sample 

that is correctly labelled negative. 

The accuracy is obtained by comparing the 

prediction ratio with the total of the existing data. 

Precision is a comparison between True Positive (TP) 

with the amount of data that is predicted to be positive. 

Meanwhile, Recall compares True Positive (TP) with 

the number of data that belongs to the positive class. In 

the F1 score, precision and recall are combined into a 

single metric. In short, the F1 score is a weighted 

average between precision and recall. The best value of 

the F1 score is indicated at one while the worst value is 

shown at 0. 

IV. RESULT AND DISCUSSION 

This research aims to test the Lexicon-based feature 

extraction in the form of a dictionary using the InSet 

Lexicon dictionary for the Indonesian language 

emotion recognition dataset. Feature extraction allows 

the simplification of the classification of the text data. 

The feature extraction process eliminates text 

dimensionality by removing unrelated features from the 

text data. InSet Lexicon itself provides high accuracy in 

analyzing sentiment datasets in Indonesian [12]. 

TABLE VI.  EXPERIMENT RESULT ON RANDOM FOREST 

CLASSIFIER 

Classifier Accuracy  

InSet Lexicon 30% 

TF-IDF 62% 

The tests carried out in this analysis used 1000 tweet 

data from Twitter with the keyword 'indihome' in 

Indonesian. This test uses 2 classes, namely positive 

and negative classes. The data collection is carried out 

using the Crawling technique that utilizes the tweepy 

library from the Python programming language. After 

that, labeling positive and negative sentiments on the 

dataset is done manually. For manual labeling of 

positive and negative sentiments, there should be the 

help of linguists in determining the positive or negative 

sentiments of an opinion. The author only uses two 

classes of sentiment, namely positive and negative 

because the author wants a more conical conclusion 

between the two classes. 

Table VI compares the accuracy between InSet 

Lexicon and TF-IDF in the study. The TF-IDF feature 

extraction gets better accuracy results than Lexicon 

using the Lexicon InSet dictionary. The polarity value 

obtained by adding each word in the emotion 

recognition dataset based on the InSet Lexicon is not 

influenced by the emotion labels in the dataset. 

However, the results of the Lexicon InSet in this 

study were higher than the study [16] that has the same 

dataset. The previous study provided an accuracy of 

24.92% in the Random Forest classification. 

Meanwhile, the accuracy value in this study increased 

by 5.08% from the prior research. The increase in 

accuracy value is influenced by the pre-processing. In 

the previous research, the pre-processing stage that was 

carried out was data normalization, which includes 

changing the letters in the dataset into lowercase form, 

deleting usernames and hyperlinks, and doing 

stopwords. After performing data normalization, Part-

of-Speech (POS) Tagging was completed and 

continued with stemming. Meanwhile, in this study, the 

pre-processing is case folding, punctuation (removing 

symbols, characters, links, and words that are not 

needed), converting words (changing abbreviated 

words into common words), stopwords, stemming, and 

tokenization. 

TABLE VII.  EVALUATION OF EACH EMOTION CLASS IN THE 

DATASET 

Emotion Class 
Feature Extraction  

InSet TF-IDF 

Anger 38% 63% 

Sadness 8% 49% 

Happy 40% 60% 

Fear 14% 76% 

Love 23% 73% 

This experiment used the F1-Score to determine the 

calculation results on the metric accuracy of each 

existing emotion class because the emotion recognition 

dataset of Indonesian texts had imbalanced data. The 

happy and anger emotion classes have the highest F1-

Score value than other emotion classes in feature 

extraction using InSet Lexicon. The emotion class 

"Sadness" shows the lowest F1 score of the other 

emotion classes, 8%. 

The emotion class "Sadness", with an 8% score, 

provides the lowest F1-Score value among the other 

emotion classes from Lexicon feature extraction. 

Meanwhile, this feature extraction also shows that the 

emotion classes "Anger" and "Fear" provide higher 
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accuracy than other classes. Fig 7 shows the confusion 

matrix of the Lexicon feature extraction in the Random 

Forest classifier. 

 

Fig. 7. Confusion Matrix of InSet Lexicon using Random Forest 

The emotion class “Sadness” has a small proportion 

of false-positive values with moderate false negatives, 

which causes the “Sadness” class to have a small recall 

value even though it reaches a high precession value. 

Fig 8 shows the TF-IDF feature extraction confusion 

matrix in the Random Forest classifier. 

 

Fig. 8. Confusion Matrix of TF-IDF using Random Forest  

Feature Extraction with TF-IDF provides better 

accuracy results on InSet Lexicon. Each emotion class 

can be predicted with a high F1-Score. The same with 

the Random Forest classification in InSet Lexicon 

feature extraction, the emotion class “Sadness”, with a 

49% score, has the lowest F1-Score value among other 

emotion classes. 

V. CONCLUSIONS 

This study examines the Lexicon based feature 
extraction on the emotion recognition dataset of 
Indonesian texts in the form of a corpus or dictionary 
called InSet Lexicon. The results in this study show an 
accuracy of 30%. The accuracy of this result is higher 

than the previous study that had the same dataset and 
classification. The difference in accuracy is influenced 
by the pre-processing stages carried out in both studies. 
However, it has less accuracy than feature extraction 
using TF-IDF which has an accuracy of 62% on the 
Random Forest classifier. In this study, each emotion 
class (Anger, Sadness, Happy, Fear, and Love) can be 
detected with the used classifier. The low accuracy 
value in the InSet lexicon is caused by the polarity 
value that is not influenced by the emotion labels in the 
dataset. Lexicon feature extraction using the Lexicon 
InSet, which usually provides high accuracy when used 
to analyze Indonesian sentiment, produces low 
accuracy in the emotion recognition dataset of 
Indonesian texts. 

We will examine and improve the current results for 

further research to achieve better performance. The 

researcher also suggests future studies to investigate the 

effect of class imbalance on the dataset for each text 

weighting scheme. The imbalance plays a significant 

role in creating a presupposition toward selecting the 

majority class in the emotion recognition dataset of 

Indonesian texts. 
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