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Abstract— COVID-19 is a new virus that first appeared 

in the year 2020 and is still currently plaguing our world. 

With the emergence of this virus, much information, both 

fake and real, has circulated in the internet. Fake 

information can lead to misleading information and 

cause a riot in society. In this paper, we aim to build a 

hoax detection system using the pre-trained transformer 

models BERT, RoBERTa, DeBERTa and Electra. From 

these four models, we will find which model gives the 

most accurate results. BERT gives a validation accuracy 

of 97.15% and test accuracy of 97.01%. RoBERTa gives 

a validation accuracy of 97.34% and test accuracy of 

97.15%. DeBERTa gives a test accuracy of 97.48% and a 

test accuracy of 97.25%. Lastly, Electra gives a validation 

accuracy of 97.95% and a test accuracy of 97.76%. 

Electra is one of the newer models and is proven to be the 

most accurate model in our experiment and the one we 

will choose to implement fake news detection. 

Index Terms— deep learning; fake news; fake news 

detection; hoax; hoax detection; pre-trained transformer 

model; transformer model. 

I. INTRODUCTION 

Since the start of the pandemic, millions of people 

have fallen victim and lost their lives. As of 17 June 

2022, according to WHO,  a total of 535,863,950 

confirmed cases and 6,314,972 deaths of COVID-19 

were reported [1]. In these two years, cases of COVID-

19 have stagnated and surged continuously, 

contributing to many deaths. A significant factor that 

has also played a part in the surge is the existence of 

hoaxes or misinformation that has prevented 

individuals from following the correct health protocols 

or treatment for the virus [2]. 

Some of the most persistent hoaxes on the internet 

are about the COVID-19 vaccines. People claim that a 

person will die within three years of receiving the 

vaccine. Another claim is that the vaccines contain 

magnetic chips to track our location. They even create 

videos showing proof that metals stick to them after 

vaccination. Although these informations are most 

definitely false,  a lack of, changing, or conflicting 

information also gives birth to these misinformation 

[2]. 

In modern natural language processing, pre-

training has become the standard approach. This is 

done by pre-training the model on large amounts of 

unlabelled data followed by fine-tuning using small 

and specific data sets [4]. A research paper on machine 

learning implementations for hoax detection [5] has 

shown that pre-trained transformer models such as 

BERT and RoBERTa have outperformed traditional 

deep learning models and neural networks such as 

CNN (Convolutional Neural Network). 

As such, this paper will focus on designing a 

COVID-19 hoax detection system by experimenting 

with four pre-trained deep learning models: BERT, 

RoBERTa, DeBERTa, and Electra. These four pre-

trained models will be compared, and one of the models 

will be chosen for implementation based on their best 

validation accuracy and test accuracy. 

II. LITERATURE REVIEW 

Based on the research of Oberiri Destiny Apuke 

and Bahiyah Omar (2020, 18 October), there are four 

factors of news sharing in the COVID-19 pandemic 

[3]. The first factor is altruism. Altruism refers to the 

human activity of presenting something to others 

without expecting something in return. By sharing the 

news, people feel the satisfaction of successfully 

contributing to their social surroundings. Social 

media's primary function is to create and maintain 

social interactions between its users. Content sharing is 

considered to be a form of participation in building 

relationships. Therefore, socialization is considered the 

second factor. 

A practice of making a perfect image on social 

media is called self-promotion. By sharing news they 

discover with others, they want to prove they are 

talented, capable and/or intelligent. To maintain this 

image, people develop the critical thinking of choosing 

which news is true and can be shared. The last factor is 

instant news sharing. People often share news on 

different platforms on social media without ensuring 

its factuality. This can be driven by fear and anxiety 

due to numerous news in the tense global conditions. 
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Three of the four factors mentioned above 

(altruism, socialization, and instant news sharing) are 

positively associated with fake news sharing. These 

factors are those that we cannot control; however, we 

can also use these attributes of society to our 

advantage. By propagating our fake news detector 

system, anyone can verify the news they hear on the 

internet and further spread the credibility to others. 

A hoax can be classified into seven categories: 

satire or parody, misleading content, imposter content, 

fabricated content, false connection, fake news, and 

manipulated content. The top three types of the most 

widely spread hoax are 1). Manipulated content (30%), 

2). Misleading content (28%), and 3). Fake news 

(18%) [6]. 

Fake news is low-quality news containing 

intentionally false information [3]. Health has become 

the most widely spread fake news topic (37% of the 

fake news takes up health as the topic) [6]. Fake news 

on health is very dangerous. It will lead people to 

improper ways of healthcare or/and will cause discredit 

to the medical world. 

The COVID-19 pandemic has caused thousands of 

deaths in various parts of the world. At the same time, 

this pandemic has brought another disaster in our 

society, called the ‘infodemic’ or an abundance of false 

information circulating during the pandemic. The 

misinformation has proliferated widely on social 

media. This false information ranges from fake cures, 

conspiracies, or dangerous health advice. The large 

number of deaths caused by the virus is attributed to 

the virus itself and to the wrong or even late medical 

treatment due to hoaxes spreading online [7]. This is 

why we need to be able to distinguish between fake and 

factual information. However, we humans can be 

influenced by emotions such as fear, panic, and 

sadness, making rational decisions difficult, 

particularly during these difficult times. As such, by 

creating a hoax detection system, we can rely on it to 

find out whether particular information is credible 

without further questioning the reliability of choice. 

Since the deep learning concept was created, 

researchers have designed multiple systems for fake 

news detection. At first, research on fake news 

detection mainly used traditional machine learning 

models such as Support Vector Machine, Naive Bayes, 

and Logistic Regression [8] [9] [10]. Later on, deep 

learning models such as Convolutional Neural 

Network and  Long Short Term Memory Network were 

used [8] [9] [11] [12] [13] [14] [15]. Recently, pre-

trained transformer models were developed and found 

to be more accurate than the other models. Pre-trained 

models were created to be more efficient than other 

deep learning models. They were also proven to be 

more accurate when trained using small datasets, 

making them suitable for fake news detection [16]. 

Therefore, we have concluded that most 

researchers utilize pre-trained transformer models for 

fake news detection. Although old neural network 

models such as CNN and RNN are still used, pre-

trained transformer models have proven to be more 

efficient and accurate due to their improvements [17]. 

Transformer models started with the invention of 

BERT [13] [18] [19] [20] [21] [22] during 2018 [23], 

followed by its variations such as BART [24], 

ROBERTa [5] [18] [22] [25] [26], DeBERTa [18] [26] 

and Electra [21] [22] [27]. 

In this paper, we will conduct our experiment using 

BERT, RoBERTa, DeBERTa and Electra. After 

comparing the results, we will opt for the most accurate 

model. 

III. MATERIAL AND METHOD 

A. Data Set 

The data set consists of English tweets about 

COVID-19 taken in 2020, which have been checked in 

advance for their correctness. The dataset compiled has 

been taken from a popular dataset website, Kaggle. The 

dataset has been classified into two classes that are - real 

and fake. The total data consists of 10700 news items, 

37050 words, and 5141 common words in fake and real 

news data. From the data collected, 52% are classified 

as real news and 48% as fake news. The data has been 

collected from 880 unique usernames. Table I contains 

2 sample data from the COVID-19 news dataset. 

TABLE I.  SAMPLE NEWS DATA 

ID Tweet Label 

1 Our daily update is published. States reported 734k 

tests, 39k new cases, and 532 deaths. Current 
hospitalizations fell below 30k for the first time 

since June 22. https://t.co/wzSYMe0Sht 

Real 

2 Alfalfa is the only cure for COVID-19. fake 

B. Methodology 

1) Text Pre-Processing 

Text pre-processing is a process in which text data 

is converted to be more structured so that the data can 

be used for analysis or prediction. In this paper, we use 

nltk, pre-processor, and tweet-preprocessing library 

from python. Basically, those libraries did data cleaning 

such as removing stopwords, stemming, lemmatization, 

remove punctuation, lower-casing, remove numbers, 

and over spaces or ticks. 

2) Tokenization 

Tokenization is an activity of splitting an entire text 

into small units, also known as tokens. In this paper, we 

will use the tokenization concept already pre-trained 

from each transformer model we will use. 

3) Text Pre-Processing 
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The deep learning model used will be the 

transformer models BERT, DEBERTa, ROBERTa, and 

Electra, which have been pre-trained. The dataset will 

be grouped into 32 batches and ten epochs with 0.00002 

learning rate. 

• BERT (Bidirectional Encoder Representations from 

Transformers) 

BERT is a transformer model designed to pre-train 

deep bidirectional representations from the dataset by 

reading the entire sequence of text at once. In this way, 

the model will be able to learn the context of the word 

based on the left and right context. Correspondingly, the 

model can be fine-tuned based on the dataset provided 

to be used for many different tasks, such as language 

translation, question answering, or in our case, fake 

news detection [28]. 

• RoBERTa (Robustly Optimized BERT Pre-training 

Approach) 

RoBERTa is a pre-trained encoder model that was 

built on BERT’s language masking strategy. This 

model further optimizes BERT’s architecture to shorten 

the pre-training time. RoBERTa is implemented in 

PyTorch, in which the main hyperparameter of BERT 

is modified, BERT’s next-sentence pre-training 

objective is deleted and training is done with bigger 

batches and longer sequences. This enables RoBERTa 

to focus more on the language masking strategy 

objective compared to BERT [29]. 

• DeBERTa (Decoding-enhanced BERT with 

disentangled attention) 

DeBERTa is a transformer model that further 

optimises both the BERT and RoBERTa model using 

two techniques. First, the disentangled attention 

mechanism is used, in which the content and position 

of every word are converted and stored into two vectors, 

respectively. Next, the attention weights are calculated 

using disentangled matrices based on the acquired 

contents and relative position. The following technique 

incorporates absolute positions in the decoding layer 

using an enhanced mask decoder. This is done to predict 

the masked tokens during the pre-training process. 

Furthermore, to improve the models’ generalization, a 

newer virtual adversarial training method is 

implemented for fine-tuning [30]. 

• Electra 

Google’s engineers develop Electra. Electra uses a 

different pre-training approach that takes advantage of 

BERT, but more effectively [31]. 

IV. RESULT AND DISCUSSION 

As mentioned before, the models used will be 

BERT, DEBERTa, ROBERTa, and Electra. The final 

model that will be implemented will be the model with 

the best validation accuracy from the ten epochs. The 

model will then be run with the dataset and compared 

with the actual result. 

A. BERT (Bidirectional Encoder Representations 

from Transformers) 

Figure 1 and Figure 2 illustrate the training loss 

graph and the validation accuracy graph respectively, of 

the dataset using the BERT model. The training loss 

graph indicates how well the model fits with the 

training data, shown by each epoch. The validation 

accuracy graph indicated how accurate the model is 

when tested with the validation data, also shown by 

each epoch. 

 

Fig. 1. Training Loss graph of BERT 

 

Fig. 2. Validation Accuracy graph of BERT 

From Figure 2, we can infer that the best validation 

accuracy reaches a value of  97.15485074626866%. 

The test accuracy is then calculated by dividing the 

number of correct predictions by the total number of 

data, which results in 97.00826226012792%. 

B. RoBERTa (Robustly Optimized BERT Pre-training 

Approach) 

Figure 3 and Figure 4 define the training loss graph 

and the validation accuracy graph, respectively, of the 

dataset using the RoBERTa  model. The training loss 

graph indicates how well the model fits with the 

training data, shown by each epoch. The validation 

accuracy graph indicated how accurate the model is 

when tested with the validation data, also shown by 

each epoch. 
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Fig. 3. Training Loss graph of RoBERTa 

 

Fig. 4. Validation Accuracy graph of RoBERTa 

From Figure 4, we can infer that the best validation 

accuracy reaches a value of 97.34141791044776%. The 

test accuracy is then calculated by dividing the number 

of correct predictions by the total number of data, which 

results in 97.15485074626866%. 

C. DeBERTa (Decoding-enhanced BERT with 

disentangled attention) 

Figure 5 and Figure 6 illustrate the training loss 

graph and the validation accuracy graph, respectively, 

of the dataset using the DeBERTa model. The training 

loss graph indicates how well the model fits with the 

training data, shown by each epoch. The validation 

accuracy graph indicated how accurate the model is 

when tested with the validation data, also shown by 

each epoch. 

 

Fig. 5. Training Loss graph of DeBERTa 

 

Fig. 6. Validation Accuracy graph of DeBERTa 

From Figure 6, we can infer that the best validation 

accuracy reaches a value of  97.48134328358209%. 

The test accuracy is then calculated, by dividing the 

number of correct predictions by the total number of 

data, which results in 97.2481343283582%. 

D. Electra 

Figure 7 and Figure 8 illustrate the training loss 

graph and the validation accuracy graph respectively, of 

the dataset using the Electra model. The training loss 

graph indicates how well the model fits with the 

training data, shown by each epoch. The validation 

accuracy graph indicated how accurate the model is 

when tested with the validation data, also shown by 

each epoch. 

 

Fig. 7. Training Loss graph of Electra 

 

Fig. 8. Validation Accuracy graph of Electra 
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From Figure 8, we can infer that the best validation 

accuracy reaches a value of  97.94776119402985%. 

The test accuracy is then calculated by dividing the 

number of correct predictions by the total number of 

data, which results in 97.76119402985076%. 

E. Discussion 

TABLE II.  VALIDATION ACCURACY AND TEST ACCURACY 

Model Accuracy Best Validation Best Test Accuracy 

BERT 97.15% 97.01% 

DeBERTa 97.48% 97.25% 

RoBERTa 97.34% 97.15% 

Electra 97.95% 97.76% 

 

Table II summarizes the validation accuracy and 

test accuracy results obtained from the experiments. 

From the table, we can conclude that Electra provides 

the best validation accuracy and test accuracy compared 

to BERT, DEBERTa, and ROBERTa. This is because 

Electra implements a pre-training task called Replaced 

Token Detection (RTD) which will train the model 

towards two outputs - real and fake. This task makes 

Electra a better,  more suitable, and efficient model for 

implementing a fake news detection model. Although 

our experiments have shown that pre-trained 

transformer models are highly accurate, note that we 

have chosen to focus on a specific topic for hoax 

detection. Future researchers should aim to create a 

more general hoax detector system that can detect false 

information from any category or topic. 

V. CONCLUSIONS 

Of the four models, the best results on validation 

and test data were obtained using the Electra model 

with epoch 7. This model can still be improved by 

increasing the number of iterations on the epoch to get 

a more stable training loss, then validation is carried out 

at each epoch with cross validation. Future researchers 

should aim to create a more general hoax detector 

system that can detect false information from any 

category or topic. 
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