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Abstract—The increasing competitiveness in the 

music industry is giving some musicians disadvantages. 
Musicians need to pay more attention to the factors that 
influence the popularity of a song, so their song can be 
popular and they can gain a lot of profit. One of the 
various factors that can affect a song's popularity is the 
lyrics. The influence of the lyrics can be explored through 
sentiment analysis. Sentiment analysis is a computing 
study that identifies sentiments or emotions in a text. By 
conducting sentiment analysis on the lyrics, song 
popularity can be predicted. Based on the prediction 
result, songwriters can evaluate their lyrics, so their songs 
can be popular. Bidirectional Encoder Representations 
from Transformers (BERT) is an excellent algorithm in 
terms of sentiment analysis. In this study, a BERT model 
was developed to predict the song's popularity, based on 
the sentiment analysis of the song lyrics. The popularity 
class of a song will be predicted, based on the results of 
lyrics sentiment analysis. The developed model is a model 
that has been trained with English songs. Based on the 
experiment, the model that used the oversampling 
method achieved an accuracy of 87%, precision of 88%, 
recall of 87%, and f1-score of 87%. 

Index Terms—bidirectional encoder representations 
from transformers; machine learning; sentiment 
analysis; song popularity 

I. INTRODUCTION 

Music streaming platforms have contributed to the 
increasing public consumption of music, by providing 
easier access to a wide range of songs. However, the 
presence of music streaming platforms may not benefit 
all musicians. According to United Kingdom’s market 
competition observers, competition within the music 
industry has become tougher because of the music 
streaming platforms. Only a small part of the musicians 
affiliated with renowned music labels get advantages 
from the music streaming system, while the majority 
of musicians get disadvantages [1]. To address this 
issue, musicians need to develop new strategies and 
pay more attention to song’s popularity factors, so that 
their songs appeal to public and generates substantial 
profits. 

Various factors can contribute to a song’s 
popularity, including the lyrics. Lyrics can 
significantly influence a song’s popularity. Songs with 
specific lyrical patterns are preferred by the 
community, thus gaining popularity [2]. Deep learning 

studies have shown that lyric features have a 
significant impact on song popularity, even more than 
audio features [3]. Consequently, incorporating lyric 
features into song popularity prediction enhances 
accuracy, compared to predictions solely based on 
audio features [3-4]. The role of lyrics in a song’s 
popularity can be explored through sentiment analysis 
of the song’s lyrics. Sentiment analysis is a 
computational study that focuses on the sentiment or 
emotions conveyed in text. Predicting song popularity 
using sentiment analysis on the lyrics and analysis on 
the audio features resulted in higher accuracy 
compared to predictions based solely on audio features. 
With Naive Bayes, 51% of accuracy can be achieved 
[5]. In other study which focusing on lyrics, song 
popularity prediction achieved an accuracy of 73% 
using BERT [6]. 

Bidirectional Encoder Representations from 
Transformers (BERT), a pretrained language model, a 
deep learning algorithm introduced by Google in 2018, 
has emerged as a prominent tool in Natural Language 
Processing (NLP) tasks [7]. BERT has been 
extensively used in sentiment analysis research. It has 
outperformed Naive Bayes, Long Short Term Memory 
(LSTM), and Support Vector Machine (SVM) in 
sentiment analysis of customer reviews on Amazon 
[8]. Similar results have been found in product review 
studies in e-commerce, where BERT outperformed 
Recurrent Neural Network (RNN), LSTM, and Gated 
Recurrent Unit (GRU) models [9]. BERT’s 
performance remains highly competitive even against 
newer NLP models, BERT often surpassing them. For 
instance, in the analysis of public sentiment regarding 
the Human Papillomavirus (HPV) vaccine on Twitter, 
BERT outperformed the Generative Pre-trained 
Transformer (GPT) [10]. Therefore, BERT is an 
excellent algorithm for sentiment analysis [11]. 

This study aims to develop a BERT-based model 
for predicting song popularity based on sentiment 
analysis of the lyrics. The study addresses the need of 
musicians to develop famous songs by considering the 
lyrical aspect. Songwriters can evaluate their lyrics 
based on the prediction results, to ensure that their 
songs resonate well with audiences and have higher 
chances to become popular. BERT is used in this 
research since it is superior for sentiment analysis 
tasks. Additionally, this research served as the 
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following research of a previous study where it was 
possible to reach an accuracy of 73%, in predicting 
song’s popularity using BERT [6]. This study mainly 
focuses on English songs. In this study, a dataset which 
consists of 52,278 English songs was used. The 
performance of the model is evaluated using accuracy, 
precision, recall, and f1-score. 

II. LITERATURE REVIEW 

A. Song Lyrics 

Song lyrics are literature in the form of short poetry 
that conveys the emotions of the songwriter. Lyrics are 
used as a medium to express the thoughts and feelings 
of the songwriter to the listeners. Through lyrics, the 
songwriter can communicate their message to a wide 
audience [12]. 

Specifically, song lyrics are short poems composed 
with specific structures and rules, related to the music 
and the singer of the song [12]. Song lyrics fall into the 
category of modern poetry in terms of poetic structure 
because there are no strict rules regarding rhyme, lines, 
and stanzas in writing song lyrics. Songwriters have 
more freedom in writing lyrics, allowing them to 
develop songs according to their preferences [13]. 

B. Sentiment Analysis 

Sentiment analysis is a computational study that 
examines the sentiment or emotions expressed in a 
text. Through sentiment analysis, the polarity of a text 
can be determined, whether it is positive, negative, or 
neutral. This polarity value determines the sentiment, 
emotions, and expressions present in the text, which 
can be classified as positive, negative, or neutral [14]. 
Sentiment analysis is also referred to as opinion 
mining, as it involves analyzing the opinions in a text. 
Through this process, opinions can be classified as 
positive or negative [15]. 

Sentiment analysis can be applied to opinion texts 
about various topics, products, services, organizations, 
individuals, and other subjects. By conducting 
sentiment analysis, valuable insights can be derived 
regarding individuals' expressions, emotions, and 
attitudes towards the specific subject matter. 
Furthermore, the results of sentiment analysis can be 
transformed into ratings, where opinion texts can be 
assigned the corresponding rating values [16]. 

C. Preprocessing 

The preprocessing stage is a crucial step in 
developing Natural Language Processing (NLP) 
models. It involves data manipulation to become more 
structured and ready for further analysis [17]. Several 
tasks are performed during the preprocessing stage, 
including data cleaning, case folding, stopwords 
removal, and lemmatization [18 - 19]. 

1) Data Cleaning: Data cleaning consists of removing 
numbers, symbols, and irrelevant characters from 
the text. Non-alphabetic characters are eliminated 
to prevent interference with the research objectives. 
Additionally, single characters and excessive 
whitespaces are removed from the text, resulting in 
a more organized text structure [17]. 

2) Case Folding: Case folding involves converting the 
text into a uniform format, either lowercase or 
uppercase [19]. This normalization ensures 
consistency in the text and facilitates easier 
classification processes. 

3) Stopwords Removal: Stopwords refer to commonly 
occurring words that do not have significant 
meaning. During the stopwords removal process, 
these unimportant and commonly occurring words 
are eliminated from the text. Less relevant words 
are identified, marked, and subsequently removed, 
leading to a cleaner text corpus [18]. 

4) Lemmatization: Lemmatization is the process of 
transforming a word into its root form [19]. By 
applying lemmatization, affixes at the beginning, 
middle, or end of a word can be stripped away, 
reducing words to their base form. 

D. Bidirectional Encoder Representations from 
Transformers (BERT) 

Bidirectional Encoder Representations from 
Transformers (BERT) is a pre-trained language model, 
a deep learning model used in Natural Language 
Processing (NLP) projects [7]. BERT possesses the 
capability to handle various downstream tasks, which 
are specific functions that can generate desired outputs. 
An example of a downstream task is question 
answering. To execute downstream tasks, the BERT 
model requires a sequence of tokenized input. The 
[CLS] token represents the first token in the sequence, 
serving as a representation of the entire sequence, 
while the [SEP] token is used to separate different 
segments within a sequence. The [CLS] token is a 
special token that employed at the beginning of the 
sequence [11]. 

 

 

Fig. 1. BERT input representation [11] 

The tokenization process involves token 
embeddings, segment embeddings, and position 
embeddings. In the token embedding process, the input 
text is transformed into vectors using WordPiece 
embedding. With segment embeddings, tokens within 
the sequence are grouped according to their respective 
segments. Segments in a sequence can be separated 
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using the [SEP] token. In the position embeddings 
process, token positions are referenced based on their 
sequential order within the sequence [7], [11]. 

BERT modeling consists of two stages: pre-
training and fine-tuning. During the pre-training stage, 
unlabeled data is trained using two unsupervised tasks: 
masked language model (MLM) and the next sentence 
prediction (NSP). In the fine-tuning stage, the pre-
trained model is further adapted to perform more 
specific classification tasks (downstream tasks). The 
constructed BERT model is a multi-layer bidirectional 
transformer encoder, which consists of 12 layers, 768 
hidden states, and 12 self-attention heads [11]. 

In the pre-training stage, text representations are 
processed in two different directions, both left-to-right 
and right-to-left, using the masked language model 
(MLM) method. The purpose of MLM in BERT is to 
randomly mask input tokens, replace them with the 
[MASK] token, then predict the masked tokens [11]. 
The model predicts the masked tokens by considering 
the contextual information from both left and right of 
the masked words. This bidirectional strategy enhances 
the extraction and the learning process of text features 
during pre-training [20]. After MLM, the next sentence 
prediction (NSP) was performed. NSP enables BERT 
to discover the relationship between one sentence and 
another [20]. BERT excels at sentiment analysis 
compared to many other NLP models, by conducting 
MLM and NSP [11]. 

In the fine-tuning stage, the pre-trained BERT 
model is further adapted to more specific tasks 
(downstream tasks). Specific inputs and outputs are fed 
into the BERT model, and the model parameters are 
adjusted to produce the desired output. The [CLS] 
token representation is specifically fed into the output 
layer for classification tasks, such as sentiment 
analysis. Hence, the BERT model can perform 
sentiment analysis [11]. 

 

Fig. 2. BERT modeling stages [11] 

E. Evaluation Metrics 

Evaluation metrics are metrics that can be used to 
measure sentiment analysis performance [7]. The 
metric is derived from the analysis of the confusion 
matrix, which compares the predicted values to the 
actual values obtained from sentiment analysis model. 
From the confusion matrix, we can determine the true 
positive (TP), true negative (TN), false positive (FP), 
and false negative (FN) values. These values are used 
to calculate the accuracy, precision, recall, and f1-score 
of a sentiment analysis model [21]. 

Accuracy is an indicator that measures the overall 
correctness of a model in predicting labels. The 
calculation is shown in [21, eq. (1)]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
்ேା

்௉ାி௉ା்ேାிே
            (1) 

Precision is an indicator that measures the success 
of a model in predicting positive elements and how 
trustworthy a model when it predicts an element as a 
positive. The calculation is shown in [21, eq. (2)]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
்௉

்௉ାி௉
     (2) 

Recall is an indicator that measures the accuracy of 
the model in predicting positive elements. The 
calculation is shown in [21, eq. (3)]. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
்௉

்௉ାிே
   (3) 

 F1-score is an indicator that measures the overall 
performance of the model by calculating the harmonic 
mean of precision and recall. It provides a balanced 
comparison between precision and recall. The 
calculation is shown in [21, eq. (4)]. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ∙  
௣௥௘௖௜௦௜௢௡ ∙௥௘௖௔௟௟

௣௥௘௖௜௦௜௢௡ ା௥௘௖௔௟௟
  (4) 

II. METHODOLOGY 

A. Data 

This research is using SpotGenTrack dataset, a 
dataset that consists of songs available on Spotify [22]. 
This dataset is obtained from Kaggle [23]. Since this 
study is mainly focused on English songs, only English 
songs data that were used. By preprocessing the data, 
52,278 English songs were found and used for the rest 
of the study. 

B. Data Labeling 

Data labeling is a classification process, assigning 
specific labels to the data. In this research, songs are 
classified based on their popularity index. Based on the 
popularity index, songs are classified into less popular, 
quite popular, and very popular. The songs were 
classified based on their popularity index, which 
ranges from 0 to 100. Songs with 0-33 popularity score 
were classified as less popular songs, 34-66 as quite 
popular songs, and 67-100 as very popular songs. 

C. Preprocessing 

Initially, the language of the lyrics is identified 
using Langdetect, then non-English songs are removed 
from the dataset. After that, the lyrics undergo several 
preprocessing steps, such as data cleaning, case 
folding, stopwords removal, and lemmatization. In the 
data cleaning process, all non-alphabetic characters are 
removed from the lyrics. Then, all of the letters in the 
lyrics are converted to lowercase. Words that have 
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insignificant meaning (stopwords) are also removed 
from the lyrics using the NLTK. Additionally, the 
words in the lyrics are lemmatized using the NLTK. 
Afterward, the lyrics are tokenized to ensure the input 
requirements of the BERT model. 

D. Data Splitting 

The dataset is divided into two separate dataset, the 
training dataset and the testing dataset. The training 
dataset is used to train the model, while the testing 
dataset is used to evaluate the performance of the 
developed model. The data splitting with 80:20 ratio 
has been commonly used in BERT modeling. This 
ratio allows the model to achieve optimal performance 
[24 - 25]. Therefore, the dataset is split into 80% for 
the training dataset and 20% for the testing dataset in 
this research. 

E. Modeling 

Fig. 1 shows the overall of the performed steps in 
this study. The song lyrics got preprocessed and 
tokenized to be the BERT-based model’s input. In this 
study, a bert-based-uncased model was used. This 
model takes the token representations of the input text 
as input. The output of the BERT model is passed 
through a softmax classifier layer, which produces 
song popularity classes as output. 

 

 

Fig. 3. BERT model architecture 

The model’s performance then got evaluated using 
accuracy, precision, recall, and f1-score, as the 
indicators. 

III.   RESULTS AND ANALYSIS 

A. Implementation 

This study is using SpotGenTrack dataset, a dataset 
that consists of songs available on Spotify from many 

countries [23]. The songs were classified based on their 
popularity index. Songs with 0-33 popularity score 
were classified as less popular songs, 34-66 as quite 
popular songs, and 67-100 as very popular songs. 

After the songs got labeled, the dataset got 
preprocessed. The language of song lyrics got 
identified, then the dataset was filtered so it only 
contains English songs. There are 52.278 English 
songs data in the dataset. After that, not useful 
characters were removed from the dataset. The dataset 
also got case folded, so the lyrics were turned into 
lowercase. Afterwards, the stopwords from the lyrics 
got identified and removed. Additionally, the lyrics' 
form also got identified using Part of Speech (POS) 
Tagging. After the words got tagged, the words got 
reduced into their root form. 

The lyrics got tokenized using tokenizer, which 
included a pre-trained BERT model. With using 
BERT-based-uncased AutoTokenizer which was 
provided by HuggingFace, we could get the input ids 
and attention masks. Input ids and attention masks 
were needed as the input for the BERT model. After 
passing the preprocess stages, the dataset was split into 
training dataset and testing dataset. The training dataset 
was used to train the model. Initially, BERT-based-
uncased pre-trained models were imported. The model 
would receive input ids and attention masks as inputs. 
There is an additional softmax classifier layer, to 
produce the output. The output node with the highest 
probability is then chosen as the predicted label for the 
input. In this case, the predicted label is the popularity 
class, whether it’s less popular, quite popular, or very 
popular. This model was designed to process 128 
tokens. It’s using Adam optimizer, with 3e-5 learning 
rate. The model’s batch size is 32 and trained within 15 
epochs. 

Models that have been trained were tested using a 
testing dataset, then got evaluated using accuracy, 
precision, recall and f1-score as the indicators. Model’s 
performance could also be studied using a confusion 
matrix. Experiments were conducted to produce model 
with the best performance. The best model would be 
implemented in the form of a website application. Fig 
4. and Fig 5. are the display of the website application 
that were built. 

 

Fig. 4. First part of the application 
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Fig. 5. Second part of the application 

B. Experiments 

To obtain the best performing model, the modeling 
process is performed multiple times with different 
approaches, such as the inclusion or exclusion of 
stopwords removal and lemmatization. Stopword 
removal and lemmatization are common steps in NLP 
modeling and generally improve model performance. 
However, this may not apply to BERT modeling. 
Further testing is needed to evaluate the effects of 
stopwords removal and lemmatization in the context of 
this study. 

Additionally, the data distribution of the dataset 
can affect the model’s performance. If we examine 
the graph, it can be determined that the dataset is 
imbalanced. Imbalanced dataset can negatively 
impact the model’s performance. Undersampling and 
oversampling techniques can be applied to address 
this issue. The dataset’s class distribution is 
visualized on Fig 6. 

 

Fig. 6. The dataset’s class distribution 

Based on the explanations above, a series of 
experimental scenarios were conducted to model the 
prediction of song popularity using BERT. The 
performance of the model was evaluated using 
accuracy, precision, recall, and f1-score. 

1) Without Stopwords Removal and Lemmatization: 
In the first experiment, the dataset underwent all 
preprocessing steps except stopwords removal and 
lemmatization. The model’s performance can be 
evaluated using the confusion matrix. From the 
confusion matrix, accuracy, precision, recall, and 
f1-score can be calculated. In this experiment, 
BERT model achieved accuracy of 84%, precision 

of 84%, recall of 84%, and f1-score of 83%. The 
confusion matrix of this experiment can be 
examined on Fig 7. 

 

Fig. 7. Confusion matrix for first experiment 

2) With Stopwords Removal and Lemmatization: In 
the second experiment, the dataset underwent all 
preprocessing steps, including stopwords removal 
and lemmatization. In this experiment, BERT 
model achieved accuracy of 84%, precision of 
84%, recall of 84%, and f1-score of 84%. The 
confusion matrix of this experiment can be 
examined on Fig 8. 

 

Fig. 8. Confusion matrix for second experiment 

If we compare the BERT model’s performance 
with and without stopwords removal and 
lemmatization, it can be determined that stopwords 
removal and lemmatization have insignificant 
impact on BERT model’s performance. Both 
models achieved similar accuracy, precision, and 
recall values. However, since the model with 
stopwords removal and lemmatization performs 
slightly better, stopwords removal and 
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lemmatization were applied in the next 
experiments. 

3) With Stopwords Removal, Lemmatization and 
Undersampling: In the third experiment, the dataset 
underwent stopwords removal, lemmatization and 
undersampling. In this experiment, BERT model 
achieved accuracy of 85%, precision of 85%, recall 
of 85%, and f1-score of 85%. The confusion matrix 
of this experiment can be examined on Fig 9. 

 

Fig. 9. Confusion matrix for third experiment 

When compared to the previous model’s 
performance, it is shown that the model with 
undersampling performs better. This can be 
concluded from the higher accuracy, precision, 
recall, and f1-score achieved by the model with 
undersampling. 

4) With Stopwords Removal, Lemmatization and 
Oversampling: In the last experiment, the dataset 
underwent stopwords removal, lemmatization and 
oversampling. In this experiment, BERT model 
achieved accuracy of 87%, precision of 88%, recall 
of 87%, and f1-score of 87%. The confusion matrix 
of this experiment can be examined on Fig 10. 

 

Fig. 10. Confusion matrix for fourth experiment 

When compared to model with undersampling, it is 
shown that model with oversampling achieved higher 
accuracy, precision, recall, and f1-score. With that, it 
is concluded that model with oversampling perform 
better. 

C. Evaluation 

Based on the experiment results, it can be 
concluded that the model developed in the fourth 
scenario, which using stopwords removal, 
lemmatization and oversampling method, exhibits the 
best performance. This model achieved an accuracy of 
87%, precision of 88%, recall of 87%, and f1-score of 
87%. This is the model that will be implemented in the 
song popularity prediction website application. Thus, 
the BERT model for predicting song popularity based 
on sentiment analysis of lyrics has been successfully 
developed. Furthermore, performance of the different 
models from the trials can be observed in Table 1. 

TABLE I.  EVALUATION  METRICS  VALUE  FOR  THE 
EXPERIMENTS 

Exper
iment

s 

Accur
acy 

Precis
ion 

Recall F1-
Score 

1 84% 84% 84% 83% 
2 84% 84% 84% 84% 
3 85% 85% 85% 85% 
4 87% 88% 87% 87% 

III. CONCLUSION 

In this study, a model was successfully developed 
to predict the popularity of songs, based on song lyrics 
sentiment analysis using Bidirectional Encoder 
Representations from Transformers (BERT) 
algorithm. This study used the SpotGenTrack dataset, 
which contained 52,278 English songs data. By 
performing preprocessing and oversampling on the 
training data, the model achieved an accuracy of 87%, 
precision of 88%, recall of 87%, and an f1-score of 
87%. This study outperformed previous study, which 
only achieved an accuracy of 73% with BERT [6]. 

IV. FUTURE WORKS 

This research could be improved to deliver better 
results in the future. In this study, a model was 
successfully developed to predict the popularity of 
songs, based on English song lyrics sentiment analysis 
using Bidirectional Encoder Representations from 
Transformers (BERT) algorithm. In the future, studies 
about predicting song popularity, which consists of 
non-English lyrics or lyrics with multiple languages 
could be conducted. Furthermore, deep learning 
models could be developed to process a larger number 
of input tokens. Because of limited resources, this 
research produced a model that could process only 128 
tokens, meanwhile song lyrics could have many more 
word tokens. Additionally, songs popularity prediction 
might include other features such as audio features and 
artists influences, besides of the lyrics. With 
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combining more features, song popularity prediction 
accuracy might be increased. 
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