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Abstract—The result of this study indicate that the 
development of technology in the field of journalism has 
grown very rapidly. However, there are still frequent 
deviations in language usage on online news portal, 
particularly in terms of spelling and word usage. Spelling 
mistake in news articles can cause the information to be 
unclear and ambiguous. Based on these issues, a study 
was conducted to create a model to detects typos in 
Bahasa Indonesia. This model was conducted to create 
model to detect typos in Bahasa Indonesia. This model 
was created using the Random Forest algorithm. The 
Random Forest algorithm works by constructing several 
decision decisions tree and then combining the decisions 
from each tree, taking the majority vote from the 
predictions of each tree to produce stable and accurate 
prediction. The result of this study show that the model 
achieved an accuracy of 100%. However, it should be 
noted that this 100% result means that the model is able 
to detect words that are already present in the dataset. 
Based on the evaluation results, since the detected words 
were contained in the dataset, the accuracy reported is 
100%. The model successfully detects typos in 
Tribunnews news articles. 

Index Terms—detection; news articles; random forest 
algorithm; type error 

I. INTRODUCTION 

Nowadays, technology has developed very rapidly. 
Technology comes with the aim to help make it easier 
for humans to do their daily work. One field that has 
experience significant technological development is 
journalism. In the past, news media primarily relied on 
the print media to disseminate news, requiring people 
to read newspapers or other printed publications. 
However, with advancements in technology, news can 
now be spread online, including through websites. This 
allows people to access news easily and freely, anytime 
and anywhere. News itself a report about a recent event 
or the latest information regarding an event. In other 
words, news consists of interesting facts or important 
information conveyed to the public through various 
media channels [1]. 

In journalism, language is used to convey precise 
and accurate information to the public through mass 
media [2]. One of the functions of language is as a tool 
for communication so that the use of language, 
especially Indonesian, must use good and correct 
spelling based on existing rules. Spelling itself is a 
procedure for using words, sentences, and punctuation 
both in oral and written form [3].  

Technological developments in the field of 
journalism have developed very rapidly, but there are 
still frequent deviations from the language on online 
news portals. Usually, this can be seen from the aspect 
of using spelling and words that are not in accordance 
with the established writing rules and this is not 
uncommon in online news portals [4]. This can occur 
due to the speed of the news dissemination itself, which 
usually causes errors when typing the news and also 
when it is in the editing process. Spelling errors that 
occur in the news can cause the information contained 
in the news to be unclear and ambiguous [5]. In 
research that has been conducted related to the analysis 
of language errors on online news portals with a case 
study of the Suara.com online news portal and research 
related to word writing and punctuation errors in online 
news, it is concluded that there are still many typing 
errors in the news [6] [7].  
 Based on the existing problems, research was 
conducted to detect type error on online news portals 
which in this study will use news from the Tribunnews 
news portal namely U-Tapis Sal-Tik. This is because 
there are requests from partners regarding the creation 
of several modules and one of them is a module for 
detecting type error. There is a reason why Tribunnews 
wants to make this module, namely because 
Tribunnews uploads 3000 to 5000 articles a day and 
each reporter is required to write 20 articles. With such 
a large amount of production, the possibility of errors 
in publishing is great. Language errors in news can 
reduce the credibility and public trust in the 
information presented by the media. Tribunnews itself 
is the number one online news portal in Indonesia 
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managed by PT Tribun Digital Online. 
Tribunnews.com has a network that has spread 
throughout Indonesia called Tribun Network [8]. 

U-tapis already conducted before in 2020 until 
2023  [9-13]. The research that has been done is the 
detection of misspelled words using the Jaccard 
similarity algorithm where this research found an 
accuracy rate of 93.2% [14]. Then there is also research 
on detecting the use of conjunctions using the cosine 
similarity algorithm where this research found an 
accuracy rate of 92.2% [15]. 

This type error detection research will use the 
random forest algorithm. The reason why this research 
uses the random forest algorithm is because random 
forest is one of the algorithms in ensemble learning that 
is used to classify large data sets. In addition, there are 
several advantages of this algorithm, such as having 
good accuracy results, relatively strong against outliers 
and noise, simple and easy to parallelize [16]. In 
several studies that have been conducted related to text 
classification also show that the random forest 
algorithm has a fairly high accuracy rate such as 
sentiment analysis of the Ruangguru application which 
has an accuracy rate of 97.16% [17] and fake news 
detection which has an accuracy rate of 84% [18]. 

The detection model created can detect by learning 
from new data that has been trained so that the model 
can increase its knowledge so that it does not detect by 
matching words or string matching. In addition, the 
model does not only detect type error, but it can also 
provide suggestions for word correction from type 
error that have been previously detected by the model. 

By doing this research, it is hoped that it can detect 
type error properly and correctly so that it can help 
news writers in checking type error in the news articles 
written. Then also with the success of this research, it 
is hoped that the information contained in the news 
articles written can be conveyed properly to readers. 

II. METHODS 

A. Type Error  

Type error is an error that occurs during the process 
of typing text and can change the meaning of a word 
and even the meaning of a sentence [18]. The 
occurrence of type error can cause information not to be 
conveyed properly to the reader and can also cause 
misunderstanding of the information provided to the 
reader. 

B. Online News Portal 

Online News Portal is a site or web page that 
contains various types of news, such as politics, 
economics, social, culture to entertainment that is hard 
news and soft news [19]. 

C. Text Preprocessing  

Text Preprocessing is a process that aims to select 
text data so that it will be more structured [20]. In text 

preprocessing, there are several steps that need to be 
done, including the following. 

 Case Folding, is a process that aims to convert 
all characters into lowercase letters and also 
eliminate characters that do not include letters 
[21]. 

 Tokenizing, is a process for breaking 
sentences into words [22]. 

 Filtering, is an advanced stage of tokenizing 
where this stage is used to select important 
words from the tokenizing results that have 
been done previously by removing words that 
cannot be used or can also be called 
stopwords [23]. 

 Stemming, the process of changing a word 
into its base form [23]. 

D. Decision Tree 

Decision tree is a method for classification using a 
representation of a tree structure where each node 
represents the attribute, then the branches represent the 
value of the attribute and the leaves represent the class 
[24].  

 

 

Fig. 1. Decision tree diagram [30] 

Fig 1 is a diagram of a decision tree. As can be 
seen in Figure 1, the nodes in the decision tree are 
divided into three types, including the following [24]. 

 Root Node is the node located at the very top 
where this node has no input and allows it to 
have no output but it is also possible to have 
more than one output. 

 Internal Node is a branching node. This node 
has one input and has an output. In the internal 
node, entropy calculation is performed. 
Entropy serves to measure the level of 
uncertainty or impurity of the attribute [25]. 
After determining the entropy, the calculation 
of the gain of each attribute is carried out. 
Gain is a value used to select attributes to 
generate new nodes. The following is the 
formula for calculating entropy and gain [25]. 

 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺) =  ∑ − 𝒑𝒊 ∗ 𝒍𝒐𝒈𝟐∗ 𝒑𝒊𝒏
𝒊 𝟏      (1) 
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Where S is a set of cases, n is a number of S 
partitions and Pi is a proportion Si to S. And 
gain formula is  
𝑮𝒂𝒊𝒏(𝑺, 𝑨) = 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺) − ∑

|𝑺𝒊|

|𝑺|

𝒏
𝒊 𝟏 ∗ 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺𝒊)  (2) 

 Leaf Node or also known as Terminal Node is 
the final node where this node only has one 
input and has an output in the form of a 
decision or final prediction 

E. Ensemble Learning 

Ensemble Learning is one of the machine learning 
paradigms where multiple models (base-models) are 
trained and combined to get better results[26]. In 
ensemble learning there are three models, including the 
following[26]. 
 Bagging is one method of ensemble learning 

which uses one type of base model by training in 
parallel and independently on each base model, 
then combining them to get the best results. 
Random Forest algorithm is one of the algorithms 
included in the bagging model. 

 Boosting is one of the methods of ensemble 
learning which uses one type of base model 
where training is done sequentially and the results 
of each base model depend on the results of the 
previous base model. Adaptative boosting 
algorithm (AdaBoost) is one of the algorithms 
included in the boosting model. 

 Stacking is one of the methods of ensemble 
learning in which training uses several base 
models which are then carried out in parallel and 
independently on each base model and then uses 
an algorithm derived from other learning to 
produce output from the combination of each 
base model. Blending algorithm is one of the 
algorithms included in the stacking model 

F. Random Forest 

Random forest a data mining algorithm method 
used to classify a dataset [27]. The way this random 
forest algorithm works is to build several decision trees 
then combine the decisions of each tree that has been 
built and take the most votes from the predictions of 
each tree so that later it will produce stable and 
accurate predictions [28]. 

G. Confusion Matrix  

Confusion matrix is a table used to measure the 
performance of machine learning. In the confusion 
matrix table, there are four variables, including True 
Positive (TP) is data that is positive and predicted to be 
true positive by the system, False Positive (FP) is data 
that is negative but predicted to be positive by the 
system, False Negative (FN) is data that is positive but 
predicted to be negative by the system, and True 
Negative (TN) is data that is negative and predicted to 
be true negative by the system [29]. Table 1 is a form 
of confusion matrix table. 

 

TABLE I.  CONFUSION MATRIX 

1.1. Actual Value 
Predicted Value 
1 0 

1 TP FN 
0 FP TN 

 
Confusion matrix is used to calculate accuracy, 

precision, recall and F1 score. The following is the 
method used in the confusion matrix to calculate these 
four things [30]. 

 Accuracy is a description of how accurate the 
system that has been created in performing 
the classification correctly. The following is 
the formula for how to find the accuracy 
value. 
 

              𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
𝑻𝑷 𝑻𝑵

𝑻𝑷 𝑭𝑷 𝑭𝑵 𝑻𝑵
            (3) 

 
 Precision is a description of the accuracy of 

the requested data with the prediction results 
given by the system. The following is the 
formula for how to find the precision value. 
 
                        𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  

𝑻𝑷

𝑻𝑷 𝑭𝑷
            (4) 

 
 Recall is the level of success of a system in 

finding back information. The following is a 
formula for how to find the recall value. 
 
                              𝑹𝒆𝒄𝒂𝒍𝒍 =  

𝑻𝑷

𝑻𝑷 𝑭𝑵
           (5) 

 
 F1 Score is the average value of precision and 

recall. Here is the formula for how to find the 
F1 Score value. 

                             𝐹1 =  
∗ ∗

              (6) 

III. RESULT AND DISCUSSIONS 

A. Interface Display 

The following is the interface of the type error 
detection model. Figure 2 is the home page of the 
website. 

 
Fig. 2. Home Page Display 

Fig 2  is the home page of the website. This page 
serves as a place for users to enter news articles to be 



 
 
 

 

Ultimatics : Jurnal Teknik Informatika, Vol. 16, No. 1 | June 2024 41 
 

ISSN 2085-4552 

detected. Users can enter the news article they want to 
detect through the text area on the home page and then 
press the 'Mulai Deteksi' button to start the detection 
process. 

 

 
Fig. 3. Results Page Display 

 
Fig. 4. Display of Detected and Highlighted Type Error Words on 

the Result Page 

 
Fig. 5. Display a List of Type Error Words along with Suggestions 

for Correct Word Correction on the Result Page 

Fig 3 is an outline of the results page when the 
entered news article has been detected. Then in Fig 4 
is a display on the results page where the detected type 
error words will be marked and also in Fig 5  is a 
display of the list of detected type error words along 
with suggestions for correct word correction. list of 
detected mistyped words along with suggestions for 
correct word correction. 

 
Fig. 6. Display of the Result Page with the Wrong Type Error 

Word Not Found 

Fig 6 is the result page but with different conditions. 
In Figure 12 no mistyped words are detected so no 
words are marked and the list of mistyped words is 
displayed. 

B. Testing  

At this stage, testing is carried out on the type error 
detection model that has been created. There are two 
types of tests carried out, including testing based on the 
number of news and testing based on the cutoff value.  

Testing Based on Number of News 

In the first type of test, testing was carried out on the 
model that had been made with a total of 50 news 
articles that were entered with different amounts or 
gradually, namely 20 news to 40 news and to 50 news. 
Testing by entering the number of news articles in 
stages aims to see the model's ability to detect tick 
errors as the number of news increases whether there 
is a decrease in performance or not as the number of 
news increases and whether the model can handle 
larger amounts of data well. 

Testing with 20 News 

Testing based on the number of news starts with 20 
news. Fig 7 is a display of the home page that entered 
20 news to be tested. 

 

Fig. 7. Home Page Display When 20 News Articles Are Entered 

In the 20 news articles entered, there are 3809 
words which is the total word result after passing text 
preprocessing with 29 type error. After detection, 26 
type error were detected. Fig 8 is a display of the total 
type error detected on the results page of the test with 
20 news articles. 

 

Fig. 8. Display of Test Results With 40 News Articles 

Testing with 40 News 

The next test was conducted with 40 news articles. 
Fig 9 is a display of the home page that includes 40 
news articles to be tested. 
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Fig. 9. Home Page Display When 40 News Articles Are Entered 

In the 40 news articles entered, there are 6821 
words which is the total word result after passing text 
preprocessing with 61 type error. After detection, there 
are 48 detected type error. Fig 10 is a display of the 
total type error detected on the results page of the test 
with 40 news articles. 

 

Fig. 10. Display of Test Results With 40 News Articles 

Testing with 50 News 

The next test was conducted with 50 news articles. 
Fig 11 is a display of the home page that includes 50 
news articles to be tested. 

 

Fig. 11. Home Page Display When 50 News Articles Are Entered 

In the 50 news articles entered, there are 8535 
words which is the total result of words after passing 
text preprocessing with 79 mistyped words. After 
detection, there are 60 detected type error. Fig 12 is a 
display of the total type error detected on the results 
page of the test with 50 news articles. 

From the test results based on the number of news 
stories that have been carried out, it can be concluded 
that the model has successfully performed type error 
detection. However, there are still some type error 
words that are not detected. Fig 13 is a comparison 
graph of testing based on the number of news. 

 

Fig. 12. Display of Test Results With 50 News Articles 

 

Fig. 13.  Comparison Chart of The Test Based on The Number of 
News 

Testing Based on Cutoff Value 

In the second type of test, tests were conducted 
using different cutoff values. This aims to see the word 
correction generated from mistyped words with 
different cutoff values. 

Testing with Cutoff Value 0.85 

The test was conducted by giving a cutoff value of 
0.85. Fig 14 is the display when a news article is 
entered to test with a cutoff of 0.85. 

 

Fig. 14. Home Page View When Tested With a Cutoff Value of 0.85 

After testing, in the tested news there is one type 
error word, namely 'kpeada' which should be 'kepada'. 
However, the result issued is that the word suggestion 
is not found. Fig 15 is a list of detected mistyped words 
on the results page with testing using a cutoff value of 
0.85. 

0
10
20
30
40
50
60
70

20 News 40 News 50 News

Testing Based on Number of 
News 

Type Error Word Detected
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Fig. 15. Display Page Test Results With a Cutoff Value of 0.85 

Testing with Cutoff Value 0.75 

Further testing is done by giving a cutoff value of 
0.75. The news used is the same as the news used in 
Fig 15. After testing using a cutoff value of 0.75, the 
results of word correction suggestions from the type 
error word 'kpeada' were successfully obtained. Fig 16 
is a list of type error words detected on the results page 
by testing using a cutoff value of 0.75. 

 

Fig. 16. Display Page Test Results With a Cutoff Value of 0.75 

Testing with Cutoff Value 0.65 

Furthermore, testing is done by giving a cutoff 
value of 0.65. Fig17 is the display when the news 
article is entered for testing with a cutoff value of 0.65. 
testing with a cutoff value of 0.65. 

 

Fig. 17. Home Page View When Tested With a Cutoff Value of 0.65 

After testing, the tested news contained four 
mistyped words, namely 'seksulitas', 'kemuliannya', 
'menberi', and 'kemanusian' which should be 
'seksualitas', ' kemuliaannya', ' memberi', and ' 
kemanusiaan'. These four misspelled words have 
successfully obtained word correction suggestions. Fig 
18 is a list of mistyped words detected on the results 
page by testing using a cutoff value of 0.65. 

Then testing using the same news with a cutoff 
value of 0.75 can be used as a comparison of the 

resulting word correction. Fig 19 is a list of mistyped 
words detected on the results page by testing using a 
cutoff value of 0.75. 

 

Fig. 18. Display Page Test Results With a Cutoff Value of 0.65 

 

Fig. 19. Display Page The Second News Article Test Result With a 
Cutoff Value of 0.75 

 From the results of the tests conducted, the word 
correction suggestions from the type error words 
'seksualitas', ' kemuliaannya' displayed with a cutoff 
value of 0.75 resulted in a smaller number of correction 
suggestions than using a cutoff value of 0.65. This 
shows that the smaller the cutoff value, the more and 
further the similarity level of the word correction 
suggestions generated from the detected type error 
words 

C. Evaluation  

After conducting the testing stage, the next step is 
evaluation. In this evaluation stage, calculations are 
carried out using the confusion matrix. This aims to 
determine the accuracy, precision, recall, and F1 score 
of the model. In making the evaluation, the training data 
is 80% and the test data is 20% of the training data and 
the accuracy, precision, recall, and F1 score results are 
100%. Fig 20 is a classification report from the results 
of the calculations that have been done. 

 
Fig. 20. Classification Report Display of Calculations Performed 
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IV. CONCLUSION 

Based on the research that has been done, it can be 
concluded that the typing error detection model using 
the random forest algorithm has been successfully built. 
From the results of the confusion matrix calculation 
carried out using 80% of the dataset as training data and 
20% of the training data as test data at the evaluation 
stage, the results of accuracy, precision, recall, and F1 
score are 100%. This shows that the model built has 
been able to detect type error, especially in the 50 
Tribunnews news articles entered when testing. But 
keep in mind that this 100% result is that the model is 
able to detect words that are already contained in the 
dataset. Based on the evaluation results that have been 
carried out, because the detected word is contained in 
the dataset, the accuracy issued is 100%. However, if it 
is not contained in the dataset, such as one of the letters 
is mixed up or deleted, it will allow the word to be 
recognized by the model which is done by majority vote 
and will provide correction of the correct word from the 
word by looking at the level of similarity performed by 
the get close matches function from the difflib library. 
The reason for using 20% of the training data as data 
test data is because when calculating the evaluation, the 
model becomes very dependent on the dataset so that if 
in the evaluation calculation there is a word that is not 
in the dataset, the model will not be able to evaluate it. 
that is not in the dataset, it will cause the model to be 
unable to perform the evaluation calculation. perform 
evaluation calculations. 
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