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Abstract— Prostate cancer is one of a deathly cancer 

worldwide. The higher incidence and mortality rate 

shows that it is an urgent call for all of us to fight against 

it in our own way. This study develops an artificial 

intelligence system to screening prostate cancer from 

normal patients in a specific race. Gene expression and 

its phenotype dataset was downloaded from 

xenabrowser.net. Data preprocessing and filtering based 

on a particular race, bioinformatics computational 

analysis to determine the features and machine learning 

algorithm such as decision tree and random forest are 

used to develop AI model. All the procedure and analysis 

was performed using python programming. The result 

show that only White and Black African American has a 

proper number of dataset while Asian and American 

Indian has a very lack dataset.  Differentially expression 

gene (DEG) analysis was performed to both White and 

Black African American cancer and normal dataset as a 

reference. 143 and 1 DEG are found in White and Black 

African American race respectively. 

ENSG00000225937.1 (PCA3) is identified as the highest 

up-regulated gene expression in cancer in both White and 

Black African American race. The results of DEG 

analysis then become features to develop Artificial 

Intelligence (AI) classification system. AI model was 

developed using decision tree and random forest with 

GriDSearch parameters optimization and stratified 10-

fold cross validation. Both Decision tree and random 

forest model yield 96% accuracy in training dataset and 

93% and 91% accuracy in testing dataset for decision 

tree and random forest, respectively 

Index Terms— Prostate cancer, Bioinformatics, 

Artificial Intelligence, Genomic. Machine Learning. 

I. INTRODUCTION 

Prostate cancer is one of deadly disease in a man. 
Based on cancer statistic 2024 estimated new cancer 
cases 299,010 and deaths 35,250 in United States [1]. 
However, the case of prostate cancer is also high in 
many others countries. Even though a clinical pathway 
that consist of diagnose, medical treatment and 
prognostic prediction of prostate cancer is already 
designed by world health organization (WHO) and 
health ministry in each country worldwide, the 
incidence and the mortality is still happened in high 

number of cases. Prostate cancer risk is 70% higher in 
black men compared to the white males [2]. Black men  

 

 

living in the United States having the highest risk at 
4.2% [3]. Unfortunately, the standard blood test used to 
screen the prostate cancer, the prostate specific antigen 
(PSA) test is considered to be in accurate [4]. PSA is 
failing to identify 8 of every 10 men aged under 60 who 
later have prostate cancer diagnosed. Therefore, it is 
really urgent need to do a research to create an accurate 
prostate cancer test.  

Genomic dataset has been used to predict, 
determine personal treatment and prognosis of a 
disease. Previously, bioinformatics study design was 
used to conduct genomic dataset analysis [5]–[8]. 
Currently, Deep learning and machine learning 
techniques has been integrated with bioinformatics 
research pipeline to explore the classification, treatment 
prediction and regression analysis  [9], [10]. Nowadays, 
the knowledge and technology of genomics, 
bioinformatics and AI are ready to be used in research 
and project. However, the research that integrated 
Genomic, bioinformatics and AI in Health sector is still 
lack. Therefore, this study will focus utilizing the 
genomic dataset of prostate cancer to build a 
classification model utilized bioinformatics and AI 
study design.  

The development of Genomic dataset, 

Bioinformatics software and tools, advance technology 

of Artificial Intelligence (AI) can be integrated to create 

a screening test for prostate cancer. Few studies start to 

explore a research utilizing genomic dataset, 

Bioinformatics and Artificial intelligence to develop an 

AI screening test for prostate cancer. Ramírez-Mena et 

al [11] utilizing 550 samples from TCGA to predict and 

identify prostate cancer tissue by gene expression with 

average sensitivity and specificity of 0.90 and 0.8 with 

AUC of 0.84. Moreover, Yousef et al [12] utilizing 

machine learning to classify prostate cancer or normal 

patients using gene - micro RNA (miRNA) pair dataset 

with the accuracy depends on gene – miRNA group. On 
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the group 10 with 1 miRNA and 122 genes achieved 

0.95 AUC score.  Another study by Kaplan and Ertunc 

[13] was also utilizing gene expression to diagnose 

prostate cancer that achieved 95.65% accuracy. 

However, none of those studies consider races as a 

unique variable in prostate cancer that affect black men 

incidence and death prostate cancer is higher than other 

races. 

This research addressed racial issue in developing 

AI system by integrating several AI algorithm and 

bioinformatics approach to screening prostate cancer 

using genomic dataset. This study use gene expression 

and phenotype dataset to separated races and select 

features for develop AI system using Bioinformatics 

approach performed differentially expressed gene 

(DEG) analysis that yields up-regulated and down-

regulated gene expression that can be used as features 

to develop AI system to classify cancer prostate or 

normal. Moreover, in the future this research design can 

be elaborated to predict the personal treatment and 

prognosis. In the future this study will be useful for the 

precision and personal medicine [14], [15]. 

II. METHOD 

The overall research flowchart for this study is 

depicted in figure 1. It shows the summary of step by 

step in conducting the research.  

 

 
 

Figure 1. Research flowchart for early detection of prostate 

cancer using genomic, bioinformatics and AI study design 

 

 

Data for this study were collected and downloaded 

from the TCGA project at https://xenabrowser.net/ on 

April 2024. The selected prostate study is by GDC 

TCGA using the code “PRAD”.  Two datasets were 

downloaded which were Phenotype and gene 

expression data. All downloaded datasets were saved 

locally. Data exploration, pre-processing, 

Bioinformatics computation and AI system 

development to classify prostate cancer and normal 

was performed using Python programming.   

A. Dataset Information 

The 551 datasets that were downloaded from the 

GDC TCGA Prostate Cancer (PRAD) on 

Xenabrowser.net at https://xenabrowser.net/ on April 

2024. This research downloaded HTSeq – Counts gene 

expression RNAseq and Phenotype dataset.  HTSeq – 

Counts gene expression RNAseq is a genome 

expression matrix dataset of patients. Moreover, 

Phenotype is clinical information related to the patients 

in HTSeq – Counts gene expression RNAseq dataset. 

Each patient has a unique TCGA ID.  

 

B. Data Exploration and preprocessing 

The dataset of HTSeq – Counts gene expression 

RNAseq were normalized. For data exploration and 

preprocessing, first, this study checks for missing value 

and outlier dataset. Second, matching TCGA ID 

between gene expression and phenotype dataset. Third, 

filtering the dataset based on cancer and normal. 

Moreover, filtering the data set in each cancer and 

normal dataset to a specific racial population. All the 

procedure in data exploration and preprocessing was 

conducted using Anaconda software and python 

programming. 

C. Bioinformatics computation Analysis  

This study utilized Bioinformatics methods for 

the features selection. Since the genome dataset consist 

of about 60,488 genes therefore this study will not use 

all the dataset. The differentially expression genes 

(DEG) dataset will be used for further analysis.  DEG 

computation was performed using pydeseq2 package 

in python programming. Pydeseq2 is a package that 

implemented the mathematic procedural of deseq2 

algorithm [16]. Commonly DEG calculation package 

is provided in R algorithm but we found the python 

version pydeseq2. Furthermore, DEG was performed 

for white and black race since another race like Asia is 

lack of the dataset. Top 3 up-regulated and down-

regulated genes from DEG computation will be 

utilized as features to develop AI system. 

D. Develop AI system to screening prostate cancer in 

a spesific race 

Decision tree and Random forest algorithm was used to 

build AI system. Since we have imbalanced dataset 

between the class or label dataset therefore this study 

uses stratified k-fold cross validation that split the data 

such that the proportions between classes are the same 

in each fold as they are in the whole dataset. Stratified 

sampling is used to overcome the imbalanced issue 

without losing any inputs [17]. First, the dataset is 

separated into train and validation dataset. Train dataset 

will be used to develop the model and the validation 

dataset is used to test the model. Second, this study 

builds the model using decision tree and random forest 

algorithms since three-based algorithms often perform 

well on imbalanced datasets. Third, to optimize the 

accuracy, GridSearch parameter optimization was 

https://xenabrowser.net/
https://xenabrowser.net/
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performed. Lastly, using the best parameter from 

GridSearch this study build the AI model utilized 

stratified 10-fold cross validation. All the analysis in 

developed AI model was performed in Anaconda and 

python programming. 

III. RESULTS AND DISCUSSIONS 

A total of 551 patients’ prostate cancer and normal 

was downloaded from xenabrowser.net. It consists of 

498, 52, 1 cancer, normal and metastatic patients, 

respectively. Then, for cancer and normal patients we 

separated it again based on racial information. This 

study mapped expression dataset TCGA ID with 

phenotype dataset TCGA ID to separate the dataset per 

race. After mapped the TCGA ID this study found a 

total of 482 cancer patients that consist of 1, 10, 52, 

406 patients for American Indian or Alaska native, 

Asian, Black or African and White race respectively. 

Moreover, there are 13 patients are not reported for the 

racial information. Furthermore, in normal population 

consist of 0, 0, 7, 44 for American Indian or Alaska 

native, Asian, Black or African and White race 

respectively and 1 patient is not reported for the racial 

information. It is shown that the number of genome 

expression dataset is still lack and still need further 

effort to make the data available especially for the 

normal dataset. For further analysis, to compute DEG, 

this study considers White and Black race. 

Furthermore, in developing the AI model this study 

only consider white race since the black race dataset is 

not proper for the AI model computation. 

To compute DEG using pydeseq2, this study 

combined dataset with labelled information cancer and 

normal of each white and black race population. In 

white population the total dataset for DEG computation 

is 450 patients with 60,488 unique gene ID using 

ensemble ID. Then we deleted gene with the sum of the 

expression dataset from all the patients less or equal to 

0. It yields only 57,412 genes.  Then, baseMean, 

Log2FoldChange and P-adjusted value was performed 

to analyze differentially expression genes between 

cancer and normal population. The same procedure was 

also performed for the black race population. With the 

threshold P-adjusted value < 0.05 this study found that 

there are 143 and 1 genes are differentially expressed in 

white and black race respectively. DEG in cancer 

population has two types: (1) up-regulated and (2) 

down-regulated. Up regulated gene means the 

expression of a particular gene is higher than normal 

patients and it can become the potential cause of disease 

include cancer [18], [19]. In the other hand down 

regulated gene means the expression of a particular 

gene lower than the expression in normal that can cause 

a disease include cancer as well [20], [21] .It is shown 

that less results found in the black race compare to the 

white race. It can be caused by the lack of dataset in 

black race population. Interestingly, the gene that was 

found in black race ENSG00000225937.1 (PCA3) is 

also found in the white race with significantly up 

regulation expression. For further analysis, this study 

only focus on the white race population since the 

dataset is still proper for the analysis. Figure 2 is the 

distribution of the white race population of cancer and 

normal patients. This study plots all the raw value of 

input dataset of gene expression. It shows that the 

separation between patient’s cancer and normal can be 

identified. However, the clustering is not well 

separated. Therefore, AI model for classification need 

to be developed. 

 

 
Figure 2. PCA analysis of dataset in white race cancer 

and normal population using gene expression value 

 

Top 3 up-regulated gene and down-regulated gene 

resulted from deseq2 algorithm for DEG analysis as 

shown in table 1 was selected as the features to develop 

machine learning model for a classification prediction.  
 

Table 1. Deseq2 computation results for white race 
Ensembl_ID 
(Gene symbol) 

baseMean Log2FoldC
hange 

P-adjusted 
value 

ENSG00000225937.1 

(PCA3) 

12.3 0.6 7.5964E-13 

ENSG00000242899.1 
(RPL7P16) 

11.2 0.4 1.0201E-06 

ENSG00000166743.8 

(ACSM1) 

10.7 0.4 9.4623E-06 

ENSG00000196878.11 

(LAMB3) 

10.6 -0.3 3.6607E-04 

ENSG00000244509.3 
(APOBEC3C) 

10 -0.3 1.1646E-04 

ENSG00000101443.16 

(WFDC2) 

10.2 -0.3 6.9417E-05 

 

Table 1 shows top 3 up-regulated and down-

regulated gene in white race prostate cancer compare 

to the normal population. Top 3 up-regulated gene are 

PCA3, RPL7P16 and ACSM1 while the top 3 down-

regulated genes are LAMB3, APOBEC3C and 

WFDC2.  

This study then evaluates whether those top-3 up-

regulated and down-regulated gene can be used to 

classify the cancer and normal patients in prostate 

cancer white race population using machine learning 

analysis. This study use decision tree and random 

forest classifier. And label information is cancer or 

normal. This study first developed the model using 
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decision tree and random forest classifier with 

stratified 10-fold cross validation without parameters 

optimization. Stratified 10-fold cross validation was 

selected since the dataset is imbalanced as shown in 

figure 3. 

 

 
Figure 3. bar plot showing imbalanced dataset 

 

Without GridSearch parameter optimization this study 

found the accuracy of the training model is 91.4% and 

93.9% for decision tree and random forest classification 

respectively. Furthermore, GridSearch parameter 

optimization was performed to increase the accuracy of 

the classification method of decision tree and random 

forest. For decision tree, this study optimized four 

parameters criterion, max_depth, max_leaf_nodes and 

splitter. As the results the best value for each parameter 

can be seen in table 2. Moreover, for the random forest 

classification classifier Parameter optimization was 

also performed for criterion, max_features, 

n_estimators and min_sample_split and the best value 

is depicted in table 3.  

Table 2. Best parameter optimization from GridSearch 

calculation for decision tree classifier 

Parameter Best value 

  

Criterion Entropy 

Max_depth 2 

Max_leaf_nodes 30 

Splitter Best 

 

 
Table 3. Best parameter optimization from GridSearch 

calculation for random forest classifier 

Parameter Best value 

  

Criterion Entropy 

Max_features Log2 

Min_samples_split 20 

N_estimators 100 

 

After parameter optimization was performed. The best 

parameters are used to build AI model using stratified 

10-fold cross validation in decision tree and random 

forest algorithm. In decision tree, this study found there 

is a slightly increase accuracy score using parameter 

optimization. The comparison before and after 

parameter optimization can be seen in table 4. 

Table 4. Comparison of evaluation results before and after 

parameter optimization for decision tree and random forest 

classifier 

Model evaluation 

parameter 

Before 

parameter 

optimization 

After 

parameter 

optimization  

   

Mean accuracy 

score of decision 

tree using 

stratified 10 fold 

cross validation 

0.91 0.96 

 

Mean accuracy 

score of random 

forest using 

stratified 10 fold 

cross validation 

 

0.94 

 

0.96 

 

Table 4 shows that the training model for decision 

tree and random forest returned a high accuracy and 

there is no significant different between decision tree 

and random forest in building the training dataset AI 

model.  

Test the model was performed using validation dataset. 

For decision tree for the test model evaluation is shown 

in table 5 and figure 4 

Table 5. Evaluation results from the test dataset of decision 

tree classifier 

Model evaluation 

type 

Score 

  

Accuracy 0.93 

Precision  0.96 

Recall 0.96 

F1 0.96 

 

 

 
Figure 4. Decision tree confusion matrix from test dataset 
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Moreover, to evaluate the test result in decision tree 

scenario, AUC analysis was also performed as shown 

in figure 5. 

 

 
Figure 5. Decision tree ROC curve from test dataset 

 

 Figure 5 shows that the AUC score achieved 0.84. 

it indicates that the algorithm performs pretty well in 

separating the cancer and normal dataset. 

This study was also test the model using random 

forest classifier and the model evaluation is depicted in 

table 6 and figure 6 

 
Table 6. Evaluation results from the test dataset of random 

forest classifier 

Model evaluation 

type 

Score 

  

Accuracy 0.91 

Precision  0.95 

Recall 0.95 

F1 0.95 

 

 

 
Figure 6. Random forest confusion matrix from test dataset 

 

AUC analysis was also performed for random 

forest evaluation model for test dataset as shown in 

figure 7. 

 

 
Figure 7. random forest ROC curve from test dataset 

 

 Figure 7 shows that the AUC score achieved 0.79. 

it indicates that score is slightly decreasing compare to 

the decision tree result. 

 It is shown that with the new dataset that come from 

the validation dataset the system still can predict in high 

accuracy 0.93 and 0.91 using decision tree and random 

forest algorithm classification classifier. It is shown that 

our developed model has a very strong dataset and 

algorithm that can be used as a tool to predict cancer or 

normal patients in prostate cancer. Through this study 

as well it is shown that gene expression dataset has a 

strong or powerful pattern to be used as a features for 

AI to diagnose a disease 

IV. CONCLUSION 

This research utilized prostate cancer genomic 

dataset to classify cancer or normal using 

bioinformatics and AI approach.  The results show that 

with top 3 up and down regulated genes in specific race 

are able to screening the prostate cancer from normal 

with higher accuracy score in training, testing and 

validation dataset. 

Through this study also we can understand that 

combining bioinformatics approach for feature 

filtering and selection is a powerful method in selecting 

the features for AI model development to predict a 

particular disease.  
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