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Abstract— The rapid growth of information technology
and communication technology makes the volume of
information available on the web increase rapidly. This
development is leading to information overload. Multi-
document summarization appears as a way to resolve
the information overload problem in an effective way. In
order to improve the performance of the multi-document
summary this research combined the sentence features:
sentence centroid, sentence position, sentence length and
IsTheLongestSentence value to weight the sentences
in order to find the most informative information of a
text. In addition, this research uses a new method to
calculate the weight of sentence position feature. The
performance of the research result was evaluated using
ROUGE metrics: ROUGE-N, ROUGE-L, ROUGE-W,
ROUGE-S, and ROUGE-SU. The research result
outperform MEAD system if it was evaluated using
the dataset of cluster D133C and D134H and if it was
evaluated using ROUGE-1, ROUGE-S and ROUGE SU
for cluster D133C and ROUGE-2, ROUGE-3, ROUGE-4,
ROUGE-L and ROUGE-W for cluster D134H. This
shows that the research result captures the important
words in the extracted summary and it generates longer
sentences as longer sentence contains more material that
would match the one in the reference summaries.

Index Terms— multi-document summarization,
document features, centroid based summarization

I.  INTRODUCTION

The rapid growth of information technology and
communication technology makes the volume of
information available on the web increase rapidly.
This development is leading to information overload.
Automatic multi-document summarization can solve
this problem by providing shortened versions of
texts. In summarizing the document, no important
information must be omitted and no information
should be repeated. The summary should contain the
most important information from the original text.

In finding the most important information, four
features were used to weighted the sentences such
as the sentence position, the frequency of words that
appear in the document, the word occurrence in the
document that also appear in the heading or title, and
sentence words matching occurrence a pre-compiled
list of cue words [3]. Another approach in finding the
most important sentence is by studying the association
of word frequency and human generated summary.
From the observation, it was found out that the words
that appeared in some human model were the words
that appeared very frequently in the source document
[6].

In order to identify the most important sentence,
instead of scoring word frequency the scoring also
can be done using a combination of centroid value,
positional value, and first sentence overlap [1]. In
addition, to enhance the performance of summarization,
the cluster-based ranking approaches were explored.
These approaches applied clustering algorithm to
obtain the theme clusters first and then ranked the
sentence within each cluster or by exploring the
interaction between sentences and obtained clusters.

Therefore, in extraction methods it is important
to find the most important sentence in the source
documents. This research aimed to combine the
clustering methods with sentence features to improve
the performance of the multi-document summarizer.

II. LITERATURE STUDY

Multi-document summarization is a short version
of a set of documents containing informative sentences
from different sources. Since the source document
came from different sources, it might contain dissimilar
information therefore it must be clustered first. One of
the issues in multi-document summarization was that
the most important information from each source could
be captured and then extracted into the summary.

Different approaches were used to decide which
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sentences from the source documents to be included
in the summary. One of the approaches was done by
scoring the sentences. There were various combinations
of feature used to score the sentences: position,
sentence length and modified version of document
frequency [4]. The frequency of words was another
feature that could be used in scoring the sentences as
the high wordfrequency from the input that was very
likely to appear in the human models [6]. In addition,
the term frequency could be combined with position
features in scoring candidate sentences where the
position of feature computed based on its occurrence
either it appeared at the beginning or at the last part of
the document and based on the average position of the
word [7].

Another approach was done by using the centroid
methods to decide which sentences to be included in
the summary. With the centroid methods, the sentences
were compared to a centroid score of a document set.
For each sentence in the source documents, a score was
calculated using the combination of sentence features:
centroid, sentence position in the document, and the
word overlap with the first sentence in the [1].

Term relevancy is one of a possible basis for
a sentence scoring. Terms that are important for
a document cluster have a high relevancy in that
cluster. For example, the term “Jakarta” might be very
relevant for a cluster of books about Indonesia, but not
so relevant for cluster of books about ancient cluster
of China.

1II. METHODOLOGY

The multi-document summarization system’s
pipeline which is used in this research is shown in
Figure 1.
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Articles Cluster of Sentences

Selected Ordered Summary
sentence coctonco-

Figure 1. Multi-document summarization pipelines
1. Sentence Clustering

To generate a summary, at first all the relevant
sentences need to be identified and then those
documents are clustered based on its similarity. This
research uses the output from clustering engine CIDR
to group the relevant documents into clusters. CIDR
stands for Columbia Intelligent Document Relater [2].

CIDR generates document centroid by only the
first document in the cluster. Centroid contains the
most highly relevant words to the entire cluster. Each
document in the cluster is represented as a weighted
vector of TF*IDF. Term Frequency (TF) of term ¢
with N, number of times term appears in a documents
and D is the number of documents with term ¢ in it is

measured using Formula 1 [2].
TFG) = = (1)

The Inverse Document Frequency (IDF) is used to
measure how important a term is, the IDF values in
this research were taken from default IDF databases
in MEAD distribution. The IDF database consists of
65300 pairs of words and its IDF values.

As new documents are processed, their TF*IDF
values are compared with the centroid. The similarity
value between a document and a centroid is measured
by the cosine (normalized inner product) of the
corresponding TF*IDF vectors as shown in Formula
2[1].

] Yrdpecp=idfik
sim(d, ¢) = - kdx :.- f( ]2 @
VEk(dr)?y Elex)
Where:
d : TF value of term k in document d

k

C : TF value of term k in document ¢

k

idf : IDF value of term &

If the value of sim(d,c) within threshold, the new
document is grouped in the cluster otherwise the new
cluster should be created. The threshold value is 0.1.

2. Sentence Scoring

There are four different features that are used to
score a sentence:

2.1 Centroid value

The centroid value C, for sentence S, is the sum
of centroid value C_; of all words in the sentence, the
formula is shown in formula 3 [1].

3)

The centroid is the multiplication of term frequency

with inverse document frequency. For example, the

sentence “U.S. Treasury Secretary Rubin arrives

in Malaysia” would get a score of 120.37 which is

the sum of the individual centroid values of words as
shown in Table 1.

Table 1. Centroid value

Term TF F Centroid
Fuban 0y BOI4115254 S MARE0GTE
s [T 6404677542 3 M23EEAT]
Secretary 032 1517340264 0 I3A6E053
.!’{'.'l'\-llr.\' 0.2 4 2F0006521 (L B45985304
Amves 0.1 6,91 5302966 D62 550297
Malaysin [TE] 46117873 1383875302
12 DR T09ELG
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2.2 Position Value

The positional value of sentence s is computed
according to formula 4.

Max S—P+1 P
Max S Max N

4)

Position Value (5) =

Where
Max_S: Total number of sentences in the document
P :Sentence position in the paragraph
Max_N: Total number of sentences in the paragraph
2.3 Sentence Length

Sentence length is the length of each sentence in
a document. The length of sentence is counted using
formula 5.

E Wy

L(s) = g ®)

Where w, is the number of words in the sentence, and
MaxWords is the maximum number of words in the
sentence in the document.

For example the sentence “Rubin will leave on
Monday for Thailand and South Korea” and suppose
the MaxWords in the document is 29, then this sentence
has the length value of 10/29 = 0.34.

2.4 IstheLongestSentence Value
IsTheLongestSentence is computed according to

formula 6.

0 : Length < Longest El

IsThelongestSentence = { . . Longest

(6)
3. Sentence Extraction

Sentence extraction is a method for generating
summaries of a document, or document set by
extracting sentences from the original document(s)
and using those to generate a summary.

The sentences extracted as a sequence of n*r
sentences from the original document presented in
the same order as the input documents. In sentence
extraction phase, the sentence scores are modified
based on the relationship between pairs of sentences.
The sentence score is computed based on formula 7.

SCORE(S;) = C; + B +1L; +IL5; (7)
Where:
i = Sentence number within the cluster
C = Centroid score
P = Position Score
L = Length Score
ILS = IsTheLongest Score

The next step in sentence extraction phase is
ordering the sentences by score from highest to
lowest.The length of the generated summary is based
on compression rates given.

V. DATASETS

The dataset was obtained from the Document
Understanding Conference (DUC) of year 2004 task
5 where newswire data is grouped into clusters of
documents based on topics. The news is collected
from:

- AP Newswire, 1998 — 2000
- New York Times newswire, 1998 — 2000

- Xinhua News Agency (English Version), 1996 —
2000

The experiment of this research uses a total of 5
clusters which consists of 1274 sentences. In addition,
the experiment uses MEAD summarization tool as a
baseline to provide baseline summaries to be compared
with the result of this research.

V. RESULTS AND DISCUSSIONS

The research results were evaluated using various
ROUGE metrics. These metrics contain ROUGE-N,
ROUGE-L, ROUGE-S and ROUGE-SU. The
performance of research result was evaluated by
comparing research results with MEAD summarizer.

Table 2 shows the result of ROUGE-1 evaluation of
each cluster, the values for average-F lies in an interval
0f 0.24 to 0.37, the highest average-F value is achieved
when average-R = 0.54 and average-P=0.29 using
dataset of cluster D134H. This indicates that research
result capture the important of individual words for
ROUGE-1 average-F.

Table 2. The ROUGE-1 evaluation result of each

cluster
MEAD Fowraach Rewslt
ROUGEE-1
Avenge R AverigesF | AverigeF Averige=R AnerngeP AverigeF

DD 0131582 0L 3EER4 oIy 04SR5 017618 015073
TR G ifiEd [RIE [NEIET] [N [l [l

D sadt o, 12 [ERELE] 0,15334 034128 [ ] 0aTees

D133 0,04648 [ [TIEE] 024194 3, 58037 024574
| Dissc 1 NETTE] | [T | [RET] [T | 3, 15550 1 024520

It can be seen in Table 3 that the cluster D133C
achieves the highest score of average-F if it is evaluated
using ROUGE-2. This indicates that the research
result captures the importance of bigram words co-
occurrences.
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Table 3. The ROUGE-2 evaluation result of each

D133C on ROUGE-W. This indicates that the research

cluster result not only captures the importance of word bigram,
MEAD | Research Resuh three-gram, four-gram co-occurrences, and the longest
ROUGED | | wef | AvepeP | Aveped | Avegel | Avempep | avemger | COMMON subsequence of words but as well as weighted
| ! longest common subsequence of words.
e [omesl |oomar Jemass |oesisr [oaszez [omesm
|Dizsc | hols n0sEsr | 002837 | 00w | 000ke | 03289 Table 7. The ROUGE-W evaluation result of each
| iz | 000926 | 00303 opials [09aes | oosiss | oosals cluster
| DG 0,00000 0,00000 apo0n  |ooezs | 001887 00747
[ 360 0027452 0057659 03376 0,137&1 003357 00703
: MEAD Research Reul
Moreover the research result using cluster D133C | FOVEEW | ol AvemeeP | Avemsel | AvempeR | Averged | Averseel
rforms MEAD system on R E-3 a non | -
%ugie 40Th's dicat Sytshet tho OU(}}I 3 1: Sef (i DD | 00sm1 02225  |opsss | oisus [ogesso | o143
aple 4. h IS. madaicates afb (5] researcdresu not on y [ passc BIEE22 1T 06131 015983 015798 ] 5890
captures the importance of bigram word co-occurances | -~ s PTCTI E E CT T
but as well as three-gram word co-occurances. |piss | 002336 o015 |ooanst  [oomess  [ogasst | oosse
As shown in Table 5, the research result using | Di6C  [B097: | O080ST | 007TOT | 04RS00 | RSSO0 | 0116

cluster D133C also outperforms MEAD system if it is
evaluated using ROUGE-4, it means that the research
result also capture the importance of word four-gram
co-occurrences.

Table 4. The ROUGE-3 evaluation result of each

cluster
MEAD [ Rescarch Reslt
ROUGE-3 T . s
Avetape-R Averge-P Averpe-F | Avesape-R | AvisageP Avirage-F
[pisp [oowem 2435 ool | 0603 0013 (00550
(1] kk s LEe ] [XLLe] OO0 008454 088181 (RS
(ML) 1M [Lree ] Q00000 | 003738 002000 ke ]
D135G 0N 000 000000 0 MHHH 0. 0HH 00000
[V ELTS 0000 [Teeee] Q00000 | 004650 001202 001505

Table 5. The ROUGE-4evaluation result of each

cluster
MEAT Reicanch Result
ROUGE-S I
Average-B | Average-P Average-T | Aversge-R | Aversge-P Averape-F

D3 [ o,00000 0, 00000 Q00000 | 000000 000000 000000
DiMC 000000 0,00000 oooon  [opater | oozen 0,03367
D1H (LHHHH) ( (HHHHI 0NN 000043 000501 (M5
[ ELTH O, () 0, D000 0, OO0 [Nl 0 00 D000
| masc (LR (R 00 | 00188 0 000E2 000766

While using cluster D133C the research result also
outperforms MEAD system if it is evaluated using
ROUGE-L. As shown in Table 6, the research result
not only captures the importance of word bigram,
three-gram, and four-gram co-occurrences but as well
as the longest common subsequence of words.

Table 6. The ROUGE-L evaluation result of each

Meanwhile the research result outperforms MEAD
system on ROUGE-S and SU if is evaluated using
cluster D134H as shown in Table 8 and 9.

Table 8. The ROUGE-S evaluation result of each

cluster
 MEAD | Ruesoarch Resul
RS Averape-R Avenge=P | Aversge-F | Avemge-R | Average-P Average=f
| [ b] I HO1RES 00T [TEVEY B 015680 BOZEET Do
. Bisse 00052 009241 | 001TIE 021478 | 0065810 0, 10052
[ ¥ 3dH OTEAY 0,002 | 001357 [kl ] BOTeTE 0,133a3
| 356G (0L 1) CfaH) (M5 004839 (50T 005550
i D 360 01440 006473 002494 FETITE n02169 004054

Table 9. The ROUGE-SU evaluation result of each

cluster
MEAD Research Result
ROUGE: [ T T T
su Averape-R Avesage-P | Averape-F | Avemsge-R | Avessge-P Avenage-F
| [ ] k] | oa2101 0,0 00 LO35ZE LU8 Eind £ 0,035 L
[T EkDS LR BB 000534 oo1T 022022 008752 0,1037
Dl 34H 05 0,004 28 01 700 27505 005185 0,1 2657
Dl A5G 00404 26 1,054 25 000812 005145 0, D57 003500
DIse | oS0 006875 | oodes | o3 T 0055

From the experiment, it is found out that if the
proposed system was evaluated using ROUGE-1, the
values of the average-F score value lie in an interval of
0.24 to 0.37, the highest value was achieved when the
average-R = 0.54 and average-P = 0.29 if it uses the
dataset of cluster D134H. Moreover, if the proposed
system uses the dataset of D134H, it also achieved the
highest average-F score value if it was evaluated using
ROUGE-S and ROUGE-SU. However, if the proposed
system evaluated using ROUGE-2, the average-F

cluster
MEAD Thesss Result
ROUGE-L [ ' ' '
Avemge-R | Avemge-P AvergeF | AvempeR | AvemgeP AvemgeF

: DI 014141 033558 019718 039504 015934 0.22741
| D3I 009258 028571 013586 047222 026154 0, 35663
DI3MH 00T 02Nl 013986 044054 024357 B31511
DIISG 04644 028525 069353 | 020068 | 024209 B,22411
DA 011518 024528 0,0%951 | 05e%a% | 004384 023727

As shown in Table 7, the research result average-f
scores outperforms MEAD system if it uses cluster of

score value lie in an interval of 0.01 to 0.13, and the
highest value of the average-F score is achieved when
the average-R = 0.18 and average-P =0.10 if it uses the
dataset of cluster D133C. Using the cluster of D133C
the proposed system achieved the highest average
—F score value if it was evaluated using ROUGE-3,
ROUGE-4, ROUGE-L and ROUGE, W.
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Thus, it can be concluded that the proposed system
outperformed MEAD system if it was evaluated using
the dataset of cluster D133C and D134H and evaluated
using ROUGE-1, ROUGE-S and ROUGE SU for
cluster D133C and ROUGE-2, ROUGE-3, ROUGE-4,
ROUGE-L and ROUGE-W for cluster D134H. This
shows that the proposed system captures the important
words in the extracted summary and it generates longer
sentences as longer sentence contains more material
that would match the one in the reference summaries.
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