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Abstract— The rapid growth of information technology 
and communication technology makes the volume of 
information available on the web increase rapidly. This 
development is leading to information overload. Multi-
document summarization appears as a way to resolve 
the information overload problem in an effective way. In 
order to improve the performance of the multi-document 
summary this research combined the sentence features: 
sentence centroid, sentence position, sentence length and 
IsTheLongestSentence value to weight the sentences 
in order to find the most informative information of a 
text. In addition, this research uses a new method to 
calculate the weight of sentence position feature. The 
performance of the research result was evaluated using 
ROUGE metrics: ROUGE-N, ROUGE-L, ROUGE-W, 
ROUGE-S, and ROUGE-SU. The research result 
outperform MEAD system if it was evaluated using 
the dataset of cluster D133C and D134H and if it was 
evaluated using ROUGE-1, ROUGE-S and ROUGE SU 
for cluster D133C and ROUGE-2, ROUGE-3, ROUGE-4, 
ROUGE-L and ROUGE-W for cluster D134H.  This  
shows that the research result captures the important 
words in the extracted summary and it generates longer 
sentences as longer sentence contains more material that 
would match the one in the reference summaries.

Index Terms— multi-document summarization, 
document features, centroid based summarization

I.	 INTRODUCTION

The rapid growth of information technology and 
communication technology makes the volume of 
information available on the web increase rapidly. 
This development is leading to information overload. 
Automatic multi-document summarization can solve 
this problem by providing shortened versions of 
texts. In summarizing the document, no important 
information must be omitted and no information 
should be repeated. The summary should contain the 
most important information from the original text. 

In finding the most important information, four 
features were used to weighted the sentences such 
as the sentence position, the frequency of words that 
appear in the document, the word occurrence in the 
document that also appear in the heading or title, and 
sentence words matching occurrence a pre-compiled 
list of cue words [3]. Another approach in finding the 
most important sentence is by studying the association 
of word frequency and human generated summary. 
From the observation, it was found out that the words 
that appeared in some human model were the words 
that appeared very frequently in the source document 
[6]. 

In order to identify the most important sentence, 
instead of scoring word frequency the scoring also 
can be done using a combination of centroid value, 
positional value, and first sentence overlap [1]. In 
addition, to enhance the performance of summarization, 
the cluster-based ranking approaches were explored. 
These approaches applied clustering algorithm to 
obtain the theme clusters first and then ranked the 
sentence within each cluster or by exploring the 
interaction between sentences and obtained clusters.

Therefore, in extraction methods it is important 
to find the most important sentence in the source 
documents. This research aimed to combine the 
clustering methods with sentence features to improve 
the performance of the multi-document summarizer.

II.	 LITERATURE STUDY

Multi-document summarization is a short version 
of a set of documents containing informative sentences 
from different sources. Since the source document 
came from different sources, it might contain dissimilar 
information therefore it must be clustered first. One of 
the issues in multi-document summarization was that 
the most important information from each source could 
be captured and then extracted into the summary. 

Different approaches were used to decide which 
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sentences from the source documents to be included 
in the summary. One of the approaches was done by 
scoring the sentences. There were various combinations 
of feature used to score the sentences: position, 
sentence length and modified version of document 
frequency [4]. The frequency of words was another 
feature that could be used in scoring the sentences as 
the high wordfrequency from the input that was very 
likely to appear in the human models [6].  In addition, 
the term frequency could be combined with position 
features in scoring candidate sentences where the 
position of feature computed based on its occurrence 
either it appeared at the beginning or at the last part of 
the document and based on the average position of the 
word [7].

Another approach was done by using the centroid 
methods to decide which sentences to be included in 
the summary. With the centroid methods, the sentences 
were compared to a centroid score of a document set. 
For each sentence in the source documents, a score was 
calculated using the combination of sentence features: 
centroid, sentence position in the document, and the 
word overlap with the first sentence in the [1]. 

Term relevancy is one of a possible basis for 
a sentence scoring. Terms that are important for 
a document cluster have a high relevancy in that 
cluster. For example, the term “Jakarta” might be very 
relevant for a cluster of books about Indonesia, but not 
so relevant for cluster of books about ancient cluster 
of China. 

III.	 Methodology

The multi-document summarization system’s 
pipeline which is used in this research is shown in 
Figure 1.

Figure 1. Multi-document summarization pipelines
1.	 Sentence Clustering

	To generate a summary, at first all the relevant 
sentences need to be identified and then those 
documents are clustered based on its similarity. This 
research uses the output from clustering engine CIDR 
to group the relevant documents into clusters.  CIDR 
stands for Columbia Intelligent Document Relater [2]. 

CIDR generates document centroid by only the 
first document in the cluster. Centroid contains the 
most highly relevant words to the entire cluster.  Each 
document in the cluster is represented as a weighted 
vector of TF*IDF. Term Frequency (TF) of term t 
with Nt number of times term appears in a documents 
and D is the number of documents with term t in it is 

measured using Formula 1 [2].  

	 	 (1)
The Inverse Document Frequency (IDF) is used to 

measure how important a term is, the IDF values in 
this research were taken from default IDF databases 
in MEAD distribution. The IDF database consists of 
65300 pairs of words and its IDF values. 

As new documents are processed, their TF*IDF 
values are compared with the centroid. The similarity 
value between a document and a centroid is measured 
by the cosine (normalized inner product) of the 
corresponding TF*IDF vectors as shown in Formula 
2 [1].

  

	 	
(2)	

	
Where:

dk	 : TF value of term k in document d
ck	 : TF value of term k in document c
idf	 : IDF value of term k
If the value of sim(d,c) within threshold, the new 

document is grouped in the cluster otherwise the new 
cluster should be created. The threshold value is 0.1. 
2.	 Sentence Scoring

There are four different features that are used to 
score a sentence: 
2.1 Centroid value

The centroid value Ci for sentence Si is the sum 
of centroid value Cw,i of all words in the sentence, the 
formula is shown in formula 3 [1]. 

	 	 (3)
The centroid is the multiplication of term frequency 

with inverse document frequency.  For example, the 
sentence “U.S. Treasury Secretary Rubin arrives 
in Malaysia” would get a score of  120.37 which is 
the sum of the individual centroid values of words as 
shown in Table 1. 

Table 1. Centroid value
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2.2	 Position Value
The positional value of sentence s is computed 

according to formula 4. 

	
	 (4)
Where

Max_S: Total number of sentences in the document
P	 : Sentence position in the paragraph
Max_N: Total number of sentences in the paragraph

2.3	 Sentence Length
Sentence length is the length of each sentence in 

a document. The length of sentence is counted using 
formula 5.

		  	 (5)
Where wi is the number of words in the sentence, and 
MaxWords is the maximum number of words in the 
sentence in the document. 

For example the sentence “Rubin will leave on 
Monday for Thailand and South Korea” and suppose 
the MaxWords in the document is 29, then this sentence 
has the length value of 10/29 = 0.34. 
2.4	 IstheLongestSentence Value

IsTheLongestSentence is computed according to 
formula 6. 

	 (6)
3.	 Sentence Extraction

Sentence extraction is a method for generating 
summaries of a document, or document set by 
extracting sentences from the original document(s) 
and using those to generate a summary. 

The sentences extracted as a sequence of n*r 
sentences from the original document presented in 
the same order as the input documents. In sentence 
extraction phase, the sentence scores are modified 
based on the relationship between pairs of sentences.  
The sentence score is computed based on formula 7. 

	 	 (7)
Where:

i = Sentence number within the cluster
C = Centroid score
P = Position Score
L = Length Score
ILS = IsTheLongest Score 

The next step in sentence extraction phase is 
ordering the sentences by score from highest to 
lowest.The length of the generated summary is based 
on compression rates given. 

IV.	 Datasets

The dataset was obtained from the Document 
Understanding Conference (DUC) of year 2004 task 
5 where newswire data is grouped into clusters of 
documents based on topics. The news is collected 
from:
-	 AP Newswire, 1998 – 2000
-	 New York Times newswire, 1998 – 2000
-	 Xinhua News Agency (English Version), 1996 – 

2000
The experiment of this research uses a total of  5 

clusters which consists of 1274 sentences. In addition, 
the experiment uses MEAD summarization tool as a 
baseline to provide baseline summaries to be compared 
with the result of this research.

V.	 RESULTS AND DISCUSSIONS

The research results were evaluated using various 
ROUGE metrics. These metrics contain ROUGE-N, 
ROUGE-L, ROUGE-S and ROUGE-SU. The 
performance of research result was evaluated by 
comparing research results with MEAD summarizer. 

Table 2 shows the result of ROUGE-1 evaluation of 
each cluster, the values for average-F lies in an interval 
of 0.24 to 0.37, the highest average-F value is achieved 
when average-R = 0.54  and average-P=0.29 using 
dataset of cluster D134H.  This indicates that research 
result capture the important of individual words for 
ROUGE-1 average-F.

Table 2. The ROUGE-1 evaluation result of each 
cluster

It can be seen in Table 3 that the cluster D133C 
achieves the highest score of average-F if it is evaluated 
using ROUGE-2. This indicates that the research 
result captures the importance of bigram words co-
occurrences.
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Table 3. The ROUGE-2 evaluation result of each 
cluster

Moreover the research result using cluster D133C 
outperforms MEAD system on ROUGE-3 as seen on 
Table 4. This indicates that the research result not only 
captures the importance of bigram word co-occurances 
but as well as three-gram word co-occurances.

As shown in Table 5, the research result using 
cluster D133C also outperforms MEAD system if it is 
evaluated using ROUGE-4, it means that the research 
result also capture the importance of word four-gram 
co-occurrences. 

Table 4. The ROUGE-3 evaluation result of each 
cluster

Table 5. The ROUGE-4evaluation result of each 
cluster

	While using cluster D133C the research result also 
outperforms MEAD system if it is evaluated using 
ROUGE-L. As shown in Table 6, the research result 
not only captures the importance of word bigram, 
three-gram, and four-gram co-occurrences but as well 
as the longest common subsequence of words.

Table 6. The ROUGE-L evaluation result of each 
cluster

	As shown in Table 7, the research result average-f 
scores outperforms MEAD system if it uses cluster of 

D133C on ROUGE-W. This indicates that the research 
result not only captures the importance of word bigram, 
three-gram,  four-gram co-occurrences, and the longest 
common subsequence of words but as well as weighted 
longest common subsequence of words.

Table 7. The ROUGE-W evaluation result of each 
cluster

	Meanwhile the research result outperforms MEAD 
system on ROUGE-S and SU if is evaluated using 
cluster D134H as shown in Table 8 and 9.

Table 8. The ROUGE-S evaluation result of each 
cluster

Table 9. The ROUGE-SU evaluation result of each 
cluster

VI.	 CONCLUSIONS

From the experiment, it is found out that if the 
proposed system was evaluated using ROUGE-1, the 
values of the average-F score value lie in an interval of 
0.24 to 0.37, the highest value was achieved when the 
average-R = 0.54 and average-P = 0.29 if it uses the 
dataset of cluster D134H. Moreover, if the proposed 
system uses the dataset of D134H, it also achieved the 
highest average-F score value if it was evaluated using 
ROUGE-S and ROUGE-SU. However, if the proposed 
system evaluated using ROUGE-2, the average-F 
score value lie in an interval of 0.01 to 0.13, and the 
highest value of the average-F score is achieved when 
the average-R = 0.18 and average-P =0.10 if it uses the 
dataset of cluster D133C. Using the cluster of D133C 
the proposed system achieved the highest average 
–F score value if it was evaluated using ROUGE-3, 
ROUGE-4, ROUGE-L and ROUGE, W. 
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Thus, it can be concluded that the proposed system 
outperformed MEAD system if it was evaluated using 
the dataset of cluster D133C and D134H and evaluated 
using ROUGE-1, ROUGE-S and ROUGE SU for 
cluster D133C and ROUGE-2, ROUGE-3, ROUGE-4, 
ROUGE-L and ROUGE-W for cluster D134H. This 
shows that the proposed system captures the important 
words in the extracted summary and it generates longer 
sentences as longer sentence contains more material 
that would match the one in the reference summaries.
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