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FOREWORD 

 

ULTIMA Greetings!  

Ultimatics : Jurnal Teknik Informatika is the Journal of the Informatics Study Program at 

Universitas Multimedia Nusantara which presents scientific research articles in the fields of 

Computer Science and Informatics, as well as the latest theoretical and practical issues, including 

Analysis and Design of Algorithm, Software Engineering, System and Network Security, 

Ubiquitous and Mobile Computing, Artificial Intelligence and Machine Learning, Algorithm 

Theory, World Wide Web, Cryptography, as well as other topics in the field of Informatics. 

Ultimatics : Jurnal Teknik Informatika is published regularly twice a year (June and December) 

and is published by the Faculty of Engineering and Informatics at Universitas Multimedia 

Nusantara. 

In this December 2021 edition, Ultimatics enters the 2nd Edition of Volume 13. In this edition 

there are nine scientific papers from researchers, academics and practitioners in the fields of 

Computer Science and Informatics. Some of the topics raised in this journal are: Recommendation 

for Classification of News Categories Using Support Vector Machine Algorithm with SVD, 

Digital Image Processing using Texture Features Extraction of Local Seeds in Nekbaun Village 

with Color Moment, Gray Level Co Occurance Matrix, and k-Nearest Neighbor, The 

Implementation of the Weight Product (WP) Method on the Best Employee Selection, Fasttext 

Word Embedding and Random Forest Classifier for User Feedback Sentiment Classification in 

Bahasa Indonesia, Spam Filtering on User Feedback Via Text Classification Using Multinomial 

Naïve Bayes and TF-IDF, Classification of Metagenome Fragments with Agglomerative 

Hierarchical Clustering, Elastic Stack Ability Test Monitoring Slowloris Attack on Digital Ocean 

Server, Information Systems and Recommendations using AHP at SMA Islamic Center 

Tangerang and Test Case Analysis with Keyword-Driven Testing Approach Using Katalon Studio 

Tools. 

On this occasion we would also like to invite the participation of our dear readers, researchers, 

academics, and practitioners, in the field of Engineering and Informatics, to submit quality 

scientific papers to: International Journal of New Media Technology (IJNMT), Ultimatics : Jurnal 

Teknik Informatics, Ultima Infosys: Journal of Information Systems and Ultima Computing: 

Journal of Computer Systems. Information regarding writing guidelines and templates, as well as 

other related information can be obtained through the email address ultimatics@umn.ac.id and the 

web page of our Journal here. 

Finally, we would like to thank all contributors to this December 2021 Edition of Ultimatics. We 

hope that scientific articles from research in this journal can be useful and contribute to the 

development of research and science in Indonesia. 

December 2021,  

 

 

 

M.B.Nugraha, S.T., M.T.  

Editor-in-Chief 

  

mailto:ultimatics@umn.ac.id
https://ejournals.umn.ac.id/index.php/TI/
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Abstract— online news is a digital information media 

currently has a very easy and flexible updating process. 

The News Document grouping process is implemented in 

several stages, including Text Mining which includes Text 

Pre-processing which includes Tokenizing, Stopword 

removal, Stemming, Word Merging, TF-IDF and 

Confusion Matrix. Of the several techniques in Text 

Mining, the most frequently used for News Document 

classification is Support Vector Machine (SVM) 

Algorithm. SVM has many advantages of being able to 

identify separate hyperplane that maximizes the margin 

between two or more different classes. The selection of 

the features in SVM Algorithm significantly affects the 

classification accuracy results. Therefore, in this study a 

combination of the feature selection methods is used, 

namely Singular Value Decomposition in order to 

increase accuracy and reduce the Classifier Time 

Support Vector Machine. This research resulted in text 

classification in the form of categories Entertainment, 

Health, Politics and Technology. Based on the Support 

Vector Machines Algorithm, an accuracy rate of 81% 

was obtained with 360 Data Training and 120 Data 

Testing, after adding the Singular Value Decomposition 

feature with a K-Rank value of 50%, a significant 

increase in accuracy was obtained with an accuracy value 

of 94% and The time of Algorithm process is faster.  

Index Terms— News Classification, Support Vector 

Machine, Singular Value Decomposition, Text Mining. 

I. INTRODUCTION 

Information has become one of the necessities in 
everyday human life. Information can be interpreted as 
knowledge from a learning, experience or instruction. 
In some cases knowledge about events or situations that 
have been collected or received through the 
communication process, gathering news from certain 
events.[1] In the modern era and the sophistication of 
technology, speed and accuracy in obtaining news or 
information are needed by the community. Newspapers 
are the people's choice in obtaining fast and accurate 
news and information.  

In general, the news that is conveyed in news portals 
consists of various categories such as Political News, 
Technology News, Entertainment News, Health News 
and others. For example on the Indonesian news 

website www.kompas.com, www.waspada.com, 
www.vivanews.com, etc. [2] 

However, in distributing news into certain 
categories, for now it is still done manually, where the 
news is separated by the author, meaning that in 
uploading news the writers must first know what the 
content of the news they will upload will be and then it 
will be included in the right and correct category. 
Therefore, it is necessary to have a system that can 
classify news categories automatically according to the 
existing news categories based on the title and content 
of the news so that this system can assist news 
uploaders in uploading news. 

The SVM algorithm can be explained simply as an 
attempt to find the best hyperplane that can function as 
a separator between 2 classes in the input space. The 
SVM method is rooted in statistical learning theories 
where this method is very promising in providing better 
results than some other similar methods. [3] 

To be able to produce higher accuracy than a 
Support Vector Machine Algorithm, an experiment will 
be carried out by adding the Singular Value 
Decomposition (SVD) Method, SVD is a matrix 
decomposition technique to facilitate data processing, 
because the Singular Value Decomposition (SVD) 
Algorithm has advantages over process time efficiency 
Algorithm on a large-scale Dataset and Singular Value 
Decomposition (SVD) Algorithm were also chosen 
because they have the ability to perform the 
decomposition process on a term-document matrix, so 
that a matrix that still stores important information with 
far-reaching smaller dimensions can be obtained.  

The purpose of this research is to build a system that 

can automatically classify news categories into a news 

category into an actual category, to find out the 

difference in the final results of News Classification 

with the Support Vector Machine Algorithm only and 

with the addition of the Singular Value Decomposition 

Method, and also to make it easier for news uploaders 

to upload news with an automatic news category 

categorization system. 
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II. LITERATURE REVIEW 

A. Text Mining 

Text mining is a technique in computer science 

that can be used to solve a large number of information 

problems by combining techniques from Data Mining, 

Machine Learning, Natural Language Processing, 

Information Retrieval and Knowledge Management. 

[4]. Text Mining seeks to extract useful information 

from data sources through an identification and 

exploration of interesting patterns. In Text Mining the 

data source can be obtained from a collection of 

documents, this means that the data can be in the form 

of newspapers, magazines, articles, letters, or research 

reports such as journals, or a thesis. 

B. Stages of Text Mining 

An explanation of each of the Text Preprocessing 

processes is as follows:[5] 

1). Tokenizing. 

Tokenizing Text is unstructured data that must be 

changed first to make it structured before further 

analysis. The text in the email entered into the 

application is stored in a 1-dimensional array. The 

words in a sentence are divided based on the 

sentence and then the words will be divided again 

based on spaces. 

2). Stopword removal. 

After doing the Tokenizing Text process that the 

word is not tied to other words. As a result of this 

separation, there are some words that have no 

relevant meaning at all in determining the 

characteristics of a tokenized document, such as 

the words "this, that, and, or" and many more 

words. kind. Words that have no relevant meaning 

are called stopwords. 

3). Stemming. 

Stemming is a process of mapping and parsing in 

the Variant form of a word into its basic word 

form. In Indonesian documents the Stemming 

process is very necessary before entering the Text 

Mining process because Indonesian has Prefixes, 

Suffixes, Infixes and Confixes which make a basic 

word can be changed into many forms and as a 

result of making word searches difficult. The 

following are examples and meanings of affixes in 

Indonesian. 

a. Suffixes (Akhiran) is an affix that is 

usually added to the end of a word, such 

as “-an, -kan, and ‘-i”. 

b. Prefixes (Awalan) is an affix that is 

usually added to the beginning of a root 

word or the basic form of a word, such 

as “-per, -mem” 

c. Confixes (Sifiks and Prefiks) a single 

affix occurs from two separate elements, 

such as “ke-....-an”  

4). Word weighting. 

The TF-IDF method is a method for calculating 

the weight of each word that is most commonly 

used in Information Retrieval. This method is also 

known to be efficient, easy to use and has high 

accuracy results.[6] 

The data that has gone through the preprocessing 

stage is in the form of a numeric using this method 

TF-IDF. The Term Frequency Inverse Document 

Frequency (TF-IDF) method is a method 

commonly used to determine how far connected a 

word (term) is to a document by giving weight to 

each word. The TF-IDF method itself combines 

two concepts, namely the frequency of occurrence 

of a word in a document and the inverse frequency 

of a document containing these words.[7] 

In calculating the weight with TF-IDF, what is 

first calculated is the TF value of a word with the 

weight of each word being 1. TF (Term 

Frequency) which states the number of words that 

appear in a document. DF (Document Frequency) 

states how many documents for TF calculation 

using the following formula: [8] 

D F= log (
𝑁

𝐷𝐹(𝑊)
) (1) 

𝑇𝐹 − 𝐼𝐷𝐹(𝑤, 𝑑) = 𝑇𝐹(𝑤, 𝑑) × 𝐼𝐷𝐹(𝑤) (2) 

IDF(Word)=log 
𝑡𝑑

𝑑𝑓
 (3) 

Explanation: 

• TF-lDF(w,d): the weight of one word in 

the entire document. 

• w: word. 

• d: document. 

• TF(w,d): frequency of occurrence of a 

word (w) in a document (d).  

• IDF(w): inverse DF from word (w). 

• N: total number of documents. 

• DF(w): the number of documents 

containing a word (w). 

IDF(word) is an IDF value of each word to be 

searched, while TD is the total number of existing 

documents and DF is the number of occurrences 

of words in a document. 

C. Confusion Matrix 

Confusion Matrix is the method used in the 

calculation of accuracy. In testing the accuracy and 

search results will be evaluated into the value of Recall, 

Precision and Accuracy. Where Precision is an 

evaluation of the ability of the system to find the most 

relevant ranking and can be defined as a percentage of 

documents that are retrieved and are truly relevant to 

the Query. Recall is an evaluation of the system's ability 

to find all relevant items from collections and can be 

defined as a percentage of documents relevant to the 

Query. Meanwhile, Accuracy is a comparison between 
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cases that will be correctly identified and the total 

number of existing cases.[6] 

Table 1. Confusion Matrix. 

 

Document 

True Value 

Relevant Non Relevant 

 

Retrieve d 

True Positive 

(tp) Correct 

result 

False Positive 

(fp) 

Unexpected 

result 

 

Not Retrieve d 

False Negative 

(fn) Missing 

Renault 

True Negative 

(tn) Corect 

absence of 

Renault 

 

Explanation:  

• TP (True Positive) = Number of correctly labelled 

positive samples. 

• FP (False Positive) = Number of negative 

samples incorrectly labelled as positive. 

• FN (False Negative) = Number of positive 

samples incorrectly labelled as negative 

• TN (True Negative) = Number of correctly 

labelled negative samples 

 

formula as follows: 

 precision = 
𝑡𝑝

(𝑡𝑝+𝑓𝑝)
 (4) 

 Recall = 
𝑡𝑝

(𝑡𝑝+𝑓𝑛)
 (5) 

 Accuracy = 
(𝑡𝑝+𝑡𝑛)

(𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛)
 (6) 

D. Support Vector Machine 

Support Vector Machine (SVM) is a technique that 

is relatively new when compared to other existing 

techniques, but SVM has a much better performance in 

various application fields such as Bioformatics, 

Handwriting Recognition, Text Classification and so 

on. [3] 

SVM is a technique for making predictions, both in 

the case of classification and regression. SVM has the 

basic principle of linear classifier which means that 

linear classification cases can be separated, but SVM 

has been developed so that it can work on non-linear 

problems by including kernel concepts in a high-

dimensional workspace. The kernel function is 

commonly used to map a lower initial dimension to a 

relatively higher dimension. Kinds of kernel functions 

include:[10] 

Formula Support Vector Machine 

 𝑓(𝑥𝑑 ) = ∑ 𝑎𝑖y𝑖K (𝑥𝑖 , 𝑥𝑑 ) + b (𝑥𝑖𝑠𝑣) 𝑛𝑠 𝑖=1(7) 

Kernel Function 

• Kernel linier  

𝐾(𝑥𝑖, 𝑥) = 𝑥𝑖𝑇𝑥 (1) 

• Polynomial  

𝐾(𝑥𝑖, 𝑥) = (𝛾. 𝑥𝑖𝑇𝑥 + 𝑟)𝑝, 𝛾 > 0 (9) 

• Radial basis function  

𝐾(𝑥𝑖, 𝑥) = 𝑒𝑥𝑝(−𝛾|𝑥𝑖 − 𝑥|2), 𝛾 > 0 (10) 

• Sigmoid kernel  

𝐾(𝑥𝑖, 𝑥) = 𝑡𝑎𝑛ℎ(𝛾. 𝑥𝑖𝑇 + 𝑟) (11) 

E. Singular Value Decomposition (SVD) 

Singular Value Decomposition is one of the many 

techniques in processing a matrix derived from the 

science of linear algebra which was introduced by 

Beltrami in 1873. SVD is one of the stages in the 

process contained in the Latent Semantic Analysis 

(LSA) method. used to process a matrix in linear 

algebra which is used as a tool in mathematics and is 

commonly used to represent a matrix and is capable of 

performing various analyzes and matrix 

computations.[11]  SVD is very useful in decomposing 

a matrix divided into 3 new matrices, including the U 

orthogonal matrix, the S diagonal matrix and the last 

one is the transpose matrix of the D orthogonal matrix 

or it can also be formulated as follows: 

Formula Singular Value Decomposition. 

 𝐴𝑚 𝑥 𝑛 =  𝑈𝑚 𝑥 𝑛  𝑆𝑚 𝑥 𝑛  𝑉
𝑡

𝑛 𝑥 𝑛 (12) 

Explanation:  

• mxn is a matriks 

• A   Matriks size mxn  

• U The singular vector of the matrix A and this 

vector is orthonormal  

• S The diagonal of the vector that composes the 

singular value of the corresponding singular 

vector.  

• VT The singular vector of matrix A is also 

orthonormal. 

F. F1-Score 

F1 or F-Measure is a harmonic mean of precision 

and recall or it can be abbreviated as f1-score which is 

a comparison of the mean or average of precision and 

recall that is weighted. The range of an f1 value is 0 to 

1. Here's the equation:[11] 

 𝑓1 = 2 ×   
𝑃 × 𝑅

𝑃+𝑅
 (13) 

Explanation: 

• F1 : F-Measure or F-Score 

• P   : Precision 

• R   : Recall 

III. RESEARCH METODOLOGY 

In this chapter, it is explained about the stages in 

system design that will be made by the author, which 

includes Data, System Description, Analysis Model and 

Interface Design. Here's the explanation
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A. Development Method 

The method of developing a system used in this 

research is the Waterfall Method or Structured 

Approach. In general, the Waterfall method is a method 

that is often used to analyze systems. The essence of 

this method is the stages in working on a system that are 

carried out sequentially, the Waterfall method consists 

of several stages of activities, including: 

 

Figure 1. Development Method waterfall. 

B. Diagram Block 

Below is a system process using Block Diagrams: 

 
Figure 2. Diagram Block. 

The classification process starts from input data 

in the form of news titles, then continues with text 

operations, in this process there are several stages, 

namely the tokenizing stage to separate words and 

convert them into spaces, stopword stages to delete 

words that do not contain meaning, stemming 

stages to remove affixed words and weighting or 

TF-IDF for the process of giving the index or 

frequency contained in the final word of the 

stemming process, then it will enter the word 

merging process (synonym), if there are different 

words but have the same meaning, then the system 

can combine them together with the frequency, 

Stages The next step is Support Vector Machine 

and Singular Value Decomposition. Next is the 

testing phase using the Confusion Matrix, the 
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number of correct predictions is divided by the total 

of all data. And the last one is Classification with 

new text data in the form of title and news content 

to determine the category of the news. 

C. Tokenizing 

In the tokenizing the process that occurs is the 

process of breaking sentences into word for word, these 

words are also changed from uppercase to lowercase 

and eliminate unique characters that are not included in 

the word. 

D. Stopword Removal 

The next process is Stopword, which is the process 

of filtered words where unimportant words from the 

text will be discarded. The system will check the 

Stopword list dictionary, if the word exists then the 

word will be deleted. 

E. Stemming 

After the Stopword stage, the next process is the 

Stemming process. Where the system will search for 

words from the existing news text and convert them 

into basic words. 

IV. RESULT AND DISCUSSION 

In this chapter, are the stages of implementation and 

testing of the system that has been built. 

A. User Interface 

The image below is an image of the Process Data, 

display from the program that was created. 

Figure 3. Process Data. 

News Classification 

The image below is a display of the new news 

classification 

Figure 4. News Classification 

B. Support Vector Machine Algorithm Classification 

In this stage, a news category classification process 

will be carried out based on the title and content of the 

news, there are 480 data on the title and content of the 

news with the division of 360 Training Data and 120 

Testing Data, the following results are obtained: 

 

Total Term TF-IDF 4092 from 480 data documents 

News In this process the system will carry out a 

machine learning and training process which only uses 

1 algorithm, namely Support Vector Machine and 

accuracy calculations on the Confusion Matrix. 

 

 Train Data 

dataBerita.addAll(train1); 

dataBerita.addAll(train2); 

kelas[0]=train1.get(0).getKategori(); 

kelas[1]=train2.get(0).getKategori(); 

data=new 

double[dataBerita.size()][dataBerita.get(0).getSvd(

).length]; 

y=new int[dataBerita.size()]; 

alpha=new double[dataBerita.size()]; 

Arrays.fill(alpha, 0); 

deltaAlpha=new double[dataBerita.size()]; 

Arrays.fill(deltaAlpha, 0); 

error=new double[dataBerita.size()]; 

w=new double[dataBerita.size()]; 

int i; 

for(i=0; i<dataBerita.size(); i++){ 

data[i]=dataBerita.get(i).getSvd(); 

if(dataBerita.get(i).getKategori().equals(kelas[0])) 



 

 

 

 

77 Ultimatics : Jurnal Teknik Informatika, Vol. 13, No. 2 | December 2021 

 

ISSN 2085-4552 

y[i]=-1; 

else y[i]=1; } 

setKernel(); 

 

Set Kernel 
kernel=new double[data.length][data.length]; 

int i,j; 

for(i=0; i<data.length; i++){ 

for(j=0; j<data.length; j++){ 

kernel[i][j]=hitungKernel(data[i], data[j]); }} 

 

Hitung Kernel 

int row=x1.length; 

int a=0; 

double hasil=0;  

while(a<row){ 

hasil+=x1[a]*x2[a]; 

++;} 

hasil+=c; 

hasil=Math.pow(hasil, d); 

return hasil; 

    Figure 5. Source Code SVM 

 

 

 

 

 

Figure 6. Confusion Matrix SVM Algorithm. 

From Figure 5 we get: 

• The Accuracy Value for the Entertainment 

Category is 89%, the Health Category is 

79%, the Political Category is 65% and the 

Technology Category is 90%. 

• The Precision Value for the Entertainment 

Category is 100%, the Health Category is 

100%, the Political Category is 42% and the 

Technology Category is 85%. 

• Recall value for Entertainment Category is 

52%, Health Category is 19%, Political 

Category is 100% and Technology Category 

is 74%. 

And Average Score: 

• The average value of the Accuracy Value is 

81% 

• The Average Value of Precision is 82% 

• The average value of the recall value is 61% 

 

Calculation f1-score 

𝑓1 = 2 ×  
82 ×  61

82 + 61
= 69,96 

 

From the calculation of the f1-score against the 

Support Vector Machine algorithm, a value of 

69.96% is obtained, and with the Algorithm 

processing time for 35.81 seconds. 

C. Classification of Support Vector Machine 

Algorithm with SingularValue Decomposition 

Singular Value Decomposition is a technique used 

to decompose matrices of any size. to facilitate data 

processing. Here it is used with a K-Rank value of 50% 

then the results are as follows: 

   

 

 

 

 

 

  

d. setRank        

e. System.out.println(k); 

f. if(k<1 || k>=Math.min(m, n)) return; 

g. int i, j; 

h. double[][] hasil; 

i. hasil=new double[m][k]; 

j. for(i=0; i<m; i++){ 

k. for(j=0; j<k; j++){ 

l. hasil[i][j]=u[i][j];} 

m. u=hasil; 

n.  

o. GetVector 

p. double[] hasil=new double[s.length]; 

q. double[] temp=new double[s.length]; 

r. int i, j; 

s. for(i=0; i<u[0].length; i++){ 

t. for(j=0; j<tfidf.length; j++){ 

u. temp[i]+=tfidf[j]*u[j][i]; } } 

v. for(i=0; i<si.length; i++){ 

w. for(j=0; j<temp.length; j++){ 

x. hasil[i]+=temp[j]*si[j][i]; } } 

y. return hasil; 

z. u=hasil;  

hasil=new double[k][k]; 

for(i=0; i<k; i++){ 

for(j=0; j<k; j++){ 

hasil[i][j]=s[i][j]; }} 

s=hasil; 
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Figure 7. Source Code SVD. 

 

 

Figure 8. Results of Using K-Rank SVD. 

 

 

Figure 9. Confusion Matrix Results of SVM and SVD 

Algorithms. 

From Figure 7 we get: 

• Accuracy Value for Entertainment Category 

is 93%, Health Category is 97%, Political 

Category is 93% and Technology Category 

is 97%. 

• The Precision Value for the Entertainment 

Category is 79%, the Health Category is 

100%, the Political Category is 81% and the 

Technology Category is 100%. 

• Recall value for Entertainment Category is 

96%, Health Category is 74%, Political 

Category is 97% and Technology Category 

is 87%.  

 

And Average Score: 

• The average value of the Accuracy Value is 

94% 

• Average Precision Value of 90% 

• The average value of the recall value is 89% 

Calculation f1-score 

 

𝑓1 = 2 ×  
90 ×  89

90 + 89
= 89,50 

 

From the calculation of f1-score against the Support 

Vector Machine algorithm with Singular Value 

Decomposition, the value is 89.50%, and with the 

Algorithm processing time for 29.22 seconds. 

 

D. Comparison of SVM and SVM-SVD Hasil 

Results 

 
Table 2. Comparison of SVM and SVM-SVD Results 

 

 Support Vector Machine 

 E K P T Aver

age 

Accuracy 89 79 65 90 81 

Precision 100 100 42 85 82 

Recall 52 18 100 74 61 

 Support Vector Machine dan 

Singular Value Decomposition 

 E K P T Aver

age 

Accuracy 93 93 92 97 94 

Precision 79 100 81 100 90 

Recall 96 74 97 87 89 

 

From table 2, the comparison between the Support 

Vector Machine Algorithm and the Singular Value 

Decomposition results in a higher level of Precision, 

Recall and Accuracy using the Support Vector 

Machine Algorithm with the addition of the Singular 

Value Decomposition Method rather than using only 

one Support Vector Machine Algorithm. And also for 

the time required for the classification process on the 

Support Vector Machine Algorithm with the Singular 

Value decomposition method, the classification 

duration is faster with a time of 29.22 seconds 

compared to only using the Support Vector Machine 

Algorithm with a time of 35.81 seconds. 

E. New Data Classification 

At this stage, data validation will be carried out by 

entering New Data in the form of News Title and 

Contents then the system will automatically detect the 

News Category 

Matrix msi=new Matrix(s); 

si=msi.inverse().getArrayCopy(); 

hasil=new double[n][k]; 

for(i=0; i<n; i++){ 

for(j=0; j<k; j++){ 

hasil[i][j]=v[i][j]; }} 

 

v=hasil; 
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Experiment with new data. 

 

 
Figure 10. New Data Classification. 

 

The results of experiments with News Title and 

Content are classified as Technology category. 

 

From the results of the classification in Figure 8, it 

is known the accuracy of each category. The accuracy 

of each category is obtained from the number of 

words/terms after passing through the Text 

Preprocessing stages. The existing words/terms will be 

checked into the Training Data and Testing Data which 

will then be calculated for the total Words/Terms 

contained in each news category in the existing 

Training Data and Testing Data. 

 

 
Figure 11. Accuracy of each Category. 

 

V. CONCLUSION 

The conclusions that can be drawn from the 

development of the News classification 

recommendation system with the Support Vector 

Machine Algorithm and Singular Value 

Decomposition are as follows: 

1) The accuracy level of the Support Vector 

Machine Algorithm from Experiments with 

a total of 360 Training Data and 120 Testing 

Data obtained an Accuracy Value of 81% 

2) The Accuracy Level of the Support Vector 

Machine Algorithm and Singular Value 

Decomposition from Experiments with a 

total of 360 Training Data and 120 Testing 

Data obtained an Accuracy Value of 94% 

3) From the results of experiments conducted 

Singular Value Decomposition can be 

applied with a Support Vector Machine and 

there is an increase in accuracy results and 

faster processing time. 

4) From the results of the f1-score calculation, 

the Support Vector Machine Algorithm and 

Singular Value Decomposition values are 

higher by 89.50% compared to using the 

Support Vector Machine Algorithm only 

with a value of 69.96%. 

The Support Vector Machine and Singular Value 

Decomposition Algorithms in this study were only 

tested with a little data, it would be better if there were 

more data. 
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Abstract— The problem in determining the selection of 

corn seeds for replanting, especially corn in East Nusa 

Tenggara is still an important issue. Things that affect 

the quality of corn seeds are damaged seeds, dull seeds, 

dirty seeds, and broken seeds due to the drying and 

shelling process, which during the process of shelling 

corn with a machine, many damaged and broken seeds 

are found. So far, quality evaluation in the process of 

classification of the quality of corn seeds is still done 

manually through visible observations. Manual systems 

take a long time and produce products of inconsistent 

quality due to visual limitations, fatigue, and differences 

in the perceptions of each observer. The selection of 

local maize seeds in Timor Island, East Nusa Tenggara 

Province, especially in Nekbaun Village, West Amarasi 

District with feature extraction with a color moment 

shows that the mean, standard deviation and skewness 

features have an average validation of 88% and use the 

GLCM method which shows the neighbor relationship. 

Between the two pixels that form a co-occurrence matrix 

of the image data, namely GLCM, it shows that the 

features of homogeneity, correlation, contrast and 

energy have an average validation of 70.93%. The k-

Nearest Neighbor (k-NN) algorithm is used in research 

to classify the image object to be studied. The results of 

this study were successfully carried out using k-Nearest 

Neighbor (k-NN) with the euclidean distance and k = 1 

with the highest extraction yield of 88% and the results 

of GLCM feature extraction for homogeneity given 

75.5%, correlation of 78.67%, contrast given 65.75% 

and energy given 63. 

Index Terms— corn seeds; color moment; digital 

image processing; gray level co occurance matrix; k-

nearest neighbor 

I. INTRODUCTION 

Corn (Zea mays I.) is one of the food crops that 

contain carbohydrates and is a food that is often 

consumed by the public in general, in addition to 

wheat, sweet potatoes and rice. Corn is an agricultural 

product that is widely planted by farmers because the 

duration of harvest is faster and plays an important 

role in the development of the agricultural sector. In 

Indonesia, especially in East Nusa Tenggara, corn as a 

staple food is often consumed as a substitute for rice. 

Where there are sources of protein, carbohydrates, 

fiber, so that they can help increase endurance, both 

for consumption of corn that is still not old or that is 

ready to be harvested. In addition, corn can also be 

used as food for domesticated livestock such as from 

young corn stalks, leaves or cobs. Therefore, the 

demand for corn continues to increase from year to 

year, this is due to the increase in the economic 

standard of living of the community and the progress 

of the animal feed industry so that the quality of corn 

needs to be considered. There are several factors that 

affect the quality of corn seeds, one of which is the 

high level of damage that occurs during the corn 

shelling process by machine so that many damaged or 

cracked seeds are found. So far, quality evaluation in 

the process of classifying corn seed quality is still 

done manually through direct observation with the 

naked eye. Visual observation takes a long time so that 

it can produce products with uneven quality because it 

has several limitations such as fatigue, and differences 

in the perception of observers conducting research [1]. 

Determination of the quality of good corn seed 

selection has been carried out using supervised 

learning techniques. One example of a supervised 

learning method that can be used to determine the 

quality of corn seeds for seeding is the classification of 

coffee beans using image processing and fuzzy logic. 

This research aims to build a digital grading system by 

using a camera to take pictures of coffee beans 

samples, then the computer calculates the color and 

texture. The data test shows that the green color and 

the entropy, energy and contrast texture characteristics 

are formed from the co-occurrence matrix with 135 
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degrees that have been obtained and this is an 

important parameter of the fuzzy C means in assessing 

the quality grade of coffee beans [2]. 

In addition to the classification of coffee beans, 

there is also research on the determination of the 

quality of soybeans. Where in the selection of seeds 

there are broken seeds, pale seeds, dirty and unclean 

seeds, and broken or cracked seeds due to the drying 

and firing process that is too long. Soybean quality 

determination is usually done manually with visual 

observation. In conducting manual observations can 

take a long time and produce products with unstable 

quality because observations are made with the naked 

eye, fatigue from observers, and different perceptions 

of each observer when making observations in the 

field. This research was conducted by using a 

comparison of image texture extraction using 

statistical methods of order I (color moment) and 

statistics of order II (Gray Level Co occurance Matrix 

- GLCM) for soybean selection. The first order 

statistic (color moment) shows the probability that the 

gray level value of the image pixel will appear, while 

the second order statistic (GLCM) shows the 

probability of an adjacency relationship between two 

pixels that form the cohesion matrix of the image data. 

classification process in determining soybean seeds, 

and getting an average accuracy of 70.02% [3]. 

In addition to soybean seed classification research, 

there is also research on determining the quality of 

corn seeds for seeding based on color brightness using 

a support vector machine. The purpose of this study 

was to classify corn seeds for seeding, so as to find the 

right corn seeds for seeding based on the brightness 

level of color. The results of this study were 

successfully carried out using a support vector 

machine with a polynomial kernel function and got the 

highest accuracy, namely yellow corn by 82% and for 

white corn by 76% [4]. 

The problem in determining the selection of corn 

seeds for re-planting, especially corn in East Nusa 

Tenggara is still an important issue. The declining 

price of corn in the market  caused by damage of corn 

seeds that will be used for seeds usually occurs when 

storing corn seeds that have peeled skin making it 

easier for fungi to grow quickly, especially from the 

Aspergillus type which has the potential to cause 

aflatoxins [5]. The selection of corn seeds is often 

done by farmers by naked eye or manually without 

looking at the physical characteristics, textures and 

colors of the corn seeds that will be used for re-

seeding. A good selection of corn seeds is corn seeds 

that are not peeled off, not hollow and black. From the 

reasons that have been explained, in this research we 

develop a quality seed selection system using feature 

extraction based on color moment and GLCM 

features. While the learning model was developed 

with supervised learning, k-Nearest Neighbor. 

II. LITERATURE REVIEW 

A. Corn (Zea mays I.) 

Corn is an annual crop, the growth process of corn 
plants is completed within three months to six months. 
The first half of the cycle is the vegetative growth 
stage and the second half is the generative growth 
stage. Corn is a type of grain food crop (cereal) from 
the grass family. The following is a systematic 
(lineage) of corn plants [6] : 

Kingdoms  : Plantae (plant) 

Division : Magnoliophyta  

Class  : Liliopsida  

Sub Class : Commoninidae 

Order : Poales 

Family : Poaceaae (grass tribe) 

Genus : Zea 

Species : Zea mays I.  

B. Corn Seeds 

Seeds are plant material that will be used for 

replanting so that they can be used as a means of 

multiplying similar plants. Corn seeds to be used as 

seeds must go through a process in such a way that 

they can be used for the replanting process [6]. The 

selection of corn seeds must be in accordance with the 

land to be planted, in order to get good quality corn. 

Corn seeds must be selected carefully, because corn 

production depends on seed selection.The criteria for 

seeds that have low quality include defective or 

damaged seeds, dull colored seeds, dirty seeds, broken 

seeds, and small seeds. The following is an 

explanation table regarding each of the physical 

quality criteria of corn shown in Table 1 [6].  

TABLE I. DEFINITIONS FOR CORN SEED PHYSICAL QUALITY 

CRITERIA 

No. Physical 
quality 

Definition 

1 Corn with 

round seeds 

Dried corn kernels that are physically 

intact without any spots, defects or 

fungus. 

2 Defective 

seed corn 

Corn with defective or damaged seeds 

due to insect attack or warehouse 

pests. 

3 Corn with 
broken seeds 

Corn with corn kernels that are not 
intact/damaged due to the threshing or 

shelling process. 

4 Dull seed 
corn 

Colored corn kernels tend to be dirty 
or dark 

C. Pre-Process 

This stage is carried out to obtain data accuracy 
from the image of corn seeds that will be sampled, this 
process is to prevent data inaccuracies to get actual 
data. RGB image or commonly called true color is an 
image that can represent the color of an object that 
resembles the original by combining three colors that 
are often used, namely red (R), green (G) and blue (B). 
Each pixel of an RGB image has three channels that 
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represent each component of the basic color [7]. A 
gray image is a digital image that has only one channel 
value for each pixel, in other words, the value of the 
red = green = blue part. This value is used to indicate 
the level of intensity. The color of the three grayscales 
is a gray color with various levels from black to white. 
Grayscale images can be obtained from RGB images. 
The intensity value of the grayscale image is 
calculated from the intensity value of the RGB image 
using the eq. 1.  

Gray Value = R + G + B / (α + +) (1) 

With the value of = the value for R (0.35), β= the 
value for G (0.25), = the value for R (0.4), so the value 
of + δ + = 1. The image that has been changed to The 
gray scale will be processed to remove noise using a 
median filter by finding the average of the image pixel 
values that have been sorted by the eq.2 : 

f (y,x) = median(p,q)єsyx (g(p,q))   (2) 

Where f(y,x) = weight of result at position (y,x), 

g(p,q) = element of gauss kernel matrix at position 

(p,q). 

D. Digital Image 

Digital images can be interpreted as light intensity 

on two sides and can be expressed in two dimensions 

f(x,y) where is the light intensity in discrete form about 

the axis x nor y which is the position of the coordinate 

point while f is the amplitude at position (x,y) which is 

often known as intensity or grayscale [8]. In assigning 

a value of a discrete intensity from 0 to 255, as well as 

the values of x,y and f(x,y) remain in a certain range or 

area but are in limited quantities. The image taken 

from the camera and the process of limiting the input 

of a wide set in discrete form is called a digital image. 

A digital image is composed of a number of gray level 

values called pixels at a certain position.  

In the translation of light intensity can be 

calculated by the equation of two dimensions f(x,y) is: 

0 f(x,y) < ∞                   (3) 

For example, f is a 2-dimensional digital image 

measuring NxM. So that it can be spread f in a matrix 

can be seen in the figure below, where f(0,0) is in the 

upper left corner of the matrix, while f(n-1, m-1) is in 

the lower right corner. 

     (4) 

E. Texture Analysis 

The textured analysis used is a form of the intrinsic 
characteristics of an image form and is closely related 
to the level of roughness, granulation, and regularity of 
the structural arrangement of pixels. The textural 
aspects of an image can be used as the basis for 
segmentation, classification, and image interpretation 
[9].  

So that the image texture can be interpreted as a 
function of the spatial variation of pixel intensity (gray 
value) in the image. Based on their shape, textures can 
be classified into two classification: 

a. Macrostructure 

The shape of the macrostructure has a local pattern 
repeating periodically in an image area, usually found 
in man-made patterns and tends to be easy to represent 
mathematically. 

b. Microstructure 

In microstructural texture, local and repeating 
patterns do not occur so clearly, so it is not easy to 
provide a comprehensive definition of texture.  

Fig. 1 is an example of a texture that shows the 

difference between macrostructure and microstructure 

textures. 

 

Fig. 1. Examples of visual textures [9] 

F. Color Moment 

Color moment is a form of representation of taking 

features based on the characteristics of the color of an 

image. From a histogram, it can show the probability 

of the occurrence of the gray level value of pixels in 

an image [9]. Color moments have 3 characteristics, 

there is:  

1). Mean (µ) 

Mean(µ) describes the shape of the size of the 
dispersion of an image. The form of the equation to 
calculate the Mean (µ) is: 

                               (5) 

Where (µ) is the average value of a color in the 

image, n is the total number of pixels in the image and 

fn is a value of gray intensity, while p(fn) shows the 

histogram value (probability of the occurrence of that 

intensity in the image). 

In developing applications, the authors use the 

Firebase platform. Firebase is a service from Google 

that is used to facilitate application developers in 

developing applications. One of the functionalities of 

Firebase is a realtime database service that we use to 

store allergen data. Realtime database has the ability to 

store and synchronize application data in milliseconds. 

The database will be hosted in the cloud. Data will 

be saved as JSON and then synchronized in realtime to 
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each client that has been connected so that all clients 

can receive the latest data updates automatically. 

In this study, the database stores allergen data in 
the form of id, composition, and general name of the 
allergen. Fig. 5 is an example of a storage format in 
the database. "Komposisi" is the name of the allergen 
(processed / technical) which may appear on food 
packaging, "NamaGeneral" is the name of the main 
allergen of the ingredient, for example in Fig. 5 
ingredients is "lactalbumin" which is processed from 
milk (susu) so that it has a generalized name "susu". 

2). Standard deviation or standard deviation 

The standard deviation or standard deviation is the 
most frequently used measure of variation (variation) 
of statistical data. The standard deviation or standard 
deviation is the square root of the variance. Form of 
calculation in standard deviation or standard deviation 
( ) that is: 

            (6) 

3). Skewness ( ) 

Skewness ( ) shows the degree of skewness (a 

measure of the degree of asymmetry) relative to the 

histogram curve of an image. Solution to calculate 

Skewness ( ) that is: 

  (7) 

G. Gray Level Co-occurance Matrix 

In analyzing a pixel to obtain statistical 

characteristics by solving the probability value or 

often called the probability of an image which can be 

obtained from the neighboring relationship between 

two pixels at a certain distance and angle orientation. 

By using GLCM, the calculation process can work by 

forming a co-occurrence matrix from image data, then 

it will be continued by determining the characteristics 

as a function of the matrix [9].  

The number of occurrences of joint calculations or 

co-occurrence, where it is the number of occurrences 

of one level of neighboring pixel values with one 

level of other pixel values within a certain distance 

(d) and angle orientation (θ). Distance is expressed in 

pixels and orientation is expressed in degrees. 

Orientation is formed in four angular directions with 

angular interval 45o, that is 0o, 45o, 90o, 135o. While 

the distance between pixels is usually set at 1 pixel. 

In this case, the co-occurrence matrix is a square 

matrix with the number of elements as much as the 

square of the number of pixel intensity levels in the 

image. Each value of the point (p,q) in the oriented co-

occurrence matrix contains the probability of 

occurrence of a value of p neighbors with a pixel 

worth to q at distance d and the orientation of and 

(180- ). The following is an illustration of Order II 

Statistical Feature Extraction which is shown in Fig 2.  

 
Fig. 2. Illustration of GLCM Feature Extraction [9] 

In the form of completion of the GLCM feature 

extraction, and the co-occurrence matrix is obtained 

from each angle, the average co-occurrence matrix 

(Mavg) will be shown in the equation 8: 

M avg = (M(0) + M(45) + M(90) + M(135)) / 4     (8) 

GLCM (Gray Level Co-occurance Matrix) has 14 

haralick characteristics or features, but what is taken in 

this research are 4 characteristics, namely: 

1). Angular second moment (homogeneity) 

Angular second moment(homogeneity) shows the 

homogeneity of the image. The form of the equation 

shown in equation 9: 

          (9) 

Where p(i,j) represents the value on the row i and 

column j on the co-occurrence matrix. 

2). Contrast 

Where in the form of contrast features can show 

the size of the spread (moment of inertia) of the image 

matrix elements. If it is located far from the main 

diagonal, the contrast value is large. Visually, the 

contrast value is a measure of the variation between 

degrees of gray in an image area. The form of the 

equation shown in equation 10: 

[                  (10) 

|i – j| = k 

3). Correlation 

Where in Correlation can be shown with a linear 

dependence of the degree of gray in the image that 

has been obtained and can provide clues to the 

existence of linear structures in the image. Score  

shows the average color in the image shows the 

square root of the variance (standard deviation). The 

form of the equation shown in equation 11: 

                           (11) 

4). Energy 

Energy show uniformity. Energy will be high 

when the pixel values are similar to each other 

otherwise it will be small indicating the value of the 

normalized GLCM is heterogeneous. The maximum 

value of energy is 1, which means that the distribution 
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of pixels is in a constant condition or in a periodic 

(not random) shape. The value of d indicates the 

distance between two pixels. The form of the equation 

shown in equation 12: 

                        (12) 

H. K-Nearest Neighbor  

In understanding algorithm -Nearest Neighbor 

(k-NN) which is a method for classifying objects 

based on the learning data that is closest to the object 

and already has a class label. Where data in learning 

is projected into a multidimensional space, where 

each dimension represents a feature of the data. This 

space is divided into sections based on the 

classification of learning data. A point in this space is 

marked class  if class c is the most common 

classification found in k the nearest neighbor of the 

point. Near or far neighbors are calculated based on 

Euclidean distance. 

When compared with other classification methods, 

this method has a fairly high level of accuracy 

because the incoming data will be classified based on 

the similarity of existing characteristics from the 

previously classified data. However, on the algorithm 

k-NN needs to determine the value of the parameter k 

(number of nearest neighbors) and distance-based 

learning it is not clear what type of distance to use 

and which attributes to use to get the best results [10]. 

The k-NN for Euclidean distance is as count as 

follows: 

           (13) 

With d(x,y) is a distance between points in training 

data data Xi and testing data points Yi which will be 

classified, where x=x1,x2,…,xi and y=y1,y2,…,yi and i 

represents the attribute value as well as n is an 

attribute dimension.  

III. RESULT AND DISCUSSION 

In this research, we used color moment and GLCM 

as a feature extraction and k-NN as a model 

classifying. The moment features used are: mean, 

standard deviation and skewness, while the haralick 

(GLCM) features used are: homogeneity, correlation, 

contrast, energy. The analysis of the results of the 

classification test with the K-Nearest Neighbor in 

terms of the use of the k value and the distance 

measurement method (Euclidean), as well as the 

analysis of system computational time. This system 

was developed with Matlab 10th student version. 

The image of corn seeds taken in this study was 

100 corn seed image data, with initial image 

dimensions of 2484 x 2134 pixels and saved in JPG 

file format. The image that will be sampled will be 

resized to 300 x 300 pixels, so that it gets an area of 

interest from the image, this image data will be called 

into Matlab to get the matrix data to be processed. The 

following are the characteristics of the image of decent 

and unworthy corn seeds to serve as seeds. Table 2 

shown the explanation of it. 

TABLE II. DECENT AND UNWORTHY CORN SEED 

No. Decent seeds Unworthy seeds 

1. Clean and whole seeds Dirty seeds 

2. Seeds that are not black Black seeds 

3. The unbroken seed Broken seeds 

4. Undamaged seeds  Broken seeds 

5. Seeds that don't have holes Hollow seeds 

 

A. Feature extraction 

In this process, the image that has been 
preprocessed will be extracted using color moments 
and GLCM. 

B. Color moment 

Color moment shows the probability of occurrence 

of a pixel's gray degree value in an image. The 

previously 100 x 100 image matrix will be converted 

into a 1 x 3 vector with a feature extraction process 

using HSV images. At this stage the image will also 

calculate the value of each feature. The characteristics 

used in this extraction include mean, standard 

deviation and skewness. The amount of data used is 

100 corn image data so that the resulting 100 vectors. 

This vector is the input dataset for the classification 

process. The following is the syntax or command line 

in Matlab to get the result of color moment. 

b=imresize(image1,[300 

300]); 

gbrHSV = rgb2hsv(b); 

c1 = 

imresize(gbrHSV,[300 

300]) 

 

C. GLCM 

GLCM shows the probability of adjacency 

relationship between two pixels at a certain distance 

and orientation angle. The previously 100 x 100 image 

matrix will be converted into a 1 x 1 vector with this 

extraction process using a grayscale image. At this 

stage the image will also calculate the value of each 

feature and also each direction. The characteristics 

used in this extraction include homogeneity, 

correlation, contrast and energy, while the directions 

used are 00, 450, 900, 1350. The amount of data used is 

100 corn image data so that the resulting 100 vectors. 

This vector is the input dataset for the classification 

process. Following is the syntax or command line in 

Matlab to get the results from GLCM. 

b=imresize(image1,[300 

300]);  
gbrgray=rgb2gray(b);  
c1=imresize(gbrgray,[300 

300 
 

D. Classification using k-NN 

The classification using k-NN is divided into two 

processes, namely the training and testing process. The 

training process is used to produce a classification 
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model with k-NN which will later be used as a 

reference for classifying the quality of corn seeds to be 

used as seeds with new raw data. In this study, the 

authors used the Euclidean distance with k values of 1, 

3 and 5. 

The data used in this research is Lamuru corn 

image data typical of Nekbaun Village, West Amarasi 

District with 100 seed image data for color moment 

feature extraction and GLCM. The image data is then 

divided into 75 samples as training data and 25 

samples as test data stored in an array. Each image 

data has dimensions of 1 x 3 for feature extraction of 

order I (color moment) of each feature (mean, standard 

deviation and skewness) and dimensions of 1 x 1 for 

extraction of order II features (GLCM) of each feature 

(homogeneity). , correlation, contrast and energy). 

Training and testing data through preprocessing and 

feature extraction stages. The result of feature 

extraction of each image data has dimensions of 1 x 3 

(color moment) and 1 x 1 (GLCM). All data are then 

arranged based on the composition of the training for 

k-NN based on the Euclidean distance with k values of 

1, 3 and 5. The training data has a vector data 

dimension of a matrix of 100 x 3 corn seed image for 

color moment and the second training has a matrix 

vector data dimension of 100 x 1 corn seed image for 

GLCM. The target of the results of this study is to find 

the best results on k-NN based on the Euclidean 

distance with k values of 1, 3 and 5 nearest neighbors, 

which will be used to identify each test data, whether 

it is in class 0 or 1(unworthy and decent). The scenario 

model used is 4- fold cross validation. The following 

is a scenario model in calculating the dataset used in 

determining the quality of corn seeds shown in Table 

3. 

TABLE III. MODEL SCENARIOS 

Scenario 

name 
Dataset (100 data) Explanation 

Scenario 

I 

data  

1-25 

data  

26-50 
data  

51-
75 

data  

76-
100 

data 1-25 as test 

data, data 26-100 
as training data. 

Scenario 

II 

data  

1-25 

data  

26-50 
data  

51-
75 

data  

76-
100 

26-50 data as test 

data, data 1-25 
and data 51-100 

as training data. 

Scenario 
III 

data  
1-25 

data  
26-50 

data  
51-

75 

data  
76-

100 

data 51-75 as test 
data, data 1-50 

data 76-100 as 

training data. 

Scenario 
IV 

data  
1-25 

data  
26-50 

data  
51-

75 

data  
76-

100 

data 76-100 as 
test data, data 1-

75 as training 

data. 

E. System Interface 

The interface is a media liaison between the 

system and the user. System operation will start on this 

system interface page, making it easier for users to use 

this application. The following system interface can be 

seen in Figure 3. 

 
Fig. 3. System interface 

F. Test Result 

System accuracy testing is done by measuring the 

performance of the corn seed quality determination 

system based on texture. In this research, the image 

tested is the image of corn. This test is carried out 

using the k-NN classification (euclidean distance) with 

k values of 1, 3 and 5. The test is seen from how well 

the classifier predicts the quality of corn seeds that are 

decent or unworthy for a seeds. Testing is done by 

looking for the value of sensitivity, specificity and 

accuracy of the classification system to determine the 

accuracy of this system. Based on the results of system 

testing that has been carried out, the sensitivity, 

specificity and accuracy values of the system are 

obtained. The result of this image processing is the 

generation of numerical data from each image of the 

corn seeds which will be separated into decent and 

unworthy corn seeds. The results of the average color 

moment feature extraction processing can be seen in 

Table 4. 

TABLE IV. AVERAGE RESULT USING  COLOR MOMENT FEATRURE 

EXTRACTION 

Characteristic 

The average value 

of suitable corn 

seeds for planting 

The average value of 

corn seeds is not 

suitable for planting 

mean 0.3516 0.3347 

Standard 

deviation 

0.2347 0.2189 

Skewness 0.0174 0.0126 

In this research, the k-NN classification is used 

with the distance used is Euclidean distance and uses 

feature extraction of order I or color moment. The data 

scenario used is a 4-fold cross validation. The 

accuracy results obtained from the k-NN classification 

for the mean is 90%, the standard deviation is 88% 

and the skewness is 86%. Validation is repeated once 

for each feature and the average is taken. From the 

validation data, it was found that image extraction to 

distinguish viable and unfit corn seeds was feasible to 

use. For more details, it can be seen in the differences 

in sensitivity and specificity tests for each feature 

shown in Figure 4. 
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Fig. 4. Average result with color moment 

From Figure 4, it can be seen that the mean 

characteristic given sensitivity is 92.42%, specificity is 

80.83%, accuracy is 90%; the standard deviation 

characteristic given sensitivity is 88.67%, specificity is 

85%, accuracy is 88% and the skewness characteristic 

given sensitivity is 87.76%, specificity of 78.33%, 

accuracy of 86%. Of the 3 characteristics, the average 

value for sensitivity is 89.61%, the average value for 

specificity is 81.38% and the average value for 

accuracy is 88% so it can be said that the classification 

technique with k-NN has given good results in 

classifying images with textures using the color 

moment feature. 

For GLCM feature extraction, given different 

result if the model classification done with k-NN 

algorithm. The average result, shown in figure 5. 

 

Fig. 5. Average result with GLCM 

From Figure 5 it can be seen that the highest 

average texture feature is correlation because it has an 

average value of decent corn seeds is 0.9967 and 

unworthy corn seeds is 0.9969, this means that the size 

of the linear dependence of the gray level of the image 

gives an indication of the existence of linear structures 

in the very high image. While the feature with a low 

average value is energy because it has an average 

value of decent corn seeds is 0.0982 and uunworthy 

corn seeds is 0.1056 this means the uniformity on the 

texture of the image is less.  

The k-NN classification is used with the distance 

used is the Euclidean distance and uses feature 

extraction of order II or GLCM. The validation results 

obtained from the k-NN classification for each feature 

are 63.82% for the energy feature, 75.5% for the 

homogeneity feature, 65.75% for the contrast feature, 

and 78.67% for the correlation feature. Validation is 

repeated once for each feature and the average is 

taken. From the validation data, it was found that 

image extraction to decent  and unworthyt corn seeds 

was feasible to use. For more details, it can be seen in 

the differences in sensitivity and specificity tests for 

each feature shown in Tables 5 to 8. 

TABLE V. SENSITIVITY AND SPECIFICITY OF HOMOGENEITY 

FEATURE 

Direction Sensitivity Specificity Accuracy 

0o 100% 100% 100% 

45o 32.10% 70.83% 51% 

90o 96.25% 19.17% 81% 

135o 96.25% 19.17% 81% 

Average 81.15% 52.29% 75.5% 

 
TABLE VI. SENSITIVITY AND SPECIFICITY OF CORRELATION 

FEATURE 

Direction Sensitivity Specificity Accuracy 

0o 77.5% 40% 48% 

45o 100% 100% 100% 

90o 100% 17.5% 83.67% 

135o 100% 17.5% 83% 

Average 85% 53.12% 78.67% 

 
TABLE VII. SENSITIVITY AND SPECIFICITY OF CONTRAST FEATURE 

Direction Sensitivity Specificity Accuracy 

0o 41.10% 80.41 % 49% 

45o 27.37% 95.83% 42% 

90o 100% 100% 100% 

135o 98.80% 44.58 % 86% 

Average 61.50% 81.04% 65.75% 

 
TABLE VIII. SENSITIVITY AND SPECIFICITY OF ENERGY FEATURE 

Direction Sensitivity Specificity Accuracy 

0o 41.10% 80.41 % 49% 

45o 95.23% 40% 84% 

90o 45.59% 76.35% 52.29% 

135o 63.69% 95% 70% 

Average 61.40% 72.91% 63.82% 

 

From Table 5 to Table 8, it can be seen that the 

homogeneity feature for sensitivity is 81.15%, for 

specificity is 52.29%, and accuracy is 75.5%; for 

correlation feature, for sensitivity is 85%, for 

specificity is 53.12%, and accuracy is 78.67%; 

contrast feature that is for sensitivity is 61.50%, for 

specificity is 81.04%, and accuracy is 65.75%; and 

energy feature, for sensitivity is 61.40%, for 

specificity is 72.19%, and accuracy is 63.82%. So 

from the 4 features in GLCM, it can be said that the 

classification technique with k-NN has given good 

results in classifying images with textures using 

haralick features. The following is a table of averages 

of sensitivity and specificity tests for GLCM corn seed 

images, which can be seen in Table 9. 
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TABLE IX. AVERAGE OF SENSITIVITY AND SPECIFICITY USING 

GLCM  FEATURES 

Haralick 

features 

Sensitivity Specificity Accuracy 

Homogeneity 81.15% 52.29% 75.5% 

Correlation 85% 53.12% 78.67% 

Contrast 61.50% 81.04% 65.75% 

Energy 61.40% 72.91% 63.82% 

Average 72.27% 64.84% 70.93% 

From table 9 it can be seen that the average 

sensitivity, specificity and accuracy for GLCM testing 

is 72.27% for sensitivity, 64.84% for specificity and 

70.93% for accuracy. 

From the two classification test results in Table 4 

and Table 9, the extraction is used first-order statistical 

features (color moment) and extraction using second 

order statistical features (GLCM) using the k-NN 

model classification with euclidean distance for the 

selection of corn seeds given a good results. Because 

with color moment feature extraction, given 88% of 

accuracy and 70.93% accuracy if using GLCM 

features extraction. 

IV. CONCLUSION 

In this research for the selection of local corn seeds 

in Nekbaun Village, Amarasi Barat District, East Nusa 

Tenggara with Color Moment feature extraction, it 

showed that the mean, standard deviation and 

skewness characteristics had an average validation of 

88% and GLCM feature extraction showed that the 

homogeneity characteristics, correlation, contrast and 

energy have an average validation of 70.93%. From 

these results, it can be concluded that feature 

extraction with Color Moment is better than GLCM 

feature extraction in classifying images into decent 

seed class and unworthy seed class. 
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Abstract— PT. Autogrill Services Indonesia is a private 

company engaged in the food and beverages selling. 

There are 8 outlets and 379 employees. To achieve 

maximum performance within the company 

environment, PT Autogrill Services Indonesia gives an 

appreciation to employees in the form of the best rewards 

every month and year calculated based on certain 

criteria. PT AutoGrill Services Indonesia needs to have a 

decision support system to simplify the decision-making 

process. To meet these needs, a web-based decision 

support system for selecting the best employees was 

designed using the weight product (WP) method at PT 

Autogrill Services Indonesia. The design stage includes 

needs analysis, context diagrams, data flow diagrams, 

and designing database tables. This system is web-based, 

using the programming language PHP and MySQL as 

database storage. The main features contained in this 

system include processing user data, outlets, employees, 

criteria, periods, alternatives, scores, and the calculation 

of monthly and annual winners. Based on the test results, 

all system functionality components can run well and by 

expectations.  

Index Terms— DSS, Decision, Reward, Weight 

Product 

I. INTRODUCTION 

Employees are one of the main assets for a 

company. The existence of employees plays an 

important role either in the implementation or 

operations in order to achieve business targets[1]. 

Therefore, companies should always maintain and 

improve employee performance by means of training, 

establishing the solid work team, career paths and 

fulfillment of employee rights and provide rewards or 

awards for superior employees. Reward is one of the 

strategies ran by organization or company to motivate 

its human resources to make more contributions to the 

company [2]. This is reinforced by the statement by 

Mangkunegara [3] formulates that performance 

belongs to inseparable two things namely ability and 

motivation. The point is in order to achieve optimal 

performance quality, it takes not only about the ability, 

but also employee’s motivation. Why? Because, if the 

company has quality resources, it can directly reach the 

predetermined target. Giving rewards for employees 

can be a very important factor because it can motivate 

employees to work harder and improve performance 

[4]. So far, most companies have given rewards to 

superior employees to maintain the best performance 

of employees, including those carried out by foreign 

private companies namely PT. Autogrill Services 

Indonesia. 

PT. Autogrill Services Indonesia is a private 

company engaged in the hospitality sector and food 

and beverages selling, which is a branch of HMSHost 

International, headquartered in the Netherlands. PT. 

Autogrill Services Indonesia located at Ngurah Rai 

International Airport and has 379 employees as of 23 

January 2020 consisting of 50 employees of back 

office management and 8 outlets/restaurants, which 

divided into: 37 employees of The Coffee Club 

Departure, 31 employees of Two Dragons, 58 

employees of Two Tigers, 25 employees of La Place 

Landside, 97 employees of La Place Airside, 60 

employees of House of Beans, 6 employees of Urban 

Food Market, and 15 employees of The Coffee Club 

Arrival. In order to give appreciation to superior 

employees, each outlet every month gives awards to 

the best employees (employee of the month). Winners 

from each monthly outlet will then be contested again 

to determine the best employee of the year. 

The results of interviews and observations with 

managers and outlet leaders obtained information that 

the determination of the best employees so far is still 

subjective based on the manager's personal assessment 

and then stored them all in the manager's notebook. 

The limited capabilities possessed by human resources 

in this case pointed out on decision making, it became 

a problem when determining who will be the best 

employees because there are criteria and alternatives 

that must be counted. Then, there is no system which 
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expected to manage criteria data and calculations in 

order to produce the best employee information, so that 

the employees who do not fulfil the requirement can 

possibly win to be the best employee and might raise 

the high intense of toxic work culture among the 

employees, instead of having difficulty of analysing 

the employees performance data review within year to 

year. 

Based on the explanation above which have been 

described previously, a computerized decision support 

system (DSS) is needed in order to determine the best 

monthly and annual employees according to 

predetermined criteria and requirement. This system 

can be a tool to assist the companies in making 

decisions. DSS is a form of computer-based 

information system specifically developed to support 

problem solving [5]. DSS can also be interpreted as a 

computerized information system provides interactive 

support for business people during the decision-

making process [6]. Another definition explains that 

DSS is a computer-based system that utilizes certain 

data and models to help on decision making and 

problem solving [7]. The aim of The DSS developing 

is not intended for the final and absolute decision 

making, but is built to evaluate an opportunity that 

might be taken through analysis using the available 

methods. [8]. 

Weight product is a method used and implemented 

on a computerized decision support system (DSS). It is 

a decision-making method with multi-criteria which 

used to solve the problem [9]. The selection of this 

method is based on being more efficient, because the 

time required for the calculation is relatively shorter 

[10][11] compared to other methods. This method is 

able to select alternatives and it is also has the 

advantages in weighting techniques so that it can be 

called the easiest method to design among other 

methods [12].  

In addition, recent studies have also examined the 

effectiveness of the weight product (WP) method 

compared to other methods. Among them are research 

by Setyawan, Arini & Akhlis [13], which analyses the 

comparison of the WP and SAW methods in 

supporting the decision of the new employee 

recruitment process. The results showed that the WP 

method gave more accurate results than the SAW 

method. The same method was also examined by 

Purnomo & Rozi [14] with a different case study, 

namely the selection of the best graduates. This study 

uses two test indicators, namely testing based on the 

speed of access time and testing RSD (Relative 

Standard Deviation). The results of the test on the 

speed of access time and RSD testing, the WP method 

is more recommended because it is more optimal. 

Based on the explanation of the problems and 

support from related studies, a research was conduted 

entitled "Implementation of the Weight Product (WP) 

Method in the Selection of the Best Employees". The 

purpose of this research is to implement the WP 

method in a web-based computerized system that can 

help companies, in this case, PT. Autogrill Services 

Indonesia in selecting the best employees. The 

implementation of the weight product (WP) method is 

considered very relevant in case studies of selecting the 

best employees based on recent studies that also use the 

same method. 

II. METHOD 

The method used in this research consists of several 
stages, namely: 

A. Data Collection 

Data collection was carried out in two techniques, 
namely primary data and secondary data. Primary data 
were obtained through direct observation and 
interviews with the outlet manager of PT. Autogrill 
Services Indonesia. While secondary data were 
obtained through documentation and literature from 
various media such as: internet, journals, and those 
related literature books. 

B. Research Stage 

The research steps begin with problem 
identification, criteria selection, weight product 
computation, database and interface design, system 
development, and testing (Figure 1). 
 

 

Fugure 1. Research Stage 

 

C. Determining the Problem and Selection of 

Criteria 

This research departs from the problem of 
constrained processes in selecting the best employees. 
The assessment criteria and the weight of each criterion 
are shown in Table 1. 

START 

IDENTIFICATION OF PROBLEMS 

CRITERIA SELECTION 

WP COMPUTING 

DATABASE AND INTERFACE 
DESIGN 

SYSTEM DEVELOPMENT 

TESTING 

END 
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TABLE 1. CRITERIA AND WEIGHT ASSESSMENT 

 

NO. KRITERIA NILAI BOBOT 

1 NEATNESS 2 

2 SKILLS 3 

3 ABSENCE 4 

4 LATENESS 4 

5 COMPLAIN 5 

 

D. Weight Product (WP) Computing 

WP computing is carried out through the following 

stages: 

 

1) Deteremine criteria 

The criteria used as a reference in decision making 

and the nature of the criteria can be seen in Table 

2. 

 
TABLE 2. CRITERIA AND ITS TRAIT 

 

CRITERIA   TRAIT 

C1 : NEATNESS 

 

NEATNESS STANDARDS ARE 

NEEDED AS A CHARACTERISTIC 

OF A COMPANY TO FOSTER 

CONSUMER CONFIDENCE IN THE 

COMPANY. 

COST 

 

REASON: JUDGING FROM 

THE QUANTITY OF 

ATTRIBUTES USED OR NOT 

ACCORDING TO COMPANY 

RULES. 

C2 : SKILL 

 

EMPLOYEE SKILLS ARE VERY 

IMPORTANT IN COMPLETING 

VARIOUS JOBS, BESIDES THAT 

EMPLOYEE SKILLS ALSO AFFECT 

THE BUSINESS PROCESS 

ACTIVITIES THAT ARE BEING 

UNDERTAKEN BY A COMPANY. 

COST 

 

REASON: JUDGED BY THE 

QUANTITY OF DAMAGE OR 

LOSS OF WORK 

EQUIPMENT. 

C3 : ABSENCE 

 

THE ABSENCE OF EMPLOYEES IS 

A DISADVANTAGE FOR THE 

COMPANY, BECAUSE THE 

ABSENCE OF ONE OR MORE 

WORKERS WILL AFFECT THE 

PERFORMANCE OF THE TEAM IN 

GENERAL. 

COST 

 

REASON: THE MORE 

EMPLOYEES DO NOT COME 

TO WORK, THE LOWER THE 

PERFORMANCE 

APPRAISAL. 

C4 : DELAY 

 

EMPLOYEE TARDINESS IS AN 

DISCIPLINARY ACTION THAT 

RESULTS IN DISRUPTION OF 

ACTIVITIES WHEN CHANGING 

WORK SHIFTS BETWEEN 

COMPANY EMPLOYEES. THIS 

CAN CAUSE A LOSS TO YOUR 

TEAMMATES. 

COST 

 

REASON: THE MORE 

OFTEN EMPLOYEES ARE 

LATE FOR WORK, THE 

LOWER THE ASSESSMENT 

SCORE WILL BE. 

C5 : COMPLAINT 

 

CUSTOMER COMPLAINTS 

AGAINST EMPLOYEES ARE 

DETRIMENTAL FOR THE 

COMPANY. BECAUSE 

COST 

 

REASON: THE MORE 

COMPLAINTS CUSTOMERS 

GIVE TO EMPLOYEES, THE 

LOWER THE EMPLOYEE'S 

CRITERIA   TRAIT 

COMPLAINTS ARE THINGS 

WHICH SHOW THAT THE 

EMPLOYEE CANNOT WORK 

PROPERLY ACCORDING TO 

SERVICE STANDARDS THAT 

EXIST IN THE COMPANY. 

PERFORMANCE 

APPRAISAL. 

 

2) Weight Normalization 

Normalization of weights is calculated by dividing 

the weight of each criterion by the sum of all the 

weights of the criteria. Normalization of weights 

using the equation: 

 

𝑊𝑗 =  
𝑊

Σ𝑊𝑗
  (1) 

 

3) Determining the value of the vector S  

The value of the vector S, is calculated using the 

following equation: 

 

𝑆𝑖 =  Π𝑗=1
𝑛  𝑋𝑖𝑗

𝑊𝑗
 (2) 

 

4) Determining the value of vektor V 

The vector value to be used calculates the 

preference (Vi) for ranking. Here is the equation: 

 

𝑉𝑖 =  
Π𝑗=1 

𝑛  𝑋𝑖𝑗𝑤𝑗

Π𝑗=1
𝑛  𝑋𝑗𝑤𝑗  (3) 

 

5) Ranking the vector values V 

The next step is to rank the value of Vi from each 

alternative. The alternative with the highest Vi 

value is the best alternative in supporting the 

decision. 

 

E. Database and Interface Design 

In designing the table structure, this decision 

support system consists of: tb_alternatif, tb_pemenang, 

tb_vector, tb_karyawan, tb_outlet, 

tb_normalisasi_bobot, tb_perhitungan, tb_kriteria, 

tb_user, tb_temp_skor, tb_skor, dan. The relationship 

between tables is described as follows: 

 
 

Figure 2. Conceptual Data Model 

 

The system interface consists of the main page, 

login page, profile page, outlet manager page, 
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alternative data page, criteria data page, calculation 

process page, monthly winner list page, annual winner 

list page, outlet data page and user data page. The 

designed interface will display information that can be 

accessed by outlet managers, operational managers and 

employees of PT. Autogrill Services Indonesia. 

 

 
Figure 3. Interface Design 

 

F. Testing 

Testing this decision support system using the 

black box testing method. This method is used to 

evaluate software without having to pay attention to 

details and only checks the output value based on the 

input value [17]. Blackbox testing is carried out to find 

several errors, namely: (1) there are missing or even 

incorrect functions; (2) interface design errors; (3) 

errors in the data structure or database; (4) faults in 

terms of performance; and (5) termination and 

initialization errors [18]. 

III. RESULTS AND DISCUSSION 

The initial stage in the study was observation and 
interviews. Observations were made by coming 
directly to PT. Autogrill Services Indonesia to observe 
and find out further the information about problems 
and solutions to these problems. The next data 
collection is to conduct an interview with Ahyat 
Yatendra as the outlet manager of PT. Autogrill 
Services Indonesia. From all data collection 
techniques, information is obtained about the best 
prospective employee data, and what criteria are 
needed in determining the best prospective employee. 

To determine whether or not an employee is 
eligible to win the best employee competition at PT. 
Autogrill Services Indonesia then determined 5 criteria 
that must be met by employees, which later these 
criteria will be used as a reference for the company in 
making decisions. 

TABLE 3. CRITERIA 
 

NO CRITERIA 

1 NEATNESS 

2 SKILLS 

3 ABSENCE 

4 LATENESS 

5 COMPLAINT 

 

From the provisions of these criteria, then the weight of 

each criterion is determined which determines the level 

of importance. 

 
TABLE 4. WEIGHT CRITERIA 

 

NO CRITERIA WEIGHT VALUE STATUS 

1 NEATNESS 2 COST 

2 SKILLS 3 COST 

3 ABSENCE 4 COST 

4 LATENESS 4 COST 

5 COMPLAINT 5 COST 

 

After determining the criteria and the weights of 
these criteria, the next step is to describe the definition 
and weighting of the rating scale of these criteria. 

A. Neatness 

Neatness is needed as a characteristic of a company 
to foster consumer confidence in the company. 

TABLE 5. NINETY ASSESSMENT SCALE 

 
SCALE DESCRIPTION 

1 
NOT WEARING ATTRIBUTES ACCORDING TO 

COMPANY RULES MORE THAN 8 TIMES 

2 

NOT WEARING ATTRIBUTES ACCORDING TO 

COMPANY RULES AS MUCH 

6 – 8 TIMES 

3 

NOT WEARING ATTRIBUTES ACCORDING TO 

COMPANY RULES AS MUCH 

3 – 5 TIMES 

4 

NOT WEARING ATTRIBUTES ACCORDING TO 

COMPANY RULES AS MUCH 

1– 2 TIMES 

5 
ALWAYS WEAR ATTRIBUTES ACCORDING TO 

THE RULES 

 

B. Skills 

Employee skills are an important indicator in 
completing various jobs, besides that employee skills 
also affect the business process activities that are being 
undertaken by a company. 

TABLE 6. SKILL ASSESSMENT SCALE 

 

SCALE DESCRIPTION 

1 DAMAGE OR LOSE EQUIPMENT MORE THAN 8 TIMES 

2 DAMAGE OR LOSE EQUIPMENT 6 -8 TIMES 

3 DAMAGE OR LOSE EQUIPMENT 3 -5 TIMES 

4 DAMAGE OR LOSE EQUIPMENT 1-2 TIMES 

5 
NEVER DAMAGE EQUIPMENT OR REMOVE IT 

ALTOGETHER. 

 

C. Absence 

Employee absence is a disadvantage for the 
company because the absence of one or more workers 
will affect team performance. 

TABLE 7. ATTENDANCE ASSESSMENT SCALE 
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SCALE DESCRIPTION 

1 ABSENT MORE THAN 8 TIMES 

2 ABSENT 6-8 TIMES 

3 ABSENT 3-5 TIMES 

4 ABSENT 1-5 TIMES 

5 NEVER ABSENT AT ALL 

 

D. Lateness 

Delays can result in disruption of activities when 
changing work shifts between company employees.  

TABLE 8. LATE ASSESSMENT SCALE 

 

SCALE DESCRIPTION 

1 LATE MORE THAN 8 TIMES 

2 LATE 6 - 8 TIMES 

3 LATE 3 – 5 TIMES 

4 LATE 1 – 2 TIMES 

5 NEVER LATE AT ALL 

 
 
 

E. Complaint 

Complaints are things that show that the employee 
cannot work properly according to service standards 
that exist in the company. 

 
 

TABLE 9. COMPLAIN RATING SCALE 

 
SCALE DESCRIPTION 

1 MORE THAN 8 COMPLAINTS FROM CUSTOMERS 

2 COMPLAINTS 6-8 TIMES FROM CUSTOMERS 

3 COMPLAINTS 3-5 TIMES FROM CUSTOMERS 

4 COMPLAINTS 1-2 TIMES FROM CUSTOMERS 

5 NEVER GOT ANY COMPLAINTS FROM CUSTOMERS 

 

Calculation 

Examples of data from employees who will be 
selected to be the best employees are with 3 employees 

as follows: 

TABLE 10. EMPLOYEE DATA 
 

CRITERIA NAUFAL DWI WAWAN 

NEATNESS 1 2 3 

SKILLS 2 1 4 

ABSENCE 1 2 3 

LATENESS 1 2 2 

COMPLAINT 2 3 1 

 

TABLE 11. EMPLOYEE VALUE DATA WITH SCALE 
 

CRITERIA NAUFAL DWI WAWAN 

NEATNESS 2 2 3 

SKILLS 2 2 3 

ABSENCE 2 2 3 

LATENESS 2 2 2 

COMPLAINT 2 3 2 

 

Score = ∑(criteria weight 𝑥 rating scale value) 

TABLE 12. EMPLOYEE FINAL VALUE DATA 

 

CRITERIA NAUFAL DWI WAWAN 

NEATNESS 4 4 6 

SKILLS 6 6 9 

ABSENCE 8 8 12 

LATENESS 8 8 8 

COMPLAINT 10 15 10 

 

The steps for calculating the Weight Product (WP) 
method from the above case examples are as follows: 

1) Find an alternative 

In the example calculation method, there are 3 

alternative data that will be ranked. 

 
TABLE 13. ALTERNATIVE DATA 
 

NO EMPLOYEE NAME 

1 NAUFAL 

2 DWI 

3 WAWAN 

 

2) Then calculate the normalization of weights, 

calculate vectors and rank. The previous 

preference weights are: 

W = (2,3,4,4,5) 

Wj is the W index to j. So for W1 is 2, W2 is 3 and 
so on. 

Σwj is the sum of W is 2+3+4+4+5. So to fix the 
W1 weights it becomes: 

𝑊1 =  
2

2 + 3 + 4 + 4 + 5
=  −0.11111 

 

𝑊2 =  
3

2 + 3 + 4 + 4 + 5
=  −0.16667 

 

𝑊3 =  
4

2 + 3 + 4 + 4 + 5
=  −0.22222 

 

𝑊4 =  
4

2 + 3 + 4 + 4 + 5
=  −0.22222 

 

𝑊5 =  
5

2 + 3 + 4 + 4 + 5
=  −0.27778 

 

Using the equations described previously, the 
vector values for each criterion are obtained as follows: 

S1 = (4
-0.11111

) (6
-0.16667

) (8
-0.22222

) (8
-0.22222

) (10
-0.27778

)  = 

1.133126 
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S2 = (4
-0.11111

) (6
-0.16667

) (8
-0.22222

) (8
-0.22222

) (15
-0.27778

)  = 

1.118945 

S3 = (6
-0.11111

) (9
-0.16667

) (12
-0.22222

) (8
-0.22222

) (10
-0.27778

) 

= 1.108697 

Calculating Preference (Vi) for ranking, the results 
are as follows: 

𝑉1 =  
1.133126

1.133126 + 1.118954 + 1.108697
= 0.369007 

𝑉2 =  
1.118954

1.133126 + 1.118954 + 1.108697
= 0.329701 

𝑉3 =  
1.108697

1.133126 + 1.118954 + 1.108697
= 0.301293 

From the calculation results above, the highest 
value is obtained by V1. In other words, V1 is an 
alternative that can be chosen as the best employee 
according to the criteria and weights set by the decision 
maker. 

 
System Implementation 

The main system page can be seen in Figure 4. On 
this page there are several main menus, namely 
homepage, company profile and login. 

 
Figure 4. Main Page 

 
Login Page 

User access rights to enter the system are divided 
into four levels, namely: admin, outlet manager, 
operations manager, and employees. 

 

 
Figure 5. Login page 

 
Admin Dashboard Page 

The admin dashboard page is the main display of 
admin user access rights when successfully logged into 

the system. There is information on the number of users 
who have registered in the system. 

 

 
Figure 6. Admin Dashboard Page 

 
User Data Page 

On this page, the admin can view user data 
information. Admin can also make changes to user data 
if an error occurs, and search user data. 

 

 
Figure 7. User Data Page 

 
 
Add User Data Page 

Admin can add new user data, by filling out a form 
consisting of name, username, password, type, outlet, 
and status. The condition for adding user data is that all 
fields cannot be empty. If it is empty, the system will 
give a warning that there is data that has not been filled 
in. 

 

 
Figure 8. Page Add User Data 

 
Outlet Manager Dashboard page 

This page is the main display of the outlet manager 
when successfully logged into the system. Managers 
can view active employee data information that has 
been registered in the system. On this page there is a 
dashboard menu, employee data, criteria data, period, 
alternative data, score data, calculation process and 
calculation results. 
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Figure 9. Dashboard Manager Outlet Halaman page 

 
Employee Data Page 

On the employee data page, there is a display of 
employee data information that has been registered in 
the system. On this page there are also add, change and 
search textbox buttons that can be accessed by the outlet 
manager. 

 

 
Figure 10. Employee Data Page 

  
Add Employee Data Page 

On the add employee data page, there is a form that 
must be filled out completely and correctly by the outlet 
manager to add new employee data to be stored in the 
system by clicking the add button. 

 
 

Figure 11. Add Employee Data Page 

 
Change Employee Data Page 

On the change employee data page, there is a form 
that must be completed with complete and correct data 
according to the new data that will be changed by the 
outlet manager then the manager clicks the edit button 
to save the new data into the system. 

 

 

 
Figure 12. Change Employee Data Page 

 
Criteria Data Page 

On this criteria data page, there is information on 
criteria data that has been set by the company. On this 
page there are buttons add, change, delete, and a search 
textbox. 

 

 
Figure 13. Criteria Data Page 

 
Add Criteria Data Page 

On the add criteria data page, the outlet manager can 
fill out the form on this page completely and correctly 
to add new criteria data to the system. The level 
manager can select the add button to save the criteria 
data into the system. 

 

 
Figure 14. Add Criteria Data page 

  
Period Data Page 

On the data page of this period, there is information 
that displays the data for the period that is currently 
running on the system. On this page there is an add 
button to add period data and a save button to save 
period data. 

 

 
Figure 15. Period Data Page 

  
Alternative Data Page 

On the alternative data page, there is information 
that displays alternative data that has been saved into 
the system. On this page there are buttons add, delete, 
validate and textbox search. 
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Figure 16. Alternative Data Page 

 
Score Data Page 

On the score data page, there is information that 
displays the score data that has been stored in the 
running system. On this page there is an add button, and 
a search textbox. 

 

 
Figure 17. Score Data Pages 

 
 
Calculation Process Page 

On this page, before performing the calculation 
process the user is asked to select the calculation period 
according to the user's wishes. After that, you can 
proceed by selecting the calculation process button. 

 

 
Figure 18. Calculation Process Page 

 
Calculation Results Page 

On the calculation results page, there is information 
that displays the results of the score calculation which 
has been completed by the outlet manager. On this 
page, you can also see information on the calculation 
results based on the month of the period selected by the 
outlet manager. 
 

 

Figure 19. Calculation Results Page 

 
Operations Manager Dashboard Page 

This dashboard page displays data outlets that have 
been created by the previous operational manager. On 
this page there is a dashboard menu, data outlets, annual 
DSS and annual calculation results. 

 

 
Figure 20. Operational Manager Dashboard page 

 

Outlet Data Page 
On the outlet data page, there is information that 

displays outlet data that has been previously stored by 
the operational manager. On this page there are add, 
change, and search textboxes. 

 
Figure 21. Data Outlet Page 

 
 
Annual Participant Page 

On the annual participant page, there is information 
on employee data for the best employee candidates 
from representatives of each outlet. On this page there 
is an assessment form that is filled out by the 
operational manager completely and correctly. 
 

 
Figure 22. Annual Participant Page 

 
Annual Winner Results Page 

On this page, the operations manager can see the 
results of the annual winning scores based on the year 
selected by the operations manager. 
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Figure 23. Annual Winner Results Page 

 
Employee Dashboard Page 

On the employee dashboard page there is a 
dashboard menu, monthly calculation results, and 
annual calculation results that can be accessed by 
employees to see the results of the assessment from the 
outlet manager and operational manager based on the 
period to be selected. 
 
 
 

 
Figure 24. Employee Dashboard Page 

 
Monthly Calculation Results Page 

On the monthly calculation results page, employees 
can see the assessment results from the outlet manager 
based on the selected period, but employees cannot 
change the results of calculations that have been made 
by the outlet manager, to prevent data manipulation. 
 

 
Figure 25. Monthly Calculation Results Page 

 
Annual Calculation Results Page 

On the annual calculation results page, employees 
can see the results of the assessment from the 
operational manager based on the selected year, but 
employees cannot change the results of calculations that 
have been made by the operational manager, to prevent 
data manipulation. 

 

 
Figure 26. Annual Calculation Results Page 

 
Testing 

The test method used is black box. In this test, all 
system functionality will be tested based on a pre-
designed scenario.  

TABLE 14. SYSTEM TEST RESULT 

 

SCENARIO TEST RESULT INFOR

MATIO

N 

ENTER 

USERNAME AND 

PASSWORD 

CORRECTLY 

THE SYSTEM ACCEPTS LOGIN 

ACCESS AND DISPLAYS THE 

MESSAGE “LOGIN 

SUCCESSFUL”

 
 

 

 

 

VALID 

WRONGLY FILL IN 

USERNAME AND 

PASSWORD 

THE SYSTEM REFUSES LOGIN 

ACCESS AND DISPLAYS THE 

MESSAGE “LOGIN FAILED” 

 
 

 

 

 

VALID 

EMPTY ONE OF 

THE TEXT-FIELDS 

ON THE ADD 

USER FORM 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE FIELD 

CANNOT BE EMPTY 

 
 

 

 
 

 

 

 

VALID 

FILL IN ALL TEXT-

FIELDS ON THE 

FORM ADD 

POSITION DATA 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY ADDED 

BERHASIL 

 
 

 
 

 

VALID 

FILL IN THE 

FORM TO 

CHANGE USER 

DATA 

CORRECTLY 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY 

CHANGED 

 

 

 

VALID 
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SCENARIO TEST RESULT INFOR

MATIO

N 

 
 

SEARCH 

USER DATA 

BY 

KEYWORD 

THE SYSTEM DISPLAYS 

DATA BASED ON THE 

SEARCHED KEYWORD

 

 

 
VALID 

EMPTY ONE OF 

THE TEXT-FIELDS 

ON THE FORM 

ADD JOB DATA 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE FIELD 

CANNOT BE EMPTY 

 
 

 

 
 

VALID 

FILL IN ALL THE 

TEXT-FIELDS ON 

THE ADD DATA 

OUTLET FORM 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY ADDED 

BERHASIL 

 
 

 

 
 

VALID 

FILL OUT THE 

CORRECT 

OUTLET DATA 

CHANGE FORM 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY 

CHANGED 

 
 

 

 

 

VALID 

SEARCH 

OUTLET 

DATA BY 

KEYWORD 

THE SYSTEM DISPLAYS DATA 

BASED ON THE KEYWORDS 

YOU ARE LOOKING FOR 

 
 

 

 

 

VALID 

EMPTY ONE OF 

THE TEXT-FIELDS 

ON THE ADD 

EMPLOYEE DATA 

FORM 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE FIELD 

CANNOT BE EMPTY

 
 

 
 

 

VALID 

FILL IN ALL TEXT-

FIELDS ON THE 

FORM ADD 

EMPLOYEE DATA 

FORM 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY ADDED 

BERHASIL 

 

 
 

 

VALID 

SCENARIO TEST RESULT INFOR

MATIO

N 

 

FILL IN THE 

FORM TO 

CHANGE 

EMPLOYEE DATA 

CORRECTLY 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY 

CHANGED 

 
 

 

 

 

VALID 

SEARCH 

EMPLOYEE 

DATA BY 

KEYWORD 

THE SYSTEM DISPLAYS DATA 

BASED ON THE SEARCHED 

KEYWORD 

 
 

 
 

 

VALID 

EMPTY ONE OF 

THE TEXT-FIELDS 

ON THE FORM 

ADD CRITERIA 

DATA 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE FIELD 

CANNOT BE EMPTY

 
 

 

 
 

 

VALID 

FILL IN ALL TEXT-

FIELDS ON THE 

FORM ADD 

CRITERIA DATA 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY ADDED 

 
 

 

 

 

VALID 

FILL IN THE 

FORM TO 

CHANGE THE 

CRITERIA DATA 

CORRECTLY 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY 

CHANGED 

 
 

 

 

 

VALID 

SEARCH 

CRITERIA 

DATA BASED 

ON 

KEYWORDS 

THE SYSTEM DISPLAYS DATA 

BASED ON THE SEARCHED 

KEYWORD 

 
 

 

 

 

VALID 
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SCENARIO TEST RESULT INFOR

MATIO

N 

CONFIRM 

VALIDATION 

ADD 

ALTERNATIVE 

DATA 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE 

VALIDATED DATA CANNOT BE 

CHANGED ANYMORE

 
 

 

 

 
 

VALID 

FILL IN THE 

FORM ADD 

ALTERNATIV

E DATA 

CORRECTLY 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS SUCCESSFULLY ADDED 

 
 

 

 

 

VALID 

PRESSING THE 

ALTERNATE 

DATA CLEAR 

BUTTON 

CORRECTLY 

THE SYSTEM DISPLAYS A 

MESSAGE THAT THE DATA 

WAS DELETED 

SUCCESSFULLY

 
 

 

 

 

VALID 

FIND 

ALTERNATIV

E DATA 

BASED ON 

KEYWORDS 

THE SYSTEM DISPLAYS 

DATA BASED ON THE 

SEARCHED KEYWORD

 
 

 

 

 

VALID 

FILL IN ALL SCORE 

DATA BASED ON 

CRITERIA AND 

EMPLOYEE ID 

IF ONE EMPLOYEE HAS 

FINISHED INPUTTING HIS 

SCORE, THE SYSTEM WILL 

CONTINUE TO INPUT THE 

NEXT EMPLOYEE'S SCORE 

AUTOMATICALLY 

 

VALID 

SEARCH 

SCORE DATA 

BY 

KEYWORD 

THE SYSTEM DISPLAYS 

DATA BASED ON THE 

SEARCHED KEYWORD

 
 

 

 

 

VALID 

 

Based on the test results, all system functionality can 

run well and in accordance with the design results. 

IV. CONCLUSION 

Based on the discussion and analysis of the results 

of system testing, it can be concluded that, the 

Implementation of the Weight Product (WP) Method 

on the Best Employee Selection at PT. Autogrill 

Services Indonesia has been successfully applied 

through a series of stages such as data collection, 

analysis, design, implementation and evaluation in 

building the system. This system functionality has 

been running well and the output results are in 

accordance with the design results. 

The suggestions for development in further research 

include: adding backup and import database features on 

a regular basis as well as adding features for managers 

so that managers can input daily log data into the 

system. 
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Abstract— User feedback nowadays become a platform 

for software developer to identify and understand user 

requirements, preferences, and user’s complaints. It is 

important for the developer to identify the problem that 

exist in user feedback. According to software growth, 

user amount also growth. Read and classify one by one 

manually are wasting time and energy. As the solution 

for the problem, sentiment analysis system using 

Random Forest Classifier which use word embedding as 

the feature extraction is made to help to classify which 

feedback is positive, neutral, or negative. Random 

Forest Algorithm is chosen because it gives the best 

performance, even its need the larger resources. 

Furthermore, with word embedding, the words which 

has semantic or syntactic similarities will be detected. 

Word embedding does not need stemming and stop 

word removal, so the context of the sentences keep 

remains. This research is made to implement word 

embedding to classify sentiment of user feedbacks using 

Random Forest Classifier. 70.27% accuracy, 80% 

precision, 54 recall and 54% F1 score is reached when 

BYU dataset (200 dimension) as embedding dataset with 

the train and test ratio 80:20. 

Index Terms— Bahasa Indonesia, Random Forest, Word 

Embedding, NLP, user feedback 

I. INTRODUCTION 

In software engineering, there is a term called 

‘requirements engineering’. It means a process which 

the requirements for a software are assembled, 

documented, and managed as long as the software 

engineering process [1]. Interpreting and 

understanding the purpose, stakeholder’s requirements 

and trust are the main focus of requirement 

engineering [1].  

It was shown in [2] that nowadays users or clients 

are involved in the software engineering process, so 

the developers will know the needs, preferences, and 

problems which users experienced. Software 

developers must understand the issues or problem that 

appear from the app which they developed, like bugs, 

unwanted feature, and adding the new feature which 

accurate and on time in the future [3]. Users who 

experience some issues when they use an app can send 

some feedbacks that can reflect their experience when 

they use it, then the feedbacks can be considered by 

the developers to improve the app quality [3]. 

When the scope of the application are become 

greater, it is much challenging to identify user 

feedbacks issues [4]. Modern problems require 

modern solutions, so a recommendation system or 

sentiment classification needs to be made regarding to 

the growth of user feedbacks [4]. There are more than 

a hundred or even thousand user feedbacks have been 

sent in one day. Checking users’ comment one by one 

can be exhausting and wasting time. That is the reason 

why automated sentiment analysis is needed to 

analyze and generalize the user’s feedback with the 

sentiment analysis technique. 

A method called CRISTAL is introduced by 

Palomba et al [4] which can detect the impact caused 

by the informative user comment on the changes or 

updates of the app's source code. The research is done 

to determine how impactful the app review on the 

software development process [4]. Its result stated that 

49% of developers will consider the informative user 

comments or feedback for their next updates. It also 

considered very impactfully on the app success 

because the increase of the rating and positive 

feedback from the users directly compared with the 

fulfillment of the requirements based on the user 

review. This result can strengthen the reason why we 

need a system to recommend or classify the user 

feedbacks to help the developer on developing their 

app [4]. 

Sentiment analysis is the process that learn 

people’s opinion, sentiment, emotion, rating, and 

gesture on an entity [5]. There are a lot of activities 

that are related to the sentiment analysis process and 

even harder to separate it because there are a lot of 

aspects, and one of them is sentiment classification. 

Sentiment classification is based on the idea that text 

can be the expression of a person’s opinion on an 

entity and trying to predict what kind of sentiment that 
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can be resulted [6]. Machine learning in general can be 

used to classify the sentiment and give the good 

accuracy. 

As in [7], sentiment analysis is an automated 

process to mine and classify opinion, view, emotion, 

and sentiment from the text dataset which are not 

structured for machine language and computer 

programming. In sentiment classification, text can be 

classified to several labels, for example positive or 

negative. 

Nowadays, people express their opinion with their 

language which tends to be ambiguous and 

complicated words [8]. Commonly, there are related 

words one each other and it often seems similar. To 

help to solve the problem, there is a method called 

word embedding. It is a kind of word representation 

that make the words which have similarity can be 

understood by the machine learning algorithm [9]. 

Technically, the input words will be mapped into 

number vector using neural network, probability 

model, or the dimension reduction on the word co-

occurrence matrix. 

It is stated in [10] that word embedding is 

considered can learn the word vector with high quality 

from a big dataset. Instead of that, the existing 

vocabulary that has been made from the pre-trained 

model of the word embedding also considered 

detecting the word similarity both semantically or 

syntactically. It can help the machine to recognize the 

similarity which exists in the dataset. 

Currently, two big platforms that provide the apps 

choice and review, are Google Playstore and Apple 

Appstore. The user feedback dataset from these 

platforms is considered because when a user wants to 

give some feedback to an app, he or she must have an 

account so it will allow the user to give some review. 

For example, when a person wants to give some 

feedback to an app in Google Playstore or an Apple 

Appstore, so that person must have a Google or Apple 

account to allow him or her to write the feedback on 

their smartphone. Besides that, some developers can 

set the app which they made to allow the user to give 

some review within a certain period, so that can be 

confirmed if the user who gives the feedback is the 

user of the app. 

This research will use word embedding as the 

feature extraction and Random Forest Classifier to 

classify the user feedback’s sentiment. This research 

aims to study, analyze, and implement the Random 

Forest Classifier to analyzing the sentiment of 

application user feedbacks in Bahasa Indonesia. The 

paper is organized as follows. In the following section, 

we review some related works of ours. Then we 

present a brief overview of some research in sentiment 

analysis. 

II. RELATED WORK 

A comparative study has been done by [8] on few 

machine learning algorithms used for classification. 

Those are Naïve Bayes, Max Extropy, Boosted Trees, 

and Random Forest. The result of the research is 

Random Forest has the best performance with the high 

simplicity even it requires more resources. 

Following similar trends, several works of 

literature can also be found working on sentiment 

analysis of documents. However, most of them focus 

on analyzing tweets from Twitter. Like similar 

observation done by Vora, Khara, and Kelkar [9], they 

used different word embedding methods as the feature 

extraction to classify the sentiment of English tweet. 

For the classification algorithm, they used Random 

Forest Classifier. The result shows that when they 

used FastText with 300 dimensions as the feature 

extraction, the accuracy reached 91%. 

Based on those previous works on sentiment 

analysis, natural language processing, and the 

requirements engineering activity in the software 

engineering field, this research focuses on adapting [9] 

research but with different dataset. Our research aims 

to implement FastText and Random Forest Classifier 

to classify the sentiment of application user feedback 

in Bahasa Indonesia and measure the performance. 

III. RESEARCH METHODS 

A. Requirements Engineering 

Requirement engineering is the process of 

gathering, analyze, documenting, and managing the 

requirements needed for software development [1]. It 

always related to determine and understand the 

purpose, requirements, and even what the stakeholder 

trust [1]. 

In requirement engineering, some things need to be 

done, those are feasibility study, finding the 

requirements (gathering information and analyze), 

convert the requirements into the standard or 

specification, and ensure that the requirements are 

based on the user’s need (validation) [11]. In reality, 

this process is iterative and interleaved [11]. 

According to [11], in the requirement gathering 

process, the client is involved to determine the scope 

of the app, what services will exist in the system and 

the operational limits of the system. It may be 

involved the user, manager, engineer, and the people 

who will maintain the system. In all system, the 

requirements can be changed, the people who 

involved, developed a better understanding of what are 

they want in the app when it’s released, like the 

changes on the hardware, software, or the system 

environment [11]. The understanding and control 

process of changes on the system requirement is called 
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requirement management [11]. Besides that, the 

feedback from the user can cause changes to the 

requirements [2]. 

The software development activity [11] is not 

stopped when the software has been released. But it 

continues throughout its lifetime. There are five steps 

of the software lifetime, those are the initial 

development, the software engineer build the first 

version of the app or system, then evolve, the ability 

and functionality of the system are expanded to fulfill 

the user preferences, then servicing, the system is 

fixed from the bug, issues, and update the 

functionality, then phaseout, the system owner decided 

to stop the servicing process and make income from 

the system for a long time, and the last step is 

closedown, the owner takes down the system from the 

market and direct the users to the new system. 

B. Natural Language Processing 

Natural language processing (NLP) is a computer 

science field dealing with human language processing 

in either text or speech [12]. In this research, 

preprocessing of user feedback includes the 

punctuation, remove special character, lowering case, 

and tokenization. All that preprocessing method is 

done by the help of library string and re. 

C. Word Embedding 

It is shown in [13] that the computer can learn the 

character input with feature extraction. Every kind of 

feature is taken from the dataset, then the machine will 

learn it. In this research, the feature which will be 

extracted is the word similarity. 

There is a problem that has to be faced. The 

computer only can read the numbers. If the received 

objects are words, so it needs to be converted into the 

numeric vector which represents each word. Because 

of that, word embedding can be used as a feature 

extraction to learn the similarity between words. It 

uses a neural network model to learn the words [13]. 

Word embedding represent the words into vectors. 

For example, there is the sentence Word Embedding 

are Word Converted into numbers. First, it will make a 

dictionary to contain it, and the dictionary is [Word, 

Embeddings, are, Converted, into, number]. With one-

hot encoding, it will represent the vector where 1 

represent the position of a word. The vector 

representation of word numbers from that example is 

[0,0,0,0,1]. 

This method learns the vector representation of the 

constant vocabulary which exists in the corpus or 

dataset. It also uses neural network model for the task 

like document classification or with unsupervised 

learning using document statistics [13]. In general, 

three common models are often used to do word 

embedding, those are Latent Semantic Analysis 

(LSA), Word2Vec, and GloVe. 

D. FastText 

This research will use FastText as the word 

embedding method. FastText is the library from 

Facebook to do the word embedding method [14]. 

FastText is a newest version from Word2Vec which 

Google made. Actually, both of them can be used to 

determine the word similarity. 

According to the Indonesian Dictionary, semantic 

means the language structure related to the meaning of 

an expression or the structure of the meaning of a talk 

or text. Meanwhile, the syntactic comes from the 

‘syntax’ word adopted in English which is the 

structure or writing. In other words, if there is a word 

similarity syntactically, it means there is a similarity in 

the writing structure. 

The input words will be represented into the vector 

and placed in such a way so the words which have the 

similar meaning will appear close by, meanwhile, the 

opposite will appear far from the vector. The main 

difference between FastText and Word2Vec is 

FastText can process the input words which not exist 

in the vocabulary or out of vocabulary words.  

Like Word2Vec, there is two architecture on 

FastText, those are Continuous Bag of Words 

(CBOW) and Skip-Gram. CBOW predicts the current 

word (as a target) from the context (as an input) 

around it. Meanwhile, the Skip-Gram uses the current 

word (as an input) to predict the context (as a target). 

The visualization of CBOW and Skip-Gram can be 

seen in Fig.1 

 

Fig. 1. The concept of CBOW and Skip-Gram [10] 

In the Fig.2, there is an example which given the 

input words “the best revenge is massive success” and 

there is a forward-backward training with the CBOW 

architecture. Assume that w(t-2) = “the”, w(t-1) = 

“best”, w(t+1) = “is”, w(t+2) = “massive” as input and 

w(t) = “revenge” as target. 
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Fig. 2. Ilustration of forward-backward training CBOW [10] 

[14] said it requires a special dataset to get the 

expected result. [14] makes a term for the dataset 

which used for the training process using FastText as 

an embedding dataset. The embedding dataset trained 

using FastText will produce a vocabulary that consists 

of the vocabs that can be used to detect the word 

similarity. The result of the training of the process can 

be called a pre-trained model. 

 

Fig. 3. Ilustration of forward-backward training Skip-Gram[10] 

 

E. Decision Tree 

Decision Tree is a machine learning method that 

learns and take decision with the functional target that 

has discrete values [15]. This technique can be 

represented with a group of if-then rules so it will be 

understandable. Each tree consist of the leaf and 

branch. Each leaf reflect the group attribute which will 

be classified and each branch represent the values 

which taken by the leaf. 

There are three parts of decision tree like the Fig.4 

[16]. First is the root node which is the first node and 

there is no input branch in this node. The second is 

internal node which has branch, and just has one input 

and minimum two output. The last is leaf node that is 

the node which has just one input and no output. 

 

Fig. 4. Decision Tree Concept [6] 

The attribute selection [16] can be done by the 

Gini Index process. Gini index is a metric that measure 

how often the misclassification happened [15]. In this 

process, the smallest Gini Index value will be selected 

and be the root node or internal node. As it said in 

[15], (1), (2), and (3) can be used to determine Gini 

Index. 

 

𝐺𝑖𝑛𝑖 (𝐷) = 1 − ∑ 𝑃𝑖
2𝑚

𝑖=1
   (1) 

𝐺𝑖𝑛𝑖𝐴(𝐷) = ∑
|𝐷𝑗|

𝐷
𝐺𝑖𝑛𝑖(𝐷𝑖)

𝑣

𝑖=1
  (2) 

𝐺𝑖𝑛𝑖 𝐺𝑎𝑖𝑛 (𝐴) = 𝐺𝑖𝑛𝑖(𝐷) − 𝐺𝑎𝑖𝑛𝐴(𝐷) (3) 

According to [16], there are five steps to make a 

decision tree using Gini Index. First is determine the 

class or label which will be the root in the tree using 

(1).  All the lable’s probability with the constraint that 

has determined will be calculated for the probability 

and squared. The second is calculate the Gini Index on 

every attributes or features in the dataset using (2). All 

the label’s probability, in general, will be multiplied 

by each column of the Gini Index and calculated. 

The third is to choose the lowest Gini Index. The 

feature with the lowest Gini Index will be the root of 

an internal node in the decision tree. Then, in each 

branch, do the recursive way from the first step until 

the leaf or the Gini Index on the branch is zero. Then 

the last thing is to calculate the Gini Gain with (3) to 

determine the difference from (1) using Gini Index 

from each first branch. 

F. Random Forest Classifier 

Random Forest is an algorithm of machine 

learning that has ability to do the regression or 

classification task [17]. This algorithm consists of 

many decision trees which randomly selected from the 

subset of the training set. The classification of 

Random Forest is the accumulation of the votes which 

decision trees did. The process can be seen in Fig.5. 
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Fig. 5. Random Forect Classifier Structure [9] 

 

According to [18], bagging or bootstrap 

aggregation is the common technique used for 

Random Forest Algorithm. The bagging technique is 

used to reduce the variance of the prediction function 

which has been estimated. This method is considered 

effective for the data which has big variance and 

procedure which has a low bias like trees. In the case 

of classification, each tree will produce the prediction 

result which will calculate the majority result or in 

other words majority vote [18]. 

The tree-making process [19] can be done by Gini 

or Entropy. Gini is preferred for the attribute which 

has continuity, meanwhile, entropy is commonly used 

for a discrete attribute that exists on each label. The 

tree-making process can be seen in (4), (5), and (6) 

which is equal to the decision tree formula [20]. A 

decision tree can be made recursively based on the tree 

amount which has been determined. [19] also said that 

commonly the optimal tree amount made for the 

classification process is √𝑝 and for regression is 
𝑝

3
 

which p is the predictor amount that will be used. The 

output of each tree for the classification process will 

be submitted and there will be a majority vote process 

like (4) [18]. 

Ĉ𝑟𝑓
𝐵  (𝑥) = 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑣𝑜𝑡𝑒{Ĉ𝑏(𝑥)}1

𝐵         (4) 

IV. RESULT AND DISCUSSION 

A. Dataset 

In work conducted in this paper, we use user 

feedbacks from another research [9]. There is a total of 

553 feedbacks, which is contains of 259 positive, 241 

negative, and 53 neutral feedbacks. 

B. Performance Evaluation 

There are several scenarios are conducted to 

determine the best configuration for classifying the 

feedbacks’ sentiment. An experiment with two 

training-testing ratios, 70:30 and 80:20, is conducted. 

First we try to use the feedback as it is (Scenario 1). 

Furthermore, we try to upsample the neutral feedbacks 

(Scenario 2) and use the GridSearchCV library to find 

the best hyperparameter (Scenario 3). 

In each scenario, we used different embedding 

dataset to make the FastText pre-trained model, such 

as user feedbacks of BYU and Tokopedia app from 

Playstore (200 & 300 dimension), and 

SentimentAppReview dataset itself. We also used the 

original FastText pre-trained model from its official 

website as the feature extraction. 

In the experiment following Scenario 1, the best 

performance is reached when the embedding dataset is 

BYU (200 and 300 dimension) and the training-testing 

ratio is 80:20. The accuracy is 70,27%, the precision is 

80%, the recall reaches 54%, and the F1 score is same 

as the recall. This scenario can result the precision, 

recall, and F1 score equally. In all scenarios, the 

performance to detect neutral feedbacks is lower than 

the others because it is unbalanced. The neutral 

feedbacks from the dataset is just 53 of 553 row data. 

In general, if there is some addition on the test set 

and subtraction on a train set, the accuracy possibly 

increases. But, in this research, the 80:20 ratio is better 

than 70:30. Not only on accuracy, but also the 

precision, recall, and F1. Apart from the difference of 

train and test set ratio, the FastText pre-trained model 

which has chosen just give a small impact on the 

evaluation result. 

Both 80:20 and 70:30, in general, seem hard to 

detect the neutral label. This is caused by the lack of 

neutral labels in the dataset. It just 53 if 553 rows. 

That is why the classifier model is hard to detect the 

neutral label due to the underfitting issue. 

From the requirement engineering side, user 

feedback can be used to learn the needs, complaints, 

and user reviews. The negative feedbacks generally 

contain information that can be useful for future 

releases, like the bug report. The positive feedbacks 

usually contain the expression of thanks and user’s 

satisfaction when they use the feature. So, it is 

important to detect the feedback which has negative or 

positive sentiment. 

The precision calculates the prediction for the true 

positive to all positive label, that is why the precision 

score is the ideal measurement when the false positive 

has the high cost. In this case, false positive happens 

when feedback whose label is negative but predicted 

as positive. Meanwhile, the false-negative happens 

when feedback whose label is positive but it predicted 

as negative. 

In Scenario 2, we try to up-sample the neutral 

feedbacks. The result is no one of the accuracy 

reached 70%. The best performance is reached when 

we used Tokopedia (200 dimension) as embedding 

dataset and the training-testing ratio is 70:30. The 

accuracy is 69,63%, the precision is 76%, the recall is 

63%, and the F1 score is 64%. According to the result 
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of this scenario, up-sample can increase the 

performance from the precision, recall, and F1 score 

side, but it decreases the accuracy. 

Scenario 2 can produce the best result when using 

Sentiment App Review (200 dimensions) as the 

FastText pre-trained model and with the ratio of 80:20. 

In Table 1, we can see that the result of the training set 

is nearly perfect. There is still misclassification on the 

neutral label due to the lack of the neutral label data on 

the dataset and the up-sampling process which is done 

is not too big. Meanwhile, the data which has positive 

and negative label relatively give the precise 

prediction result because the amount of both is quite 

bigger and balanced. 

TABLE II.  THE BEST MODEL PERFORMANCE OF SCENARIO 2 

Real Label 
Predicted Negative Neutral Positive 

Negative 192 0 1 

Neutral 0 48 0 

Positive 0 0 207 

Based on the result and analysis of Scenario 2, 

upsampling is proven to increase the performance of 

the precision, recall, and F1 score, but it decreases the 

accuracy score even it is not too significant. 

In Scenario 3, we try to use GridSearchCV to find 

the best hyperparameter for the Random Forest 

Classifier. GridSearchCV is usually used to tune the 

hyperparameter. The method that used in this case is 

Cross-Validation. It is the statistical method to 

evaluate the model or algorithm where the data is 

separated into two subsets, which are training and test. 

Like the train_test_split, but in Cross-Validation, the 

data is split into the fold which has been determined. 

In each Fold, there are train and test sets. Its process is 

iteratively done until all data from the dataset is 

included in the fold. 

With the help of the GridSearchCV library, the 

Random Forest Classifier can tune its hyperparameter 

automatically based on the initial parameter that has 

been determined to find the best hyperparameter that 

can produce the best result. The hyperparameter tuned 

by the GridSearchCV in this case is the amount of 

leaf, tree, and max features. The tuning technique is 

done by initializing the input parameters in an array 

which will be tried on one by one by the library. 

In our case, the best parameter for the Random 

Forest Classifier is 81 for the n_trees, 15 for the 

n_leafs, and log 2 for the max_features. The best result 

is reached when BYU (200 and 300 dimension) user 

feedbacks are used as the embedding dataset and the 

training-test ratio is 70:30. The accuracy is 71.68, the 

precision is 48%, the precision is 53%, and the F1 is 

50%. This result if compared with Scenario 1, it is 

lower than Scenario 1. This scenario cannot detect the 

neutral feedbacks better than Scenario 1. 

 

V. CONCLUSION AND FUTURE WORKS 

In this research, we used FastText pre-trained 

model as the feature extraction and Random Forest 

Classifier to classify the sentiment of the user 

feedbacks. With this approach, we used the 

SentimentAppReview dataset from [12] which then is 

classified into positive, neutral, and negative label. 

In conclusion, the implementation of word 

embedding to classify user feedback using Random 

Forest Classifier is successfully done. FastText pre-

trained model which is used in this research is made of 

the user feedback dataset from the Tokopedia and 

ByU App at the Google Playstore. 

Based on the results before, the best result is 

reached when we used BYU user feedbacks dataset as 

embedding dataset to make FastText pre-trained 

model as the feature extraction and the training-testing 

ratio is 80:20. The accuracy is 70,27%, the precision is 

80%, the recall is 54%, and F1 score is 54%. 

In the future work, we hope that there is a larger 

scope of the dataset so it maybe increases the 

performance with the same method. The more data we 

can get, hopefully, the better the result that we can get. 

Furthermore, to make the more various results we 

can try different up-sampling or down-sampling 

methods. Hopefully, with this variance of methods, the 

result of the experiments can be more variance too. 

Trying another word embedding library or feature 

extraction methods such as Word2Vec and GloVe is 

not a bad idea. With the help of the Gensim library, 

that thing can be made easier and hopefully give better 

performance. 

Trying another cross-validation method or library 

also can be a good thing. For example, using the 

RandomizedSearchCV library to do the cross-

validation method. With this, maybe the 

hyperparameter tuning can be more variative and give 

a better result. 

If this classification method is combined with 

synonym extraction, we think it will increase the 

performance significantly. It will classify the word 

which has the same meaning with other word into one 

class more accurately. It will decrease the 

misclassification also. 
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Abstract— User feedback could give a developer 

information on what should be fixed or should be 

improved. But there are many users feedback that 

is a spam. In user feedback, spam contents are 

more likely to be inappropriate feedback, feedback 

that is not feedback, just some random comment 

or even a question. Reading and choosing feedback 

manually could be costly, especially in terms of 

time and energy. Therefore, this research focuses 

on building a spam filtering model using 

Multinomial Naïve Bayes that implement a 

TF/IDF approach to detect spam automatically. 

For text classification, Multinomial Naïve Bayes 

proved on having better speed and having good 

performance. With TF/IDF, a word that highly 

occurred in many documents has less impact than 

others so it could help increasing performance 

from an imbalanced dataset. This research aims to 

implement Multinomial Naïve Bayes for spam 

filtering in user feedback and to measure the 

performance of the model. The best performance 

of this classifier was obtained when using the up-

sampling method and typo corrector with a 70:30 

ratio of train and test set resulting in 89.25% for 

accuracy, 45% for precision, 56% for recall, and 

50% for F1-Score. 

Index Terms— Spam filtering, Multinomial Naïve 

Bayes, User Feedback, TF/IDF, Requirements 

Engineering 

I. INTRODUCTION 

In software development, user requirements is a 

useful component that developers needed. In order to 

correctly analyse and define the users’ problem and 

needs, requirements engineering has become an 

important step in a software development lifecycle. 

Requirements engineering is a branch of software 

engineering which deals with problems that involve 

goals, functions, and restrictions on software systems 

[1]. Requirements engineering help software 

developer to have a better understanding about the 

problems. One of many ways to do requirements 

engineering is to directly involve the users in the 

development process. In the case in which the users of 

a software product is the public, it would be difficult 

to get all the users to be involved directly in the 

requirements specification and definition process. 

Many software developers rely on the users feedback 

gathered from many different sources online. For 

example, a mobile app developer in the Android 

environment would gather a lot of user feedback from 

the Google Play Store, and iOS environment from the 

Apple App Store. Another example is the web 

application of an e-commerce platform, the developers 

usually provide comment sections in order to gather 

feedbacks from their users, albeit content-related, 

product-related, or other categories of feedback. 

User feedback is defined as all information 

obtained from users about whether they are satisfied or 

not with a product or service [2].  Users will give 

feedback if they are satisfied or there is a problem 

when they use the software. Even though user 

feedback has a lot of benefits for software 

development, some problems could occur such as 

spam in user feedback. Spam is an activity to send a 

message to other people with an electronic device 

continuously without the consent of the other party 

[3]. Spam is usually targeting random people. Spam 

messages always have the same characteristics, 

therefore it is not too hard to distinguish. This is 

particularly a serious problem for software products 

with thousands or even millions of user feedback. 

Manually reading each of the feedback could take time 

and effort which otherwise could be used for other 

development activities. It is more time-wasting if the 

feedback themselves are actually spam messages. 

In user feedback, spam is more like inappropriate 

feedback, which is the feedback that is not actual 

feedback such as insulting feedback, fake review, etc. 

Inappropriate feedback is categorized as spam because 

that feedback is not useful for requirements 

engineering. Therefore, a classification system needs 

to be made to predict which feedback is spam. This 
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research will use TF-IDF along with Multinomial 

Naive Bayes to make a classification system to detect 

spam in user feedback. 

II. RELATED WORK 

Multinomial Naive Bayes is an improvement from 

Naive Bayes Classifier. Naive Bayes itself is a 

classification method that uses Bayes Theorem where 

each feature is assumed as independent to each other 

[4]. According to research from [5], the Multinomial 

Naïve Bayes algorithm runs 2 to 6 times faster than the 

Support Vector Machine. Multinomial Naive Bayes do 

better performance in 9 out of 13 models that [5] have. 

According to research from [6], the Multinomial 

Naïve Bayes algorithm has 89.58% accuracy in the 

letter classification system. 

When dealing with text classification, it is 

necessary to do feature extraction before the 

classification. One of many popular feature extractions 

on text classification is TF-IDF and Doc2Vec. 

According to [7], TF-IDF has a better performance 

than Doc2Vec with 95% accuracy on Logistic 

Regression and 73.62% accuracy on Naïve Bayes. 

From the previous works, experiments related to the 

use of Multinomial Naïve Bayes and TF-IDF, which 

have been proven to be effective in other cases, for 

filtering spams in user feedback is still rare to be 

found. The main contributions of this research is to 

implement TF-IDF along with Multinomial Naïve 

Bayes to classify user feedback in Bahasa Indonesia 

and measure the performance of the system. Based on 

the results, we hope to be able to give more options to 

the developers to better their requirements engineering 

activities, especially when dealing with user feedback. 

Hopefully, by automating the spam filtering activity, 

more of the developers time and effort could be spent 

on other productive and creative activities to improve 

their products. 

III. RESEARCH METHODOLOGIES 

A. Dataset 

Dataset used in this research is user feedback from 

tiket.com app in Bahasa. Dataset is gathered using an 

automatic scrapping extension on the google play 

store. Then, the dataset is labelled by 5 of our 

colleagues with a majority vote.  The total dataset used 

in this research is 900 data with 810 data of Ham and 

90 data of Spam. The distribution of the dataset can be 

seen in Fig. 1. 

 

Fig. 1. Dataset distribution 

B. Preprocessing 

Preprocessing involved in this research is consist 

of Tokenizing, Filtering, and Stemming.  

Tokenizing separates each sentence into an array 

of words. For example, the sentence “There are 2 

winners of this game” will be tokenized like (‘There’, 

’are’, ’2’, ’winners’, ’of’, ’this’, ’game’). 

Filtering is a process that removes a bunch of 

words that is not useful in this research such as I, you, 

then. With stemming, words are reduced to their word 

stems [8]. For example, the sentence “He was 

swimming in the pool” will be reduced to “He is swim 

in the pool”. 

C. TF-IDF 

TF-IDF is an algorithm that is based on statistical 

values showing the appearance of a word in the 

document [9]. TF or Term-Frequency states how many 

words appear in a document. Meanwhile, IDF or 

Inverse Document Frequency states the number of 

documents that contain a word in one publication 

segment [6]. 

While computing TF, all words are treated equally 

important. However, it is known that certain words, 

such as “is”, “the”, and “and”, may appear a lot of 

times but have little importance. Therefore, we need to 

decrease the frequent terms while increasing the rare 

ones, by computing IDF, an inverse document 

frequency factor is integrated which depreciate the 

weight of words that occur very frequently in the 

document set and scale up the weight of words that 

occur rarely. 

IDF is the inverse of the document frequency 

which measures the informativeness of word t. When 

we calculate IDF, it will be very low for the most 

occurring words such as stop words (because stop 

words such as “is” is present in almost all of the 

documents, and N/df will give a very low value to that 

word). This finally gives what we want, a relative 

weightage. 
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Now there are few other problems with the IDF, in 

the case of a large corpus, the IDF value will explode. 

To avoid this effect, we use the log of the IDF. When a 

word that is not in vocab occurs, the DF will be 0. To 

avoid that, we add +1 to the denominator. Here is the 

final formula: 

𝑇𝐹 − 𝐼𝐷𝐹(𝑤, 𝑑) = 𝑇𝐹(𝑤, 𝑑)  ×  𝐼𝐷𝐹(𝑤)   (1) 

𝐼𝐷𝐹(𝑤) = 𝑙𝑜𝑔 (
𝑁

𝐷𝐹(𝑤)
)       (2) 

Where: 

- TF - IDF (w, d): weight of a word in all 

documents. 

- w: a word 

- d: a document 

- TF (w,d): the frequency of the occurring 

word w in document d 

- IDF (w): inverse DF from word w 

- N: a total of document 

- DF (w): total document that has word w 

D. Naive Bayes Classifier 

Naive Bayes Classifier is a classification algorithm 

based on the Bayes theorem. Naive Bayes Classifier 

assumes that every word in a document is 

independent. That is the presence of one particular 

feature does not affect the other [4]. Bayes theorem 

formula is shown in (3). 

𝑃(𝐵) =  
𝑃(𝐴)𝑥 𝑃(𝐴)

𝑃(𝐵)
  (3) 

E. Multinomial Naive Bayes 

Multinomial Naive Bayes is very similar to Naive 

Bayes Classifier. Multinomial Naive Bayes calculate 

the multinomial distribution from each feature in the 

documents [10]. The probability of a document d 

being in class c is computed as: 

𝑃(𝑐|𝑑)  ∝ 𝑃(𝑐) ∏ 𝑃(𝑡𝑘|𝑐)1≤𝑘≤𝑛𝑑
 (4) 

Where P(tk|c) is the conditional probability of term 

tk occurring in a document of class c. We interpret 

P(tk | c) as a measure of how much evidence tk 

contributes that c is the correct class. P(c) is the prior 

probability of a document occurring in class c. If a 

document’s words do not provide clear evidence for 

one class versus another, we choose the one that has a 

higher prior probability. The formula of Multinomial 

Naïve Bayes is shown in (5). 

𝐶𝑚𝑎𝑝 =𝑎𝑟𝑔 𝑎𝑟𝑔 𝑃(𝑐) ∏𝑚
𝑘=1 𝑃(𝑡𝑘  |𝑐)  (5) 

Parameter P(tk | c) (probability likelihood) is 

estimated by calculating the occurrence of tk on all 

training documents in c, using laplacean prior as 

shown in (6) [6]: 

𝑃(𝑡𝑘 | 𝑐) =  
1+ 𝑁𝑘

|𝑉|+𝑁
   (6) 

Where Nk counts the total occurrence of tk in c’s 

training document and N is the total occurrence of 

words in c [6]. For example, given training this 

training data: 

TABLE I. TRAIN DATA 

Text Class 

Free money, click the 

link now 

Spam 

Where are you now? Ham 

I am busy now, call later Ham 

Click the link and get 

free souvenir from me 

Spam 

Then we want to classify the sentence “Call me for 

free item” where the target class is spam or ham. First, 

we will calculate the probability likelihood of every 

word in the sentence using (6).  

TABLE II. PROBABILITY LIKELIHOOD 

Word P (word | spam) P(word | ham) 

Call 0 + 1

14 + 18
 

1 + 1

14 + 18
 

Me 1 + 1

14 + 18
 

0 + 1

14 + 18
 

For 0 + 1

14 + 18
 

0 + 1

14 + 18
 

Free 2 + 1

14 + 18
 

0 + 1

14 + 18
 

Item 0 + 1

14 + 18
 

0 + 1

14 + 18
 

Based on the calculation in Table 1, we can 

calculate the posterior probability of the sentence. 
𝑃(𝐶𝑎𝑙𝑙|𝑠𝑝𝑎𝑚)  × 𝑃( 𝑀𝑒|𝑠𝑝𝑎𝑚) × 𝑃(𝐹𝑜𝑟|𝑠𝑝𝑎𝑚)  

× 𝑃(𝐹𝑟𝑒𝑒|𝑠𝑝𝑎𝑚)  
× 𝑃(𝐼𝑡𝑒𝑚|𝑠𝑝𝑎𝑚)

=  
1

32
 ×  

2

32
 ×  

1

32
 × 

3

32
 ×  

1

32
=  0.000000178813934 

𝑃(𝐶𝑎𝑙𝑙|ℎ𝑎𝑚)  × 𝑃( 𝑀𝑒|ℎ𝑎𝑚)  × 𝑃(𝐹𝑜𝑟|ℎ𝑎𝑚)  
× 𝑃(𝐹𝑟𝑒𝑒|ℎ𝑎𝑚)  × 𝑃(𝐼𝑡𝑒𝑚|ℎ𝑎𝑚)

=  
2

32
 × 

1

32
 ×  

1

32
 ×  

1

32
 ×  

1

32
= 0.0000000596046448 

Based on the result above, we can conclude that 

the sentence “Call me for free item” is classified as 

Spam because the sentence has a higher posterior 

probability in class Spam. 
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F. The Learning Process 

This research uses TF-IDF along with Multinomial 

Naïve Bayes to classify a text as spam or ham. The 

learning process of the system can be seen in the 

following section. 

1. First, we load the file that contains the list of text 

that want to be classified. 

2. Then we begin the pre-processing that include 

tokenization, filtering, and stemming. 

3. We also use stop-words to remove the list of 

words that occur too often. 

4. When the pre-processing is over, we divide the 

dataset to train and test dataset. 

5. And then we made a vocabulary of features as a 

training process. 

6. After that, we convert the training dataset and test 

dataset to the TF-IDF model. 

7. Finally, we fit the model to the Multinomial Naïve 

Bayes algorithm and then calculate the 

performance of the model. 

G. Confusion Matrix 

A confusion matrix is a method to measure the 

performance of the classifier. The confusion matrix is 

in the form of a table with 4 different combinations of 

predicted and actual values [11].  

TABLE III. CONFUSION MATRIX 

 
Positive Negative 

Positive TP FP 

Negative FN TN 

Where TP occurred when the system predicted 

positive, and the actual data is positive (True Positive). 

TN means True Negative, where the system predicted 

negative, and the actual data is negative. FP occurred 

when the system predicted positive, but the actual data 

is negative (False Positive). FN means False Negative, 

where the system predicted negative, but the actual 

data is positive [11]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
   (8) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
   (9) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (10) 

Confusion matrix can be used to calculate 

precision, recall, F1-Score, and accuracy of the 

classifier. Accuracy is used to measure the accuracy of 

predictions made by the classifier. Precision calculates 

the ratio of true positive predictions to all positive 

predictions. While recall calculates the ratio of true 

positive predictions to all predictions in the actual 

class. 

IV. RESULT AND DISCUSSION 

A. Performance Evaluation 

Several testing scenarios are used in this research 

to determine the best approach to classify spam 

feedbacks. The first scenario is to compare the 

performance of different ratios of train and test sets 

(Scenario 1). The next scenario is using upsampling 

and downsampling train dataset (Scenario 2). 

Upsampling is done by increasing the minority class 

data to the same amount as the majority class. 

Downsampling is done by reducing the majority class 

data to the same amount of minority classes. And then 

we compare both methods to determine what is the 

best method for our research. The last scenario is we 

use a typo-corrector from [12] in our research 

(Scenario 3). A typo-corrector is a method to fix a 

typo in the text. Our dataset has many words that 

contain a typo. Therefore, with the use of a typo-

corrector, we believe it will increase the performance 

of the model.  

In Scenario 1, we compare the performance from 

the 70:30 ratio of train and test set with 80:20. 

According to the result of both methods, each method 

obtained low precision, recall, and F1-Score. That is 

because the dataset used in this research is 

imbalanced. However, the best performance in this 

scenario is the ratio of 70:30 with 50% precision, 3% 

recall, and 6% F1-Score on spam class. The 

performance of this scenario can be seen in the table 

below.  

TABLE IV. PERFORMANCE OF SCENARIO 1 

Metrics 70:30 80:20 

Spam Ham Spam Ham 

Precision 50% 89% 0% 91% 

Recall 3% 100% 0% 99% 

F1-Score 6% 94% 0% 95% 

The best performance of this scenario has an 

accuracy of 94.3% in the training dataset and 92.59% 
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in the test dataset. The overall accuracy of this 

scenario can be seen in the table below.  

TABLE V. ACCURACY OF SCENARIO 1 

Metrics 70:30 80:20 

Train Test Train Test 

Accuracy 94.3% 92.59% 90% 90% 

Because our dataset is imbalanced, then our next 

scenario is applying an up-sampling and down-

sampling method to our train data. With up-sampling 

and down-sampling, the performance of this 

imbalanced dataset is better than in the previous 

scenario. Up-sampling method got 46% precision, 

44% recall, and 45% F1-Score. The down-sampling 

method got 25% precision, 67% recall, and 37% F1-

Score on spam class. Up-sampling method has higher 

performance in precision and F1-Score, while the 

down-sampling method has higher scores in the recall. 

Therefore, it is necessary to decide which metric is a 

better value in this case. 

In requirements engineering, user feedback is used 

by developers to find out what user needs of the 

application are used. Therefore, in this case, recall is a 

better metric in our research. However, when dealing 

with an imbalance dataset we can not only look at the 

value of precision or recall. Because our dataset is 

imbalanced, the recall value could not be considered 

accurate. We need to consider another value that is a 

harmonic value of both precision and recall, which is 

F1-Score. According to the F1-Score value and other 

overall scores, up-sampling is a better method in our 

research. 

The performance and accuracy of scenario 2 can 

be seen in the table below. 

TABLE VI. PERFORMANCE OF SCENARIO 2 

Metrics Up-sampling Down-sampling 

Spam Ham Spam Ham 

Precision 46% 94% 25% 94% 

Recall 44% 93% 67% 78% 

F1-Score 45% 94% 37% 81% 

 

TABLE VII. ACCURACY OF SCENARIO 2 

Metrics Up-sampling Down-sampling 

Train Test Train Test 

Accuracy 98,67

% 

88,88

% 

98,41

% 

77,03

% 

In scenario 3, we apply typo-corrector to our 

dataset. In our dataset, there are many words used by 

users that are not listed in the dictionary and there are 

many typo errors. When we try to apply the typo-

corrector to our dataset, it shows a better performance 

in our model. In this scenario, our model has the best 

performance of 89.25% accuracy, 45% precision, 56% 

recall, and 50% F1-Score on spam class as shown in 

Table 8. From this scenario, we could say that the 

current typo-corrector improves the performance of 

the model. However, the improvement is not 

significant. The result of this scenario could be seen in 

Table 8 and Table 9. 

TABLE VIII. PERFORMANCE OF SCENARIO 3 

Metrics With Typo-

corrector 

Without Typo-

corrector 

Spam Ham Spam Ham 

Precision 45% 95% 45% 94% 

Recall 56% 93% 48% 93% 

F1-Score 50% 94% 46% 94% 

TABLE IX. ACCURACY OF SCENARIO 3 

Metrics With Typo-

corrector 

Without Typo-

corrector 

Train Test Train Test 

Accuracy 98,49

% 

89,25

% 

98,67% 88,88

% 

TABLE X. BEST MODEL PERFORMANCE 

Metrics Spam Ham 

Precision 45% 95% 

Recall 56% 93% 

F1-Score 50% 94% 

Accuracy 89.25% 
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Based on the test scenarios that have been done 

before, we conclude that using an upsampling method 

with the ratio of 70:30 in training and test data as well 

as the use of a typo-corrector succeeded in improving 

model performance that has an imbalanced dataset. 

The best model of these scenarios has 45% precision, 

56% recall, 50% F1-Score, and 89.25% accuracy on 

spam class. For the ham class, this model has 95% 

precision, 93% recall, and 94% F1-Score. 

V. CONCLUSION AND FUTURE WORKS 

In this research, we used TF-IDF as feature 

extraction and Multinomial Naive Bayes to classify 

whether the user feedback of tiket.com application is 

spam or not. Our dataset consists of 810 ham and 90 

spam data that are gathered using the scrapping 

method from the google play store. We use a 

confusion matrix to calculate the performance of the 

classification model. Based on previous test scenarios, 

the best model is reached when we apply upsampling 

method with the ratio of 70:30 in training and test data 

as well as using typo-corrector from [12]. The best 

performance of the model is 89.25% accuracy, 45% 

precision, 56% recall, and 50% F1-Score in the spam 

class. 

In future works, we suggest adding more data to 

our current dataset because our dataset has very low 

spam data. We recommend that at least the ratio of 

minority and majority class is 40:60 so it will be 

balanced. Typo-corrector has been proven to improve 

our model. However, the improvement is still very 

low. An improvement to the typo-corrector could 

make a better performance in the classifier. Last, we 

suggest trying a different method of upsampling and 

downsampling, since that method is very useful when 

handling an imbalanced dataset. There are a couple of 

upsampling methods like SMOTE (Synthetic Minority 

Over-Sampling Technique) that could perform better 

than our previous upsampling method. 
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Abstract—Unlike genomics which study specifically 

culturable microorganisms, metagenomics is a field that 

studies microorganic samples retrieved directly from the 

environment. Such samples produce widely varying 

fragments when sequenced, many of which are still 

unidentified or unknown. Assembly of these fragments in 

the goals of identifying the species contained among them 

are thus prone to make said goals more difficult, so it 

becomes necessary for binning techniques to come in 

handy while trying to classify these mixed fragments onto 

certain levels in the phylogenetic tree. This research 

attempts to implement algorithms and methods such as 

k-mers to use for feature extraction, linear discriminant 

analysis (LDA) for dimensionality reduction, and 

agglomerative hierarchical clustering (AGNES) for 

taxonomic classification to the genus level. 

Experimentation is done across different objective 

measurements, including the length of the observed 

metagenome fragment that spans from 0.5 Kbp up to 10 

Kbp for both the 3-mer and 4-mer contexts (k = 3 and k 

= 4). The averaged validity scores of the resulting data 

clusters generated from both the training and test sets, 

computed with the silhouette index metric, are 0.6945 and 

0.0879 for the 3-mer context, along with 0.5219 and 

0.1884 for the 4-mer context. 

Index Terms—AGNES; k-fold; k-mers; LDA; 

machine learning; metagenomics 

I. INTRODUCTION 

In an effort to analyze the genetic material of 
nonculturable microorganisms (which cannot be 
cultured in laboratories), samples were taken directly 
from the environment. The sample taken may contain 
fragments of genetic material (genome) from a variety 
of different species. When the sequencing and assembly 
procedures are carried out on this mixture of fragments 
simultaneously, the mismatch between the genomes of 
one species with another will result in chimeric contigs 
that lead to the phenomenon of interspecies chimerae, 
so that the species diversity of the sample cannot be 
known [1] [2]. The term “contig” itself is taken from the 
English word “contiguous”, and is defined as a strand 
of genomic fragments (DNA) of a species that are close 
together, representing a subset of DNA [3]. Chimeric 
contigs are then defined as a single contig strand 
composed of genomic fragments from two or more 
different species [4]. To minimize the chance of these 
occurrences, it is necessary to apply a binning technique 

so that each distinctive fragment of the compound can 
be separated as well as possible from one another. 

This binning technique has two approaches, namely 
homology-based binning and composition-based 
binning. The homology approach was carried out by 
aligning the sample metagenome fragment sequences 
against the sequence data from the NCBI and 
concluding the results at the taxonomic level. 
Meanwhile, the compositional approach uses the result 
of feature extraction in the form of base pairs as input 
for the learning model [2]. 

There are two main approaches of learning for 

machine learning models, namely learning by example 

(supervised learning) and learning by observation 

(unsupervised learning). In the context of classification, 

supervised learning already has categorization 

information in its learning base, while unsupervised 

learning only has training data as a learning base. The 

method used in this study belongs in the realm of 

unsupervised learning. 

In this study, metagenome fragments in the data 

from NCBI sources will be grouped using the k-mers 

method for feature extraction, linear discriminant 

analysis (LDA) method for data dimension reduction, 

and agglomerative hierarchical clustering (AGNES) 

algorithm for grouping. The k-mers method was chosen 

to be used in this study because this method works by 

calculating the number of occurrences of short strands 

(substring; polymer) along k letters in one genome 

strand, which will later highlight characteristic 

distinctions based on differences in the number of 

frequencies of each polymer between individual 

samples [5]. The LDA method was chosen because this 

method aims to try to explain a dependent variable as 

output (genus taxonomic level of the studied data) 

based on the values of the independent variables as 

input (genome strands belonging to the sample data). 

Meanwhile, the agglomerative hierarchical clustering 

method was chosen on the basis of its bottom-up 

workflow, because metagenomic fragment analysis 

starts from base pair units which then forms various 

long strands from each fragment based on the frequency 

of occurrence of certain base pair combinations. 
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II. LITERATURE STUDY 

A. Metagenomics 

Metagenomics is a branch of science that studies 

genetic material in samples taken directly from the 

environment [2]. Unlike genomics, where the analysis 

is carried out only on certain isolated (or previously 

cultured) organisms, metagenomic analysis is carried 

out directly on a group of microorganism communities 

without the need for first culturing efforts. This has 

brought interesting insights into the ecological systems 

of various habitats [6]. The emergence of this research 

field was triggered by the development of sequencing 

technology, with Roche's 454 pyrosequencing 

technique as an example [7]. 

B. Machine Learning 

Machine learning is a field of science that studies 

computer algorithms that develop independently 

through experience [11]. Models built for machine 

learning work by taking input in the form of training 

data as learning material to analyze new, foreign data 

(test data). The learning approaches that are commonly 

applied in designing machine learning models consist 

of supervised learning and unsupervised learning. 

Supervised learning refers to a learning process in 

which the training data contains relevant input and 

output information, while in unsupervised learning, the 

training data only contains input information, so the 

model must draw its own conclusions (outputs) based 

on the learned input [8]. 

C. Linear Discriminant Analysis 

Linear discriminant analysis (LDA) is a 
dimensionality reduction method that selects and 
extracts a set of the most discriminatory features from 
the data for multi-class classification [9]. This method 
is regarded as one of the most useful and popular 
methods with various applications, belonging in the 
realm of clustering algorithms [10]. The main 
difference between LDA and another dimensionality 
reduction method that is also frequently used, principal 
component analysis (PCA), lies in the main focus of 
each method. LDA and PCA aim to find the component 
with the highest variance in the data, but LDA also 
prioritizes the level of separability between data classes 
[11]. 

The LDA method can be summarized into seven 
steps as follows [11]. 

1) Standardize the initial d-dimensional data, where d 

represents the amount of features present in the 

data. 

2) Compute the d-dimensional mean vectors mi for 

each class in the data. 

𝑚𝑖 =  
1

𝑛𝑖
∑ 𝑥𝑚

𝑥∈𝐷𝑖

 

𝑚𝑖 = [

𝜇𝑖(feature 1)

𝜇𝑖(feature 2)

⋮
𝜇𝑖(feature n)

]

𝑇

, 𝑖 ∈ {1, 2, … , 𝑐} 

3) Compute the between-class scatter matrix SB and 

the within-class scatter matrix SW. 

𝑆𝑊 = ∑ 𝑆𝑖

𝑐

𝑖=1

 

𝑆𝑖 = ∑ (𝑥 − 𝑚𝑖)(𝑥 − 𝑚𝑖)𝑇

𝑥∈𝐷𝑖

 

𝑆𝐵 = ∑ 𝑛𝑖

𝑐

𝑖=1

(𝑚𝑖 − 𝑚)(𝑚𝑖 − 𝑚)𝑇
 

4) Compute the eigenvectors along with the 

respective eigenvalues from the matrix  

SW
-1SB. 

5) Sort the computed eigenvalues in descending 

order. 

6) Take k eigenvectors with the highest eigenvalues 

to form the d × k-dimensional transformation 

matrix W, where each eigenvector acts as one 

column. 

7) Use the transformation matrix W to transform the 

initial d-dimensional data matrix X into a new 

feature matrix of dimension k. 

Feature data that has been extracted is first 
normalized with min-max scaling method into the range 
[0, 1]. This normalization is applied to each feature with 
the formula below [11]: 

𝑥𝑛𝑜𝑟𝑚𝑎𝑙 =  
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 

For each feature, the normalized value xnormal is 

obtained by calculating the weight of the individual 

values of x against the range of values in that feature, 

namely the difference between the largest and smallest 

values in said feature, denoted as xmax and xmin. 

After computing the within-class and between-class 

distribution matrices, the eigenvectors and eigenvalues 

can be obtained by solving the matrix SW
-1SB. With the 

largest eigenvalues obtained, the corresponding 

eigenvectors are then combined into columns for the 

transformation matrix W. The transformation process is 

then carried out by multiplying the matrix W as shown 

in (7), where X is the initial data matrix and X' the new, 

reduced feature matrix: 

𝑋′ = 𝑋𝑊 

D. Hierarchical Clustering 

Hierarchical clustering is a method in statistics for 
performing clustering. This method works by first 

(7) 

(6) 

(1) 

(2) 

(3) 

(4) 

(5) 
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measuring the level of inequality between two clusters 
of data before combining the two clusters into a new 
cluster (agglomerative) or splitting each cluster into two 
new clusters (divisive). The advantages of this method 
include ease of understanding and application and the 
absence of an obligation to first know the number of 
clusters desired [12]. The difference between 
agglomerative and divisive methods lies in the flow of 
work, where agglomerative hierarchical clustering 
forms large clusters of data by combining individual 
samples or a collection of small clusters (bottom-up), 
while divisive hierarchical clustering forms small 
clusters of data by splitting up clusters of data. larger 
[12]. The hierarchical clustering method that will be 
used in this study is the agglomerative method. 

The level of inequality is measured based on the 
distance metric used between two data clusters, and the 
merging or splitting of the two clusters is carried out 
based on the linkage criterion used. There are a number 
of metrics and criteria commonly used in hierarchical 
clustering research, including the Euclidean distance 
metric (8) and the single-linkage linkage criterion 
(abbreviated as SLINK; (9)) [13]: 

‖𝑎 − 𝑏‖2 = √∑(𝑎𝑖 − 𝑏𝑖)2

𝑖

 

min{𝑑(𝑎, 𝑏) | 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵} 

E. Silhouette Index 

The performance measurement of models using 

clustering algorithms is different from the 

measurements on classification algorithms in general. 

In evaluating clustering performance, the measured 

qualities are the closeness between samples in the same 

cluster, the separation of one sample from similar 

samples that are part of different clusters, and the 

separation between clusters [14]. To measure the 

validity of the results of such an algorithm, there are 

several different benchmark systems that can be used, 

and one such system used in this study is the silhouette 

index. 

Silhouette index works by comparing the average 

distance of an individual sample i to all other samples 

in the same cluster, Ci, with the closest distance of the 

sample to all other clusters, Ck. The formula for the 

silhouette index is as follows. 

𝑠(𝑖) =
𝑏(𝑖)−𝑎(𝑖)

max {𝑎(𝑖),𝑏(𝑖)}
, 𝑖𝑓 |𝐶𝑖| > 1  

The variable a(i) represents the average distance of 

an individual sample i to every other sample j in the Ci 

group, b(i) represents the distance of a sample i to the 

nearest other cluster Ck, and s(i) states the silhouette 

index value for the sample i. In the case where a Ci 

cluster only has i as its sole sample, then s(i) will be 

zero. The formulas for two sample distances a(i) and 

b(i) can be seen in (11) and (12). 

𝑎(𝑖) =  
1

|𝐶𝑖| − 1
∑ 𝑑(𝑖, 𝑗)

𝑗∈𝐶𝑖,𝑖≠𝑗

 

𝑏(𝑖) = min
𝑘≠𝑖

1

|𝐶𝑘|
∑ 𝑑(𝑖, 𝑗)

𝑗∈𝐶𝑘

 

III. METHODOLOGY 

A. Preparing the Genome Data 

Genomic data for each observed microorganism 

species is obtained from the NCBI website and 

processed using the MetaSim tool to generate 

metagenome data in FASTA format files. The data set 

used in this study consists of eighty species from ten 

genera. Research will be carried out on different 

fragment lengths, ranging from 0.5 Kbp (kilo base pair; 

103 bp), 1 Kbp, 5 Kbp, up to 10 Kbp. The total 

weighting of all species in the final fragment is applied 

to 10,000. 

B. Feature Extraction 

The resultant FASTA data is first preprocessed 

before the data can be used by the machine learning 

model. The preprocessing procedure here begins with 

feature extraction using the k-mers method, where each 

strand of fragments is observed to note how often each 

combination of base pairs A, T, G, and C, as a key 

component determining the characteristics of 

microorganisms, appears on the thread. The length of 

base pair combinations that will be observed here are 3-

mers such as AAA, AAC, AAG, up to TTC, TTG, TTT 

(43 = 64 combinations), and 4-mers such as AAAA, 

AAAC, up to TTTG, TTTT (44 = 256 combinations), as 

shown in Fig. 1. This distinction between combinations 

is important, because DNA is the genetic material in 

almost all living things, including microorganisms and 

humans, where different combinations will yield 

different physiological characteristics [16]. 

 

Fig. 1. Illustration of 3-mer frequency counting 

C. Data Normalization 

The extracted features data is then normalized using 

the min-max scaling method. In min-max 

normalization, all feature values are rescaled into a new 

range of values while maintaining the weight of each 

value. In this study, the range of values used is [0, 1], as 

can be seen in Fig. 2. 

(11) 

(10) 

(8) 

(9) 

(12) 
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Figure 2. Illustration of min-max scaling 

D. Dimensionality Reduction 

After normalization is complete, dimensionality 

reduction is carried out on the data set before it is ready 

to be used in machine learning models. Dimensionality 

reduction aims to eliminate redundant characteristics 

by transforming the characteristics from the data 

matrix with larger dimensions into smaller dimensions 

[16]. The reduction algorithm used in this study is 

Linear Discriminant Analysis (LDA). In this study, the 

LDA algorithm is run by following the steps described 

in [11], except for data standardization. This is because 

the data to be reduced has already been normalized, so 

the LDA procedure here can be continued without 

having to standardize the data again. 

E. Clustering 

Analysis is then carried out on the training data set 

first to see and determine the most optimal conditions. 

The optimal conditions are to be used as the basis for 

the analysis of the test data set in order to group the data 

set into genera. The algorithm used for this testing 

phase is agglomerative hierarchical clustering. 

To measure the validity of each data cluster 

resulting from the model grouping, there are several 

benchmark systems that can be used, including the 

silhouette index used in this study. Silhouette index of 

each sample is calculated based on the average distance 

of the sample to all other samples in the same cluster 

and its distance to all other clusters by taking the cluster 

closest to the sample. 

IV. DISCUSSION 

A. Metagenome Data 

For the sample data, metagenome DNA fragment 

strands processed by MetaSim were prepared from 80 

species of microorganisms belonging to 10 different 

genera. The total weighting of all species for the 

metagenome fragments is 10,000. 

B. Feature Extraction 

The preprocessing stage begins by performing 

feature extraction in the form of base pair combinations 

from the metagenome fragment data. After the feature 

extraction is successful, a new set of numerical data is 

obtained which can later be used by the machine 

learning model. The number of data rows in the sample 

table corresponds to the results of the previous 

MetaSim processing, while the number of data columns 

adjusts to the observed k-mer value, which is 4k 

columns. 

C. Normalization 

The sample data is first normalized using the min-

max scaler from the preprocessing module scikit-learn 

[14]. The values in each column are calculated and 

converted to the relative weights of each value against 

all other values in the same column. The range of values 

used as a reference for normalization is [0, 1], which 

means that the lowest value in the column becomes 0, 

while the highest value in the same column becomes 1. 

D. Dimensionality Reduction 

After normalizing the data, dimensionality 

reduction is performed to obtain a new, smaller matrix 

containing the projection of the sample data set matrix 

while maintaining the integrity of information between 

data classes. This stage begins by calculating the mean 

vector for each existing class, resulting in a collection 

of d-dimensional vectors where d is the number of 

features. 

With the mean vectors, the within-class and 

between-class distribution matrices SW and SB are 

computed. These two distribution matrices are then 

used to obtain a series of eigenvectors and eigenvalues 

as indicators of the integrity of information between 

classes in the data. Eigenvalues that are not close to zero 

are taken to create a transformation matrix W, which 

will later be used to transform the n × d-dimensional 

sample data set into an n × k-dimensional matrix, where 

k does not exceed the number of features (d) nor the 

number of classes subtracted by one (c - 1). 

E. Data Splitting 

The sample data set is divided into training data and 

test data, with the proportion of test data being 20% of 

the initial set. 

F. Clustering 

The reduced data set is then grouped into clusters by 

the model, using agglomerative hierarchical clustering 

(AGNES) algorithm based on information from the 

training data. Because this model aims to group the test 

data into genera that have been presented previously, 

the number of clusters adjusts to the number of existing 

genera, which is 10 clusters. The distance metric used 

is Euclidean, and the relationship criterion used is 

single-linkage, where the shortest distance between two 

data points from two different clusters is taken as the 

distance between the two clusters. 

G. Evaluation 

Evaluation of the machine learning model is carried 
out using the silhouette index assessment method, in 
which each individual sample processed by the model 
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is assessed based on the sample’s proximity to its own 
cluster with the closest other cluster [14]. The final 
value of the silhouette index of the learning model is 
obtained by averaging values of the silhouette index for 
the entire data set. The range of values in this scoring 
method is [-1, 1], with -1 as the worst value and 1 as the 
best value. A value that tends to be negative indicates 
that the samples are grouped into the wrong clusters, 
whereas a value close to 0 (zero) indicates that the 
clusters tend to overlap with each other [14]. 

The process of evaluating the model’s performance 

in grouping sample data spans across a series of 

observational contexts on both training (80% sample 

size) and test (20% sample size) data sets. These 

contexts consist of the variations in total length of 

metagenome fragments (0.5 Kbp to 10 Kbp) and the 

polymer length (3-mer and 4-mer), as shown in Tables 

I and II below. 

TABLE I.  TRAINING DATA SILHOUETTE INDEXES 

Total fragment 

length 

k-mer 

k = 3 k = 4 

0.5 Kbp 0.6022 0.0162 

1 Kbp 0.6285 0.1318 

5 Kbp 0.7443 0.0403 

10 Kbp 0.8029 0.1634 

Average 0.6945 0.0879 

 

TABLE II.  TEST DATA SILHOUETTE INDEXES 

Total fragment 

length 

k-mer 

k = 3 k = 4 

0.5 Kbp 0.4397 0.1083 

1 Kbp 0.4678 0.0572 

5 Kbp 0.5444 0.2160 

10 Kbp 0.6356 0.3724 

Average 0.5219 0.1885 

 

From the four average values above, it is then 

known that the data grouping quality of the model in the 

3-mer context is better than that in the 4-mer context 

(0.6945 > 0.0879; 0.5219 > 0.1885). In the 3-mer 

context, the silhouette index value being closer to 1 

indicates that the data has been grouped fairly well and 

is quite separate between each data cluster. Meanwhile, 

in the 4-mer context, the silhouette index being closer 

to 0 indicates that after data is grouped by the model, 

there are many data clusters that overlap with each 

other, so that the separation between data clusters 

becomes unclear. 

V. CONCLUSION 

In this study, the metagenomic fragment data set 

was first preprocessed with LDA as the dimensionality 

reduction method and k-mers as the feature extraction 

method. The preprocessed data set was then grouped 

with agglomerative hierarchical clustering algorithm 

and the resulting clusters were evaluated with the 

silhouette index metric. 

The silhouette index values, a measure of the 

validity of data grouping by the model, ranged from 

0.6022 ~ 0.8029 for the training set and 0.4397 ~ 

0.6356 for the test set in the 3-mer context. In the 4-

mer context, the silhouette index values ranged from 

0.0162 ~ 0.1634 for the training set and 0.0572 ~ 

0.3724 for the test set. This means that in the 3-mer 

context, the resulting data have been clustered quite 

well and the clusters are quite separate between each 

other. However, in the 4-mer context, there are many 

clusters that overlap with each other, causing the 

silhouette index value to come close to zero. 

REFERENCES 

[1] Overbeek, M. V., Kusuma, W. A. and Buono, A. (2013) 
‘Clustering metagenome fragments using growing self 
organizing map’, 2013 International Conference on Advanced 
Computer Science and Information Systems, ICACSIS 2013, 
pp. 285–289. doi: 10.1109/ICACSIS.2013.6761590. 

[2] Simangunsong, V. F. R. (2015) ‘Klasifikasi Fragmen 
Metagenom Menggunakan Principal Component Analysis Dan 
K-Nearest Neighbor’, pp. 1–34. 

[3] Gregory, S. G. (2005) ‘Contig Assembly’, Encyclopedia of Life 
Sciences, pp. 1–4. doi: 10.1038/npg.els.0005365. 

[4] Scholz, M. et al. (2020) ‘Large scale genome reconstructions 
illuminate Wolbachia evolution’, Nature Communications, 
11(1). doi: 10.1038/s41467-020-19016-0. 

[5] Rosen, G. et al. (2008) ‘Metagenome Fragment Classification 
Using -Mer Frequency Profiles’, Advances in Bioinformatics, 
2008, pp. 1–12. doi: 10.1155/2008/205969. 

[6] Richter, D. C. et al. (2008) ‘MetaSim - A sequencing simulator 
for genomics and metagenomics’, PLoS ONE, 3(10). doi: 
10.1371/journal.pone.0003373. 

[7] Margulies, M. et al. (2005) ‘Genome sequencing in 
microfabricated high-density picolitre reactors’, Nature, 
437(7057), pp. 376–380. doi: 10.1038/nature03959. 

[8] Bishop, C. M. (2006) Pattern Recognition and Machine 
Learning, The Ecstatic and the Archaic: An Analytical 
Psychological Inquiry. Springer. 

[9] Yan, C. et al. (2020) ‘Self-Weighted Robust LDA for 
Multiclass Classification with Edge Classes’. Available at: 
http://arxiv.org/abs/2009.12362. 

[10] Liu, J. et al. (2020) ‘Capped norm linear discriminant analysis 
and its applications’, (1), pp. 1–11. Available at: 
http://arxiv.org/abs/2011.02147. 

[11] Raschka, S. and Mirjalili, V. (2019) Python Machine Learning. 
Third. Birmingham: Packt Publishing Ltd. 

[12] Kaufman, L. and Rousseeuw, P. J. (1990) Finding Groups in 
Data: An Introduction to Cluster Analysis. 99th edn. Hoboken: 
John Wiley & Sons, Inc. 

[13] SAS Institute Inc. (2009) SAS/STAT(R) 9.2 User’s Guide, 
Second Edition. 2nd edn. Edited by A. Jones and E. 
Huddleston. Cary, NC: SAS Institute Inc. 

[14] Pedregosa, F. et al. (2011) ‘Scikit-learn: Machine Learning in 
Python’, Journal of Machine Learning Research, 12, pp. 2825–
2830. Available at: http://scikit-learn.sourceforge.net. 
(Accessed: 3 June 2021). 



 

 

 

 

119 Ultimatics : Jurnal Teknik Informatika, Vol. 13, No. 2 | December 2021 

 

ISSN 2085-4552 

[15] What is DNA?: MedlinePlus Genetics (2021). Available at: 
https://medlineplus.gov/genetics/understanding/basics/dna/ 
(Accessed: 28 June 2021). 

[16] Tharwat, A. et al. (2017) ‘Linear discriminant analysis: A 
detailed tutorial’, AI Communications, 30(2), pp. 169–190. doi: 
10.3233/AIC-170729. 

 

                     

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Ultimatics : Jurnal Teknik Informatika, Vol. 13, No. 2 | December 2021 120 

 

ISSN 2085-4552 

Elastic Stack Ability Test Monitoring 

Slowloris Attack on Digital Ocean Server 

Is Mardianto1, Dedy Sugiarto2, Krisna Aditama Ashari3 

Informatics Engineering, Faculty of Industrial Technology, Universitas Trisakti, Jakarta, Indonesia 
1mardianto@trisakti.ac.id, 2dedy@trisakti.ac.id, 3krisna064001904003@std.trisakti.ac.id 

 

Accepted 31 July 2021 

Approved 12 September 2021 

 
Abstract— Servers have a central role in computer 

network. The server is in charge of serving user requests 

with various types of services. Every server activity in 

handling these things will generate different types of logs. 

Information from this large amount of logs is often 

ignored and has not been widely used as material for 

analyzing the performance of the server itself. In this 

study, Elastic Stack is functioned as a system that handles 

upstream to downstream processes starting from 

collection, transformation, and storage as well as 

graphical visualization of the Nginx web server given an 

attack scenario in the form of massive incoming 

connection requests and server login access attempts. The 

Elastic Stack components used as log collectors are 

Filebeat and Metricbeat for system metric data. For 

testing attacks using the Slowloris tool which will 

consume web server resources. The results of the 

research that have been carried out are when there are 

500 incoming connections, the web server can serve 

requests normally, at 1000 connections there are some 

packets that are not served, the server becomes unable to 

access when it reaches a total of 2000 incoming 

connections. Metric data in the form of CPU Usage and 

Memory Usage are affected, although not significantly. 

Identification of IP Address shows the source of the 

attack comes from Singapore, according to the domicile 

of the attacker's computer. All access data in the form of 

username, time, origin of region trying to enter the server 

are recorded by the system. 

Index Terms—availability; cloud computing; filebeat; 

log; metricbeat. 

I. INTRODUCTION 

Log is a file containing a list of events that occur on 

a computer system [1]. This log file is also owned on a 

server that runs various types of services on it. As a 

system administrator, log files on these servers can 

provide useful information in monitoring server 

performance. CPU performance, memory usage, disk, 

network I/O, as well as the ability to detect disturbances 

from inside and outside the system are some important 

indicators in the availabilty or sustainability of server 

performance in running its services. Thus, a centralized 

logging system is needed to be able to transmit existing 

system status data for later reporting that is easy to 

analyze [2]. Some of the capabilities that today's 

modern log management systems must have include: 

Aggregation, namely the ability to collect and transmit 

logs from various data sources. Processing to convert 

log messages into meaningful data. Data storage for a 

long time to allow monitoring, trend analysis, and 

security, as well as Analysis, which is to sort data by 

performing queries and making visualizations [3]. 

Elastic Stack or previously known as ELK Stack is 

a collection of open source software developed by 

Elastic which is useful for searching, analyzing, and 

visualizing logs generated from any source in any 

format [4].  

 

Fig. 1. Elastic Stack Components 

The main components of the Elastic Stack are 

divided into 4 parts as shown in Fig. 1, Elasticsearch is 

a place where log data is stored and indexed, Logstash 

functions to process various sources and types of data 

into more structured information, and Kibana which is 

designed as a visualization platform, providing a web-

based interface to search, view, and analyze data stored 

in Elasticsearch clusters [5]. 

Another important component is Beats. Beats is a 

platform that handles sending data from various sources 

[6]. Filebeat and Metricbeat are part of Beats. Filebeat 

is a data transmission platform that collects and 

transmits data from various sources and then forwards 

the data to the Elastic Stack [7]. Filebeat can be installed 

on almost any operating system, including as a Docker 

container, and it also comes with built-in modules for 

certain platforms (such as Apache, MySQL, Docker, 

MariaDB, Percona, Kafka, etc.). Metricbeat will 

periodically pass metric data from the operating system 

and service statistics running on the system to 

Elasticsearch or Logstash [8]. 

The use of Elastic Stack on the server is the right 

solution in log management because it is able to display 

information to administrators about statistics, trends, 

and anomalies that arise [9]. These are evidenced in 
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several previous studies regarding the use of the Elastic 

Stack, including research on monitoring the apache web 

server in handling user requests [1], generating graphs 

of web server performance against time, utilization and 

error, other studies also collect logs from campus 

network infrastructure from various devices [2], 

generates a collection of log data by category such as 

warnings, errors, information and notifications. In 

addition, Elastic Stack can also be used as a detection 

system and information collection related to attempts to 

access the server and delete log data by the client [10]. 

Related research to analyze the types of slow HTTP 

attacks and their impact on virtual machines using the 

DSTAT tool, the results obtained indicate an increase 

in server resource consumption such as CPU and 

memory usage [11]. The difference between this 

research and previous research is in the use of Digital 

Ocean's cloud computing servers, as well as 

measurement and analysis of server performance in 

running the Nginx service against Slowloris attacks 

using Elastic Stack. 

Nginx is an open-source web server software, 

created by Igor Sysoev and released to the public in 

October 2004. At its release, the makers assured the 

public that Nginx can solve web server performance 

problems in handling large numbers of active 

connections simultaneously. Nginx provides lower 

memory usage than other web servers, and also has the 

following features: reverse proxy, IPv6, load balancing, 

FastCGI support, web sockets, static file processing, 

TLS/SSL [12]. 

Slowloris is one such attack tool by opening a 

connection, then sending HTTP headers, adding them 

but never completing the request. Thousands of HTTP 

POST connections are made and HTTP headers are sent 

very slowly to force the target web server to keep the 

connection open. Slowloris will take all the resources 

of the target web server, thereby blocking requests from 

legitimate clients or clients who want to access the web 

server [13]. This attack belongs to the category of 

availability attacks where the server is not available 

when needed. 

How to measure the impact on the system, and 

Nginx service when experiencing a Slowloris attack 

and analyze the source early is the purpose of this study. 

Therefore, this study aims to use the Elastic Stack as a 

system that helps collect and process various system log 

data with examples of Slowloris attacks. 

II. METHOD 

The method used in this study consists of several 
stages as shown in Fig. 2. 

A. Preparation 

This stage is in the form of designing and preparing 

a cloud server that will function as a log server and web 

server. The infrastructure uses the services of a cloud 

computing service provider, namely DigitalOcean. The 

operating system used is Ubuntu version 20.04. The 

amount of cloud computing costs varies depending on 

the required server specifications, in this study using 

server specifications with details as shown in Table I. 

 

Fig. 2. Methodology 

TABLE I.  SERVER SPECIFICATIONS 

No Component Description 

1 Processor 2 CPU 

2 RAM 4 GB 

3 HDD 80 GB 

4 Transfer 4 TB 

5 Location Singapore 

After the process of selecting specifications and 

filling in data about the created server has been 

completed, the server is ready for use as shown in Fig. 

3 

 

Fig. 3. Server on DigitalOcean 

To perform an attack simulation, an additional PC 

is needed that functions to run Slowloris. The 2 

additional PCs use the infrastructure of Google Cloud 

Platform as shown in Table II.  

TABLE II.  ATTACKER SERVER 

No Name Zone External IP 
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1 krs1 asia-southeast1-a 35.240.175.118 

2 krs2 asia-southeast2-a 34.101.189.102 

B. Implementation 

 The second stage includes the implementation and 

configuration of the Elastic Stack packages, namely 

Beats, Logstash, Elasticsearch and Kibana as the 

system that will manage the logs. And the use of Nginx 

as a web server. 

1) Elastic Stack and Nginx 

Because the server uses a cloud system, interaction 

with the server is carried out remotely through the 

PuTTY application using the Public IP that has been 

provided by the cloud provider, as well as the password 

that was previously set when creating the server. To be 

able to use the Elastic Stack on the server, it requires 

the java package to be pre-installed by adding the 

repository from the Elastic Stack web 

(https://artifacts.elastic.co).  

The first package to create is Elasticsearch. 

Elasticsearch has the ability to index logs and can 

instantly search for specific records from billions of log 

records [14]. In Elasticsearch the configuration is done 

in the /etc/elasticsearch/elasticsearch.yml file, remove 

the hash mark or uncomment the network.host and 

http.port lines, set the ip on network.host to 0.0.0.0 and 

because it only runs on single server then add the line 

discovery.type: single-node. The next package needed 

is Logstash, Logstash acts as a data collector, 

forwarder, and processes log data into JSON format 

[15], so that the log data from filebeat can be processed 

later, it is necessary to create a configuration file. The 

logstash.conf file is stored in the /etc/logstash/conf.d/ 

folder. The logstash configuration file is saved under 

the name nginx.conf: 

nginx.conf 
Input: beats 
Output: index 

 
input { 
  beats { 
    port => 5044 
  } 
} 
output { 
  if [@metadata][pipeline] { 
    elasticsearch { 
      hosts => localhost 
      manage_template => false 
      index => "%{[@metadata][beat]}- 

     %{[@metadata][version]}- 
     %{+YYYY.MM.dd}" 

      pipeline => 
"%{[@metadata][pipeline]}"  

    } 
  } else { 
    elasticsearch { 
      hosts => localhost 
      manage_template => false 
      index => "%{[@metadata][beat]}- 
     %{[@metadata][version]}- 
    %{+YYYY.MM.dd}" 
    } 
  } 
} 

 

 

In the configuration file, Logstash processes log 

input from Beats and produces an output in the form of 

an index per day based on the type of log data provided 

by Beats to be saved to Elasticsearch. To run the 

configuration use sudo /usr/share/logstash/bin/logstash 

-f /etc/logstash/conf.d/nginx.conf. 

The last Elastic Stack package is Kibana. Kibana is 

an open-source tool for visualizing Elasticsearch data. 

Present users with various types of visual dashboards, 

such as bar charts, pie charts, time charts, histograms, 

heat maps, map visualizations, etc [16]. The 

configuration file that has been changed is 

/etc/kibana/kibana.yml by removing the hash mark / 

uncomment on the server.port: 5601 and server.host: 

0.0.0.0 lines. After all packages are installed and 

configured, the service is run with the command sudo 

service service-name start. The service-name is 

changed according to the package name (elasticsearch / 

logstash / kibana), because the web server uses Nginx, 

use the default configuration for the service. 

2) Beats 

To be able to get log data it is necessary to install 

Beats. Beats is an agent for single-purpose data 

shippers. It sends various types of data (such as metrics, 

files, and networks) to Logstash [17]. To get the log 

collection functions of Nginx and the system running, 

add the system and nginx modules with the command 

sudo filebeat modules enable nginx system. Next run 

the command filebeat setup --pipelines --modules 

nginx,system. This module features an embedded 

fileset such as a source directory of logs to be collected, 

an ingest node pipeline for parsing data as well as 

providing a sample Kibana dashboard for graphical 

visualization of several frequently processed log 

formats. In the process of parsing the data through the 

ingest node of the Elasticsearch pipeline, 

transformations are made from the log lines such as 

180.248.120.169 - - [03/Jul/2021:01:45:56 +0000] 

"GET /krisna HTTP/1.1" 404 197 " -" "Mozilla/5.0 

(Windows NT 10.0; Win64; x64) AppleWebKit/537.36 

(KHTML, like Gecko) Chrome/91.0.4472.101 

Safari/537.36" into a more structured form of data in 

JSON format. 

In this ingest pipeline there is also a process of 

enriching information from the logs obtained with the 

help of the processor inside. Examples of processors 

used are GeoIP and User agent, where GeoIP provides 

detailed information regarding the country of origin, 

city and coordinates of the location of the incoming 

request, while the User agent will provide information 

related to the browser and operating system used by the 

user. Log the JSON form with additional information 

such as the following: 

JSON Format Log 
 
"nginx": { 
      "access": { 
        "remote_ip_list": [ 
          "180.248.228.125" 

https://artifacts.elastic.co/
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        ] 
      } 
    }, 
    "log": { 
      "file": { 
        "path": "/var/log/nginx/access.log" 
      }, 
      "offset": 563087 
    }, 
    "source": { 
      "geo": { 
        "continent_name": "Asia", 
        "region_iso_code": "ID-KI", 
        "city_name": "Balikpapan", 
        "country_iso_code": "ID", 
        "region_name": "East Kalimantan", 
        "location": { 
          "lon": 116.8428, 
          "lat": -1.2551 
        } 
      }, 
      "as": { 
        "number": 7713, 
        "organization": { 
          "name": "PT Telekomunikasi  

Indonesia" 
        } 

      } 
 
 

In the /etc/filebeat/filebeat.yml file, uncomment the 

output.logstash and hosts: [“localhost:5044”] lines so 

that the logs obtained will be forwarded to Logstash for 

further processing. 

To install the metricbeat package, use sudo apt-get 

install metricbeat. By default, metricbeat will collect 

system data such as CPU performance, memory usage, 

network traffic and other data on the system module. 

Finally, load all the configurations that have been made 

earlier with the command filebeat setup and metricbeat 

setup. 

 

Fig. 4. Slowloris Attack Scheme 

C. Testing 

This testing phase includes testing the web server's 
ability to handle the maximum request load and can 
track the origin of the attack and record server login 
access attempts from outside parties. In the experiment, 
2 PC servers were prepared as a source of attack that 
were installed using a cloud computing system, an 
illustration as shown in Fig. 4.  

The test aims to obtain data on the impact of attacks 

recorded on the Elastic Stack, when several attack 

scenarios are carried out on the server as shown in Table 

III.  

TABLE III.  ATTACK SIMULATION 

Scenario Number of 

PCs 

Attack (/PC) Duration 

1 1 500 Connection 20 Minutes 

2 2 500 Connection 20 Minutes 

3 2 1000 Connection 20 Minutes 

In launching an attack on the web server, the 

Slowloris application was used which was obtained 

from the GitHub link, at the address 

https://github.com/gkbrk/slowloris.git, the attacker PC 

uses Git and clones the Slowloris file from the GitHub 

address above using the command git clone 

https://github.com/gkbrk/slowloris.git 

To run Slowloris the command used is python3 

slowloris.py <<Domain / IP Target>> -p 80 -s 

<<Number of Connections>> --sleeptime <<Attack 

lag time>> 

D. Analysis 

The last stage is viewing the logs that have been 

processed into graphic form, to access the Kibana 

service on the browser by opening the address 

http://IP-Public:5601. Various types of visualizations 

have been provided by the Beats modules, this 

certainly makes it easier to analyze server performance 

and identify problems. 

III. RESULT AND DISCUSSION 

A. Attack Impact Testing 

In the testing scenario 1 as shown in Fig. 5, the web 
server is loaded with request traffic of 500 connections 
originating from 1 PC using Slowloris for 20 minutes.  

 

Fig. 5. Slowloris attack 500 connections from 1 PC 

https://github.com/gkbrk/slowloris.git
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Fig. 6. Web Server Log Results in Scenario 1 

Fig. 6 is the Nginx status chart in Kibana, show that 

the service is running normally where all 500 incoming 

connections can be served with a stable drop rate 

indicator at 0.  

 

Fig. 7. CPU Usage and Memory Usage in Scenario 1 

The results of the log observations as show on Fig. 

7, CPU Usage indicator recorded during the attack was 

26.226% and Memory Usage 86.325%. From the data 

obtained, it shows that the web server resource is still 

sufficient to serve all incoming requests. This is 

because the number of incoming attacks is still below 

the limits of the CPU and memory capabilities in 

handling incoming processes, so the attacks are not yet 

at the stage of disrupting the running of the computer 

system. 

In testing scenario 2 as shown in Fig. 8, the web 

server is loaded with request traffic of 500 connections 

originating from 2 PCs using Slowloris with the same 

duration of 20 minutes.  

 

Fig. 8. Slowloris attack 500 connections from 2 PCs 

 

Fig. 9. Web Server Log Results in Scenario 2 

The results of observations as shown in Fig. 9 show 

that there were several times the server failed to handle 

requests, with various drop rate indicators (100, 400, 

700). 

In the information shown in Fig. 10, CPU Usage and 

Memory Usage has increased compared to the first 

attack scenario to 31,861% and 87,241%. In this attack 

scenario with a total of 1000 incoming connections, the 

web server is still able to serve requests even though it 

terminates incoming connections several times due to 

resource limitations. 

 

Fig. 10.  CPU Usage and Memory Usage in Scenario 2 

 In testing scenario 3 as shown in Fig. 11, the web 

server is loaded with request traffic of 1000 connections 

originating from 2 PCs using Slowloris with a duration 

of 20 minutes. In total there are 2000 connections that 

make concurrent requests to the web server. 

 

Fig. 11.  Slowloris attack with 1000 connections from 2 PCs 
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Fig. 12.  Web Server Log Results in Scenario 3 

 

Fig. 13.  Inaccessible Web page 

From the observations shown in Fig. 12, it can be 

seen that the web server has difficulty handling the 

many incoming requests collectively so that the service 

does not run well, the log graph indicator is not 

recorded normally and the web page display is not 

available as shown in Fig. 13 

In the last attack scenario, although the total attack 

was 2 times larger than the previous one, CPU Usage 

and Memory Usage did not increase significantly, at 

29.462% and 88.445% as shown in Fig. 14, this is due 

to the web server service that is not running to handles 

the number of other incoming connections. So that there 

is no visible increase in the number of cpu and memory 

usage even though the system is experiencing 

problems, where web pages cannot be accessed.  

 

Fig. 14.  CPU Usage and Memory Usage in Scenario 3 

Based on Table IV, the web server test shows that 

the web service is still running and accessed normally 

when the number of incoming requests is 500 

connections, when the number of requests given 

reaches 1000 connections most of the connection 

requests are still able to be served even though there 

are several times the request fails to be handled, due to 

limited resources. In testing with a total of 2000 

requests, then the web server was unable to serve its 

services, resulting in the web page not functioning at 

all. This means that the Nginx web server resource by 

default is only able to handle requests for no more than 

1000 simultaneous incoming connections, in the 

experimental conditions on the server specifications 

that are made as in Table I. In general Nginx as a web 

server is better able to cope with types of attacks such 

as Slowloris, but further configuration is needed to be 

able to serve more connections to the server. 

TABLE IV.  ATTACK IMPACT 

Scenario Total Impact of Web Server 

1 500 Connection Service running normally 

2 1000 Connection Several times the service 
stopped 

3 2000 Connection Service stopped running 

B. Attack Origin Testing 

The second test aims to see the log data of the 

detected attack origin, in the form of the country of 

origin of the attack and attempts to access server logins 

from outside parties. The [Filebeat Nginx] section of 

the Elastic Common Schema (ECS) Overview, is 

capable of displaying a source map and details of the 

origin of the attack. From the resulting display as 

shown in Fig. 15, it was identified that the attack that 

was launched came from the Singapore area, this is in 

accordance with the experimental scenario where the 

attacker's PC used were from that region. 

 

Fig. 15.  Map of the origin of attack 

Testing of login attempts to the server were carried 

out by entering a username and password at random to 

see if the Elastic Stack can record these attempt, 

statistical results can be seen in the [Filebeat System] 

section of ECS SSH login attempts. From the graphic 

shown in Fig. 16, there are a lot of attacks from outside 

parties trying to enter the system, whose IP addresses 

were detected from various countries. It can be seen 

that the largest number of attacks came from China 
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territory. This proves earlier allegations that many of 

the attacks originated in that region. 

 

Fig. 16.  Map of access for server logins 

Several login attempts were recorded every time 

with various random user combinations, as the sample 

shown in Table V, these records are always updated on 

the [Filebeat System] SSH login attempts ECS. 

TABLE V.  SSH LOGIN ATTEMPTS 

Time user.name source.ip 

Apr 24, 2021@ 10:14:07.000 admin 161.97.183.201 

Apr 24, 2021@ 10:14:10.000 camera 103.150.136.128 

Apr 24, 2021@ 10:14:15.000 bertrand 42.51.9.162 

Apr 24, 2021@ 10:14:16.000 user1 14.02.74.99 

Apr 24, 2021@ 10:14:18.000 bertrand 42.51.9.162 

IV. CONCLUSION 

The results obtained are the process of measuring 

and analyzing server capabilities is made easier by 

using Elastic Stack in log management, with statistics 

and visuals generated. Based on the test results, a 

server with specifications of 2 CPUs and 4GB of 

memory is able to handle requests of 500 to 1000 

connections, but the service will have difficulty until it 

stops running when the total incoming requests reaches 

2000 connections. The experimental results show that 

the CPU Usage obtained when the attack was carried 

out with scenarios of 500 and 1000 connections was 

26% and 31%, respectively. However, when the attack 

is carried out with a scenario of 2000 connections, the 

web server service is unable to serve requests and the 

CPU Usage is 29%. As for Memory Usage, every 

increase in connection requests results in an increase in 

memory consumption from 86% to 88%. Another 

result is that the source of the attack is identified 

according to the domicile of the attacker's simulated 

PC, namely Singapore. In addition, there is also a list 

of login access, both internal and external, using 

random users and passwords to enter the server system. 

The addition of the login authentication feature on the 

Elastic Stack and the use of Nginx as a web server is 

highly recommended to minimize the impact of the 

Slowloris attack. 
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Abstract— Nowadays, technology is indispensable 

to solve problems. Technology can facilitate 

communication without thinking about distance, 

space, and time. Currently, the advancement of 

technology is useful for most people in carrying 

out their activities, especially in the field of 

education. Islamic Centre High School Tangerang 

is one of the schools that require information 

systems to manage data as it still uses the manual 

method. 

This research was specifically conducted to assist t 

Islamic Centre High School Tangerang in building 

a system for managing school data, so that it can 

provide recommendations to students to decide on 

a study program to a higher level of education, as 

well as to help parents monitoring their children 

activities. The methodology used in this study is 

qualitative methods, RAD methodology and the 

Prototyping method. Meanwhile, the method of 

recommending study programs for students used 

the Analytical Hierarchy Process method, that is 

by comparing the value of criteria consisting of 

accreditation, majors, grades, and comparison of 

alternative values consisting of study programs 

and universities. The system was tested using black 

box testing method. The result of this study is a 

web-based academic information systems with 

recommendation feature. The system can display a 

ranking of student study program 

recommendations based on a comparison of 

criteria and alternative values using the Analytical 

Hierarchy Process Method. 

Index Terms— Recommendation, Academic 

Information System, Analytical Hierarchy Process 

(AHP), prototyping 

I. INTRODUCTION 

Technology can be used as a tool to solve a 

problem or as a communication tool [1]. The use of 

technology provides convenience, such as processing 

data, sharing information and doing business. Most of 

the technology has been widely used in the fields of 

business, entertainment, industry, communication, and 

education. When technology has not developed as it is 

today, all activities are done manually, in so doing 

activities become slow and thus require a lot of time. 

Education is one of the fields that require technology. 

Current technological advancements in education field 

are expected to assist educators in providing 

convenience in managing data [2][3]. Therefore, with 

the development of current technology, it is very 

helpful for most humans in carrying out their 

activities, especially in the field of education which 

requires an accurate information system to minimize 

errors [4], hence information systems are needed [5]. 

Information systems used in the field of education 

are called academic information systems. Academic 

information system is software used to present 

information and organize administration related to 

academic activities [6]. The services provided are as 

follows: management of student data, schedules, 

grades, and report cards. An educational institution is a 

place where the teaching and learning process takes 

place, including education in the family, school, and 

community. In the current era of globalization, 

educational institutions will be able to apply 

information technology to support academic activities 

such as data processing and presenting academic 

information quickly and accurately, but there are still 

some schools that use manual methods in presenting 

information [7][8].  

This is mainly due to the lack of qualified teachers 

in the IT field. Based on the Central Statistics Agency 

which has conducted a survey in 4,014 schools spread 

across 34 provinces, there are results that the use and 

utilization of information and communication 

technology for the proportion of teachers who have 

qualifications in the IT field at the high school level 
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and the equivalent is 14.43% [9]. One of the 

educational institutions that still uses manual methods 

in managing their data is Islamic Center High School 

Tangerang. Currently, they still use manual methods in 

carrying out academic activities such as taking 

attendance using paper, using grade books to store 

student grades, calculating them manually by asking 

each category weight to the respective subject teacher, 

calculating it and then entering it into the report card. 

Based on interviewed with headmaster, there are 

frequent errors in the calculation of grades and there 

are some students who complain because of the 

incorrect spelling of names on the report card because 

of manual tasking. So, an academic information 

system is purposefully created to assist SMA Islamic 

Center Tangerang in processing academic data 

properly. 

The result can help SMA Islamic Center 

Tangerang to managing student and teacher data, 

viewing class schedules, viewing grades, downloading 

test cards, and printing student report cards. The 

required academic information system using 

Analytical Hierarchy Process (AHP) method can also 

help students in class X and XI to get recommendation 

for the study program they are interested in or want 

when they go to a higher level of education. AHP 

method used for this research because this method can 

give teacher privilege to manage category weight 

based on their preference for personalization 

recommendation study program result. 

II. METHOD 

The system development methodology used for the 

Academic Information System is the Rapid 

Application Development (RAD) using prototyping 

method. RAD is a development method a system in a 

relatively short time. Advantages obtained with using 

the RAD methodology is faster, more accurate, and 

more cost-effective inexpensive [10]. The Prototyping 

method is a system model that help development is 

done quickly and easily. The Prototyping method 

provides how to develop a more effective and efficient 

system through discussion, exploration, 

experimentation, and improvement over and over 

again [10]. The recommendation system for this 

webiste is using Analytical Hierarchy Process (AHP). 

The AHP was first developed and introduced in 1970 

by Thomas L. Saaty, a Professor of Mathematics from 

the University of Pittsburgh [11]. AHP is one of the 

methods of Multi-Criteria Decision Making (MCDM). 

AHP is a measurement theory used to derive ratio 

scales from discrete and continuous pairwise 

comparisons [1] [11][12].  

The AHP method is carried out by forming a 

problem structure and then compiling a hierarchical 

structure of the problem starting from the goal, then 

the criterion variable, then followed by alternative 

variables. The AHP method is widely used to 

prioritize options with many criteria, but its 

application has been widely used as an alternative 

model of cost benefits, forecasting and others [13]. In 

the field of education, the AHP method can help in 

making decisions about choosing a study program 

[14]. 

In solving problems with the AHP method, there 

are several basic principles, namely, decomposition 

(principles of compiling a hierarchy), comparative 

judgment, synthesis of priority, logical consistency 

[15][16][17]. The first step in determining the priority 

of elements in a decision problem is to make pairwise 

comparisons. The AHP method uses pairwise 

comparison between one factor and other factor to 

produce factor weights and between one alternative to 

another alternative for evaluation factor. The factor 

uses pairwise comparison matrix as with 1-9 scale [1]. 

The elements are compared in pairs against a specified 

criterion. Table 1 pairwise comparison presented in the 

form of a matrix.  

TABLE I. IS THE SCALE USED TO FILL IN THE PAIRWISE 

COMPARISON MATRIX 

Level Of 

Importance 
Definition 

1 Equality Important  

3 Moderately More Important 

5 Slightly More Important 

7 Very Strongly More Important 

9 Extremely More Important 

2, 4, 6, 8 
Neutral value between slightly more important 
and more important 

The pairwise comparison matrix can be normalized 

with the following steps [18]: 

1. Add up the values of each column of the pairwise 

comparison matrix:∑ 𝑎𝑖𝑗
𝑛
𝑖=1  for 𝑖, 𝑗 = 1,2, … , 𝑛 

2. Divide the value 𝑎𝑖𝑗  in each column by the sum of 

the values in the column: 𝑎𝑖𝑗 =
𝑎𝑖𝑗

∑ 𝑎𝑖𝑗
𝑛
𝑖=1

 for 𝑖, 𝑗 =

1,2, … , 𝑛. 

3. Add up all the values of each row of the 

normalized matrix and divide by the elements of 

each row. The result of the division shows the 

priority value for each element. 

Inconsistency often occurs in pairwise comparison 

assessments. The consistency of the paired assessment 

was evaluated by calculating the Consistency Ratio 

(CR). When determining if CR = 0.1 then the results 

of the assessment are said to be consistent. The 

formulation to calculate the Consistency Ratio is as 

follows: 

𝐶𝑅 =  
𝐶𝐼

𝑅𝐼
  (1) 

Description: 

𝐶𝐼 = Consistency Index 
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𝑅𝐼 = Random Consistency Index 

 

The formula for calculating CI is as follows: 

𝐶𝐼 =  
(𝜆𝑚𝑎𝑥− 𝑛)

𝑛−1
 (2) 

Description: 

𝜆𝑚𝑎𝑥  = the maximum value of the eigenvalues of 

order n. 

The maximum eigen value is obtained by adding 

up the result  of the comparison matrix 

multiplication with the main eigenvector (priority 

vector) and dividing it by the number of elements. The 

CI value will be meaningless if there is no reference to 

state whether the CI shows a consistent or inconsistent 

matrix.  

 
Fig. 1.Random Index (RI) value obtained by Saaty. 

Any scalar multiple kv of the eigenvector v that 

includes 𝜆is also an eigenvector because: 

𝐴(𝑘𝑣) =  𝑘(𝐴𝑣) = 𝑘(𝜆𝑣) =  𝜆(𝑘𝑣)  (3) 

To achieve the eigenvalues of the matrix A of size 

𝑛 × 𝑛. then it can be written in the following 

equation: 

𝐴𝑣 =  𝜆𝑣  (4) 

Or equivalently: 

(𝜆𝐼 − 𝐴)𝑣 =  0  (5) 

For 𝜆 to be an eigenvalue, there must be a non-zero 

solution of the above equation. However, the above 

equation will have a non-zero solution if and only if: 

𝑑𝑒𝑡(𝜆𝐼 − 𝐴)𝑣 =  0  (6) 

The above equation is called the characteristic 

equation A, the scalar that satisfies the above equation 

is the eigenvalue of A. It is known that the value of the 

ratio of element 𝐴𝑖 to element 𝐴𝑗 is 𝑎𝑖𝑗 , so 

theoretically the matrix has the opposite positive 

characteristic, namely 𝑎𝑖𝑗 = 
1

𝑎𝑖𝑗
. The weight sought is 

expressed in vector 𝑤 = (𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛). The 

value of 𝑤𝑛 represents the weight of criterion 𝐴𝑛 

against the entire set of criteria in the sub-system. If 

𝑎𝑖𝑗  represents the degree of importance of factor i to 

factor j and 𝑎𝑖𝑘 represents the degree of importance of 

factor j to factor k then for the decision to be 

consistent, the importance of factor i to factor k must 

be equal to 𝑎𝑖𝑗  ∙  𝑎𝑗𝑘or if 𝑎𝑖𝑗  ∙  𝑎𝑗𝑘 = 𝑎𝑖𝑘 for all i, j ,k. 

For a matrix consistent with vector w, then the element 

aij can be written: 

𝑎𝑖𝑗 = 
𝑤𝑖

𝑤𝑗
;  ∀𝑖, 𝑗 = 1,2,3, … , 𝑛  (7) 

So, the consistency matrix is as follows: 

𝑎𝑖𝑗  ∙   𝑎𝑗𝑘 = 
𝑤𝑖

𝑤𝑗
 ∙  

𝑤𝑗

𝑤𝑘
 =  

𝑤𝑖

𝑤𝑘
= 𝑎𝑖𝑘  (8) 

As described above, the pairwise comparison 

matrix can be broken down into: 

𝑎𝑖𝑗 = 
𝑤𝑖

𝑤𝑗
= 

1

𝑤𝑗/𝑤𝑖
 =  

1

𝑎𝑗𝑖
  (9) 

From the above equation, we get: 

𝑎𝑖𝑗  ∙   
𝑤𝑗

𝑤𝑖
=  1    (10) 

From the above equation, it can be seen that the 

consistent pairwise comparison matrix is: 

∑  𝑎𝑖𝑗  ∙   𝑎𝑖𝑗  ∙   
1

𝑤𝑖𝑗
= 𝑛; 𝑛

𝑖.𝑗=1 ∀𝑖, 𝑗 = 1,2,3, … , 𝑛  (11) 

∑  𝑎𝑖𝑗  ∙   𝑎𝑖𝑗 = 𝑛𝑤𝑖𝑗 ; 
𝑛
𝑖.𝑗=1 ∀𝑖, 𝑗 = 1,2,3, … , 𝑛      (12) 

The above equation is equivalent to the form of a 

matrix equation: 

𝐴 ∙  𝑤 = 𝑛 ∙  𝑤  (13) 

In matrix theory, the above formulation explains 

that w is the eigenvector of matrix A with the Eigen 

values of n. Note that n is the dimension of the matrix 

itself. In the form of a matrix equation, it can be 

written as follows: 

[
 
 
 
 
 
𝑤1

𝑤1

𝑤1

𝑤2
𝑤2

𝑤1

⋮
𝑤𝑛

𝑤1

𝑤2

𝑤2

⋮
𝑤𝑛

𝑤2

⋯
𝑤1

𝑤𝑛

⋯
⋱
⋯

𝑤2

𝑤𝑛

⋮
𝑤𝑛

𝑤𝑛]
 
 
 
 
 

  (14) 

But in reality, it cannot be guaranteed that: 

𝑎𝑖𝑗 = 
𝑎𝑖𝑘

𝑎𝑗𝑘
   (15) 

One of the causes of this happening,, is the human 

element (decision maker) because it is not always 

consistent and absolute in expressing preferences for 

the elements being compared. In other words, the 

assessment given to each element of the problem at a 

hierarchical level may be inconsistent.  

III. RESULT AND DISCUSSION  

The following are the steps in calculating AHP: 
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A.  Create a recommendation hierarchy 

The first step in calculating AHP is to create a 

hierarchy consisting of three levels, the first level of 

objectives, the second level of assessment criteria and 

the third level of alternative choices and assessments. 

The factor that determines the results of the 

recommendations is by determining the weights on the 

criteria and alternatives. The weight of the assessment 

is carried out first to create a pairwise comparison 

matrix that describes the effect of each criterion on the 

alternatives. Figure 2 is a hierarchy of 

recommendations for the “Information Academic 

Islamic Center High School” system. 

 

Fig.  2. Recommendation Hierarchy 

The data in Figure 2 is the data entered by the user. 

Users can add their own criteria and alternatives. The 

criteria in Figure 2 were added based on the Ministry 

of Education and Culture's assessment for SNMPTN. 

B. Do pairwise comparisons 

After creating the hierarchy, the next step is to 

perform pairwise comparisons based on the Saaty 

scale to get the weight of the criteria. Table 2 is a 

pairwise comparison to get the weight of the criteria. 

TABLE II. COMPARISON TABLE OF PAIRED CRITERIA 

 Grade Accreditation Major 

MAJORS 1 1/2 3 

ACCREDITATION 2 1 4 

GRADE 1/3 1/4 1 

C. Performing the calculation of the weight of the 

criteria 

After performing pairwise comparisons, the next 

step is to calculate the weight of the criteria (priority 

vector). Figure 3 is the calculation of the weight of the 

criteria. The criterion matrix is obtained after doing a 

weight comparison, after that normalization of each 

matrix, according to the formula contained in the 

previously described equation. The results of the 

normalization of the matrix will be added every row, if 

you get the results, then the columns will be summed. 

The result of the sum will be calculated with the result 

of the column sum to get the average matrix. 

 

Fig.  3 Calculation of Criteria Weight 

D. Check Consistency Ratio (CR) 

The next step is to check the Consistency Ratio 

(CR) of the criterion paired comparison matrix. If CR 

> 0.1, the pairwise comparison must be repeated until 

CR <= 0.1. Before calculating the CR value, it must be 

calculated to get the Consistency Index (CI) value. 

The CI formula can be found in the previously 

described equation. Figure 4 is a calculation to get the 

CI value. 

 

Fig.  4. Calculation of CI 

After getting the CI value contained in Figure 4, 

you can directly perform calculations to get the CR 

value. Figure 5 is a calculation to get the results of the 

CR value.  

 

Fig.  5. Calculation of CR 

Based on the calculation results obtained in Figure 

5 the results of CR = 0.05, which means CR <= 0.1, so 

it is consistent. The IR value is obtained based on 

Figure 1 which corresponds to the order of the matrix. 

Figure 6 is a new hierarchical arrangement added with 

the weights of each criterion. 

 

Fig.  6. Hierarchy Added with Weighted Criteria Calculation 

E. Calculation of alternative weights 

The next step is to perform calculations for 

alternative weights. Each alternative performs 

calculations based on existing criteria. Based on the 

hierarchy in Figure 7, the weight calculations that 

must be carried out are alternatives for majors’ 

criteria, alternatives for value criteria, and alternatives 

for accreditation criteria. Figure 8 is the result of 

calculating alternative weights based on criteria. 
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Fig.  7. Alternative Calculations 

Figure 9 is a new hierarchical arrangement added 

with criterion weights and alternative weights whose 

values are obtained from the results of calculations in 

Figure 8. 

 

Fig.  8. Hierarchy with Calculated Weights 

F. Calculating alternative ranking 

The final step is to calculate the ranking of 

alternatives. The alternative ranking results are 

obtained by adding up the multiplication of each 

alternative weight with the weight of the 

corresponding criteria. Figure 9 is a calculation to get 

the ranking results. 

 
Fig.  9. Alternative Rank Calculations 

From Figure 9 it can be concluded that from the 

calculation of the criteria weights and the alternative 

weights the ranking results are as follows: 

1. MIPA – UI with a result of 0,80. 

2. Teknik – UI with a result of 0,50. 

3. Sipil – UI with a result of 0,06. 

4. Elektro – UI with a result of 0,4 

This Academic Information System and 

Recommendations website is build using Indonesian 

Language can be accessed by 5 actors: admin, teacher, 

homeroom teacher, student, and parent. This website 

provides menus for manage report cards, manage self-

development scores, manage grades, manage 

attendance, access recommendations, manage 

recommendations, change passwords, manage exam 

schedules, download test cards, manage user data, 

manage grade criteria, register users, manage 

schedules, manage subjects, manage the school year, 

manage classes, manage school payment information, 

view schedules, view report cards, access student 

grades, and access attendance. Each actor has a 

different menu access in this website. Figure 10 until 

Figure 15 shows a snapshot of some of the academic 

information system interfaces and recommendations 

that have been made. Figure 10 shows the system view 

for dashboard. 

 

Fig.  10. Dashboard Page 

Figure 11 shows the system view for comparison 

criteria value for recommendations. 

 

Fig.  11. Comparison Criteria Recommendations Page 

Figure 12 shows the system view 

forrecommendation. 
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Fig.  12. Recommendations Page 

Figure 13 shows the system view for report.  

 

Fig.  13. Report Page 

Figure 14 shows the system view for self-

development scores. 

 

Fig.  14. Self-Development Scores Page 

Figure 15 shows the system view for scheduling 

 
Fig.  15. Scheduling Page 

This website uses Blackbox testing method for 

system functional testing. This website has 

successfully passed the testing phase on each menu. 

Table 3 shows an example of Blackbox testing for the 

criteria comparison page for major recommendations. 

TABLE III. BLACKBOX TESTING CRITERIA COMPARISON PAGE 

       STEP  Test Action Expected 

Results 

Status 

1 Admin 

chooses to 

create 

comparison 

System 

displays the 

comparison 

form 

Pass 

2 Admin do 

comparison 

with 

determine 

past weight, 

then 

click result 

System 

displays 

result of 

comparison 

and save it to 

database 

Pass 

IV. CONCLUSION 

The result of this study is an academic information 

system for SMA Islamic Center. The conclusions 

obtained are based on the result of system and 

Blackbox testing for the user: 

•  The "Information Academic SMA Islamic Center" 

system has been successfully designed and 

developed using the website which can be accessed 

by homeroom teachers, teachers, homeroom 

students, students, and admins with different views 

according to their respective roles. 

•  The system can also display the grades of each 

student in the middle of the semester, so that each 

student can improve their learning for grade 
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promotion. The system for viewing report card data 

can also be printed in PDF form, making it easier 

for students and homeroom teachers when 

distributing report cards or when they need a 

hardcopy of report cards. 

•  The student data view system can also help each 

student if there is an incorrect personal data, but 

not all data can be changed by students, only some 

data can be changed by themselves. The system 

also helps students to view the student's class 

schedule, and the system can also print the 

student's class schedule. 

•  Home on the system can help parents/guardians of 

students in monitoring their children in the field of 

education. Parents/guardians also get access to see 

each student's grades. 

• Recommendations for majors can be combined 

with other recommendation methods such as linear 

regression 
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Abstract— Testing a software is an important stage of a 

series of software development. Functional testing of each 

feature on the Angkasa Website is intended to try out the 

function to match the required specifications. To achieve 

a functional test result, there are elements of features on 

the web page that require keywords. These keywords are 

used to perform actions or actions in running a web page, 

these keywords will help in making Test Cases for the 

testing process. Because it takes the right keywords to test 

on the web. To overcome this problem, this study 

analyzes the use of the Keyword Driven Testing approach 

for making Test Cases through the Katalon Studio tools. 

Keyword Driven Testing is one of the concepts in 

ISO/IEC/IEEE 29119, namely Keyword Driven Testing 

in The Test Design Process. The results of the analysis 

show that making Test Cases with Keyword Driven 

testing is easier to understand and is fully supported by 

the Katalon Studio tools. However, when creating test 

cases, not all keywords can be added automatically, so 

they need to be added manually. The automated testing 

successfully applied 10 keywords to test 26 features on the 

Angkasa Website with PASSED results for all of its 

features, but in the manual testing there is 1 bug found 

on Personal Information page. The difference result is 

because of Katalon Studio only checks whether the photo 

appears or not, but doesn’t check whether the photo is 

corrupted or not. 

Index Terms— Automated Testing; Katalon Studio; 

Keyword Driven Testing; Test Cases; Website. 

I. INTRODUCTION 

Software testing is one of the most important stages 

in the manufacture and development of a software, this 

test is carried out to determine the quality and feasibility 

of the software being developed. Ensure that the 

software being developed meets the requirements and 

is free from bugs and errors [1]. Software Testing is 

very important because it serves to ensure the quality of 

a software [2]. 

Software Testing is the last stage that must be 

passed in software development, Software quality can 

only be known through the testing phase, through 

technological advances throughout the world, there 

have been many improvements in terms of techniques 

and methods used to test a software [3]. An important 

aspect of the testing phase is to make sure the output is 

correct or not [4]. 

Website is a software that is widely used for 

organizational needs as a place to find and share 

information, a website has become a very powerful 

communication tool and its success depends on its 

accessibility, SEO (Search Engine Optimization) and 

its usability [5]. But not a few websites have problems 

with some of their features so that the website can't be 

used fully. 

Based on this explanation, all software that is being 

developed must pass the testing stage before being 

released and used by users so that the software can run 

properly and not have problems that can confuse and 

disappoint users. 

There are many approaches that can be used in 

automated software testing, either using a programming 

language or using a tool that can simplify the testing 

process. One approach that can be used is Keyword-

Driven Testing in The Test Process which is a concept 

from ISO/IEC/IEEE 29119. This concept aims to 

support the conversion of keyword-based test cases into 

various types of test scripts that can be automatically 

executed by tools used [6]. 

There are many methods that can be used in 

automated testing of software, one of which is using 

Behavior Driven Development (BDD), which is a 

method that describes what activities need to be carried 

out in software testing and has the advantage of 

displaying information so that it can be easily 

understood by members. Project team and business 

team [7]. But if there are changes to the website that is 

being tested, it will take a long time to change back the 

tests that have been done previously, in contrast to 

testing using Keyword Driven Testing. In Keyword-

Driven Testing, all the keywords used for testing a 
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website can be easily added, removed and modified so 

that if there are changes to the website, the test does not 

need to be done from scratch [8]. By using Keyword-

Driven Testing, the tests created can be easier to 

maintain and allow for easy understanding so that all 

team members can work together to carry out the test 

[9]. Therefore, this paper aims to analyze the 

implementation of Keyword-Driven Testing to make 

test cases for testing the Angkasa Website, because the 

Angkasa website has many features that must go 

through a testing phase to ensure whether these features 

are in accordance with the requirements or not, for 

example, such as the payment feature which involves 

money, because if this feature is not tested it will harm 

many parties. 

In addition, similar research explains that Keyword 

Driven Testing saves a lot of manual testing by 

automating the website testing process for various test 

cases and also every keyword that has been used can be 

reused to test different websites [8]. In research on the 

evolution of Keyword Driven Testing shows that 

Keyword Driven Testing has a complex design with 

several levels of abstraction and a design that supports 

reuse, more than 60% of keywords used have the 

potential to reduce changes required during evolution 

by up to 70% [9]. 

In this paper, the researcher will use Katalon Studio 

to test the Angkasa Website because it is very suitable 

for beginners who are not used to testing software, 

Katalon Studio is also easier to use than other tools 

because in Katalon Studio the testers do not need to 

write scripts manually, everything is automatic so 

testing will not take a long time. Katalon Studio 

provides various features and has detailed, easy-to-read 

reports that can be presented in various formats such as 

HTML, CSV and PDF and can be shared with team 

members at any time [1]. Katalon studio has features 

that make it easy to use Keyword-Driven Testing, 

namely the Record and Playback features. The Record 

and Playback feature is very easy to use for testing a 

software and also speeds up processing time, so this 

feature was chosen for testing on the Angkasa Website. 

The purpose of this research is to find out what 

keywords will be used for the Keyword Driven Testing 

method which will then be tested for all the features on 

the website, whether all these features are ready to use 

or need to be repaired, all of this can be done through 

automatic testing using Keyword Driven Testing with 

keywords that have been obtained using Katalon Studio 

Tools. 

II. RELATED WORK 

A. Literature Review 

On research [7]-[9] describes the implementation of 
BDD (Behavior Driven Development) which is 
integrated with automation testing tools in software 
development using Katalon Studio Tools. The method 

used is Keyword Driven Testing which uses keywords 
to perform a software test, because Keyword Driven 
Testing is very easy to add and update and does not 
require much time in the testing process. 

Automated testing of software that requires less 
time and less cost than manual testing is a testing 
technique using a code to perform machine-driven 
testing [10]. In Automation Testing, all software testing 
activities are carried out automatically starting from 
development, verification, and testing using Automated 
Testing Tools [11]. Katalon studio is one of the tools 
that is often used to implement the Keyword Driven 
Testing method, because Katalon Studio has a feature 
that makes it easy to find keywords to use [1]. 

Based on the literature review that has been 
explained, this research will analyze the result of testing 
implementation using Keyword Driven Testing to make 
test cases which is part of BDD using Katalon Studio 
on Angkasa Website. 

B. Keyword Driven Testing 

Keyword Driven Testing has undergone a change 

which was originally in the form of Scripted Test 

Automation into a test table with various keywords in it 

which serves to perform testing on a software. 

Keyword Driven Testing is an increasingly popular 

testing method or approach because it involves the 

creation of reusable, modular test components. In 

Keyword Driven Testing, the system testing 

functionality is packaged in a table and it contains step-

by-step instructions for each test [6]. 

ISO (the International Organization for 

standardization) and IEC (the International 

Electrotechnical Commission) have established a 

special system for standardization in the world, in 

addition the bodies that are members of ISO or IEC also 

participate in the development of international 

standards. [12]. 

ISO/IEC/IEEE 29119 aims to define a set of 

internationally agreed standards for software testing 

that can be used by any organization performing 

software testing [12]. ISO/IEC/IEEE 29119-5 will 

explain the main concepts of Keyword Driven Testing. 

In Keyword Driven Testing, testing can be carried 

out more easily and can also be easily corrected if there 

are changes to the software being tested, Keyword 

Driven Testing can also allow experts from different 

fields and backgrounds to work together in different 

places [9]. To automate testing, each keyword needs to 

be implemented in the software [13]. 

• Keyword Rank 

In Keyword Driven Testing, the keywords used 
consist of 2 levels, described as follows [13]: 

1. Low Level, at this level the keys are 

associated with a collection of one or more 

actions that explain what steps must be 
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taken in the testing process. Example: click, 

set text, select, and others. 

2. High Level, at this level keywords require a 

set of input parameters, which are also 

included in the structure. Keywords and 

parameters form a high-level description of 

the actions associated with the test case. 

Example: Open browser, login, and others. 

• Layers in Keyword Driven Testing 

There are 3 layers in Keyword Driven Testing, 
explained as follows [13]: 

1. Domain Layers 

The keywords in Domain Layers 

correspond to a domain-related business or 

activity and reflect the terminology used by 

domain experts. Keywords developed at 

Domain Layers are generally not 

implementation dependent. 

2. Test Interface Layers 

The keywords in Test Interface Layers refer 

to the type of interface used in a particular 

test. The actions required to address the test 

items can usually be easily identified. 

3. Multiple Layers 

Multiple Layers serves as a container that 

combines several existing Layers namely 

Domain and Interface Layers, Multiple 

layers can help manage hierarchical 

keywords. 

• Keyword Type 

There are 2 types of keywords in Keyword 

Driven Testing. Described as follows: 

1. Simple Keywords 

The simple keyword is a keyword that is 

often used in Test Interface Layers, such as 

MenuSelect and PressButton. 

2. Compound Keywords 

Combined keywords are a set of keywords 

or a keyword that is composed of other 

keywords, combined keywords can be 

arranged in different layers. 

• Keyword Identification 

Keyword Driven Testing requires the 
identification and definition of keywords. There 
are several sources that can be used to identify 
and define keywords, including the following 
[13]: 

1. Exploration Test 

In exploratory testing, the examiner 

observes which steps are performed. The 

new keyword is defined by providing a 

meaningful name, if the sequence of steps 

can be used with different data, the 

keyword will take the appropriate 

parameters for that data [13]. 

2. Business Expert 

Keywords can be determined by 

conducting interviews with business 

experts, this question can be “What should 

be done to verify the application?” or “what 

needs to be tested?”. The answers given by 

the experts will be used to identify 

keywords by finding terms that may appear 

frequently [13]. 

3. Interface Test 

Keywords can be specified through the test 

interface, but because interface elements 

are limited and usually small, a number of 

keywords can be defined for these interface 

elements. This approach will define low-

level keywords in the Test Interface Layers 

[13]. 

4. Documented test procedures and test cases 

The available test procedures and test cases 

can also be used as material for determining 

keywords. If two or more of the keywords 

found refer to the same activity, those 

keywords will only be replaced with the 

one keyword that best describes the activity 

[13]. Here are the conditions for keywords 

[13]: 

a. Keywords must contain a verb. 

b. Keywords must use the imperative 

form. 

c. Keywords should provide a description 

of a series of related actions. 

d. The keyword description should be 

clear. 

e. Keywords must be defined in such a 

way that they can be understood by 

stakeholders who will use them when 

designing tests. 

f. Each keyword must be unique in its 

meaning within a framework. 

• Implementation of Keyword Driven Testing 

This section discusses several concepts that 
contribute to the successful implementation of 
Keyword Driven Testing, there are six concepts 
discussed in this section, namely [13]: 

1. Identifying keywords. 

2.  Composing test cases 
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3. Keywords and data driven testing. 

4. Modularity and refactoring. 

5. Keyword driven testing in the test design. 

6. Converting non-keyword driven cases into 

keyword driven testing. 

C. Katalon Studio 

Katalon studio is an automation testing tool 

developed by Katalon LLC released in January 2015 

launched on Microsoft Windows, macOS, and Linux. 

[10]. Katalon studio is built on the Selenium 

Framework's open-source test automation, Appium 

using an IDE interface, built specifically for testing 

web-based, API, mobile, and desktop applications. [7]. 

Katalon Studio has a comprehensive set of features 

to implement [14], supports testing using keywords or 

Keyword Driven Testing which allows users who do 

not have experience in application testing to do it easily. 

III. METHODOLOGY 

This study applies the concept of Keyword Driven 

Testing, namely Keyword-Driven Testing in The Test 

Design as a reference for conducting automated testing 

on the Angkasa Website. The steps taken are data 

collection, automatic testing, analysis, and conclusions, 

as shown in Figure 1. 

 

Fig. 1. Research Methods 

A. Test Design and Implement Process 

The following are some parts of the test design and 

implementation process used in the research shown in 

Figure 1. 

• Identify Feature 

Identify feature on the Angkasa Website which 

will later be tested based on previously created 

documents. In this step, the examiner will note 

what features are on the Angkasa Website and 

will pass the testing stage. 

• Identify Element 

A collection of special restrictions that contain 

functionality such as transaction features, 

functions, or structural elements that exist on the 

Angkasa Website. In this step, the examiner will 

record what elements are on the Angkasa 

Website to be processed in the testing phase. 

• Identify Test Requirement 

Describe the test requirements at least once. 

What actually qualifies to be a covered 

requirement depends on each team's 

interpretation. In this step, the examiner will 

record what are the conditions for the test to be 

said to be successful or not. 

Based on the three steps above, automatic testing 

will then be carried out using the Katalon Studio tools, 

namely the creation of a Test Case with a Keyword 

Driven Testing approach, derive Test Suite, test 

procedures, and program execution. The following are 

the steps carried out in the research. 

• Make Test Case 

Test Cases are generated automatically either 

from specifications or code [15]. The test case 

that will be made focuses on positive cases that 

are adjusted to the acceptance criteria 

documents from the Angkasa Website. The Test 

Case is made by determining the keywords to be 

used in accordance with the Keyword Driven 

Testing approach, these keywords are 

determined based on the user story listed in the 

Software Requirements Specification. The 

following is an example of keywords obtained 

from 3 features on the Angkasa Website, the 

keywords can be seen in table I. 

TABLE I.  IDENTIFICATION OF KEYWORDS 

Feature 
Expected 

Behavior 
Keywords 

Login 

Can press the 

login button to 

enter the login 

page. 

Click 

Can fill in the 

username. 
Set text 

Can fill in the 

password. 

Set 

encrypted 

Can login by 

pressing the 

login button. 

Click 

Payments 

Can choose the 

package to be 

paid for 

Click 

Can see the 

given payment 

code. 

Verify 

Element 

Present 
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Can choose an 

available bank. 
Click 

Can see 

payment status 

Verify Text 

Present 

Edit 

Profile 

Can press the 

edit profile 

button 

Click 

Can delete 

profile data field 
Clear Text 

Can fill in 

profile data 

fields 

Set Text 

Can press save 

profile button 
Click 

Can see 

notification that 

profile was 

successfully 

updated 

Verify 

Element 

Present 

 

Keywords are obtained from every condition 

that must be met from the features provided. The 

steps taken to fulfill these conditions have their 

respective keywords that must be carried out so 

that these steps can be carried out. 

Test Cases are made on the Katalon Studio tools 

using the record and playback features. Record 

functions to record every action or keyword 

performed when using the website, while 

playback functions to play back every action 

that has been carried out through the record 

feature. The following is an example of a Test 

Case using the record and playback feature with 

the Keyword Driven Testing approach at 

Katalon Studio shown in Figure 2. 

 

Fig. 2. Katalon Studio Test Case 

• Test Suites Grouping 

Test Suite is a grouping of tests based on Test 

Cases that have been created [16]. In Katalon 

studio, each Test Case can be grouped by page 

function or all Test Cases on the same page, so 

that each Test Case that has been made does not 

need to be executed one by one and does not 

require a long time. this grouping is called Test 

Suite as shown in Figure 3. 

 

Fig. 3. Katalon Studio Test Suite 

• Make Test Procedures 

Specifies the order of execution of the entire test 

set. Test Procedures in this test are based on the 

user journey. In this test, they are grouped into 

three parts, namely for Angkasa Home Page, 

Dashboard, and Personal Information. This is 

adjusted to the page category provided by the 

website which is currently in the testing phase. 

• Run Execution 

Test Cases and Test Suites that have been created 

and sorted according to the Test Procedure will be 

executed using Katalon Studio. All Test Cases will be 

executed after being grouped into Test Suites to get a 

report from each Test Case created. 

IV. RESULT AND DISCUSSION 

After doing research using Keyword Driven 

Testing, the results and test analysis are as follows: 

• Test Result 

Based on the tests that have been carried out on 

the Angkasa Website, it was found that 10 

keywords were obtained from Software 

Requirements Specification and obtained when 

testing using Katalon Studio. In accordance with 

the provisions of the ISO/IEC/IEEE 29119 

document, keywords are divided into 2 levels, 

namely high and low. There are 4 keywords that 

fall into the high category, namely Open 

Browser, Close Browser, Navigate to Url, and 

Upload File. As for the low category, there are 6 

keywords, namely Click, Set Text, Clear Text, 

Delay, Verify Element Present, and Verify Text 

Present. The keywords used can be seen in table 

II. 

TABLE II.  AUTOMATIC TEST RESULT 

Keywords Functions Level 

Open 

Browser 

Open the browser in 

use. 

High 
Close 

Browser 

Close the browser in 

use. 

Navigate 

to Url 

Open the website 

address to be tested. 
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Upload 

File 

Upload and save 

photos on the 

website. 

Click Press a button or link. 

Low 

Set Text 
Fill in the field with 

text. 

Clear Text Delete text in a field. 

Delay 
Set the delay time 

while testing. 

Verify 

Element 

Present 

Ensures elements 

appear on the page as 

they should. 

Verify 

Text 

Present 

Make sure the text 

appears on the page 

as it should. 

 

Test Cases are made using the Record and 

Playback feature provided by Katalon Studio, 

this feature can make it easier for testers to test 

the Angkasa Website and automatically add 

keywords to the test document. But not all 

keywords can be added automatically, namely 

Upload, Verify Element Present and Verify Text 

Present. Upload is used to upload a file to the 

website, Verify Element Present serves to 

ensure an element such as images, text and 

others appear on a certain page as a sign that the 

test is successful and as it should be, while 

Verify Text Present is to ensure the text that 

appears on a particular page. These three 

features cannot be added automatically because 

Record and Playback only record what the user 

clicks or fills on the web page being tested, so if 

the command is not a click or fill in a field, it 

must be edited manually when the test is 

complete. 

Tests are divided into 2 categories, namely 

successful and failed. The test is said to be 

successful if the input is correct and the results 

issued are also appropriate and the system 

declares the test successful. The test is said to 

have failed if firstly, the input is correct but the 

resulting output does not match, and secondly if 

the input is correct but the output of the system 

fails. The results of the tests that have been 

carried out on the Angkasa Website can be seen 

in table III. 

TABLE III.  AUTOMATIC TEST RESULT 

Test Suites 
Number of 

Test Case 

Status 

Passed Failed 

Angkasa 

Home Page 
9 9 0 

Angkasa 

Dashboard 
11 11 0 

Personal 

Information 
3 3 0 

 

The results of automatic testing using Katalon 

Studio show that all Test Suites are Passed and 

none are Failed, but different from the manual 

testing that has been done previously which had 

1 failed from 3 Test Case on Test Suites on the 

Personal Information page. The results of 

manual testing can be seen in table IV. 

TABLE IV.  MANUAL TEST RESULT 

Test Suites 
Number of 

Test Case 

Status 

Passed Failed 

Angkasa 

Home Page 
9 9 0 

Angkasa 

Dashboard 
11 11 0 

Personal 

Information 
3 2 1 

 

• Test Analysis 

In the test results, it is explained that there are 

some keywords that cannot be added 

automatically through the Record and Playback 

feature at the time of making the Test Case. This 

is because these keywords are used to ensure 

that an element appears on the page being tested, 

so keywords must be entered manually by 

selecting from a list of keywords provided by 

Katalon Studio. 

By using the Keyword Driven Testing approach 

for making Test Cases on the Angkasa Website, 

all the tested features have the status passed and 

no features failed or failed. In this test there is a 

problem found by the researcher, namely the 

number of changes to the structure of the 

Angkasa Website, for example, such as id, name 

and also xpath so that when the researcher 

repeats the test on the same feature, the results 

will fail because there are changes to the website 

structure. 

Testing by implementing a concept that is part 

of ISO/IEC/IEEE 29119-2 namely Keyword 

Driven Testing in The Test Design Process at 

Katalon Studio is a very appropriate step. 

Because Katalon Studio is a tool that supports 

testing using Keyword Driven Testing, because 

Katalon Studio has provided a list of keywords 

that can be used in the testing process, katalon 

Studio also provides Test Suites to group Test 

Cases based on their respective Page Functions, 
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making the Test Case itself is divided into 3 

options, namely Record and Payback, manual 

testing and testing using scripts. The results of 

automated testing using Katalon Studio for the 

test suites home page can be seen in Figure 4.

 

Fig. 4. Automated Testing Result 

In the tests that have been carried out there are 
differences in results between automatic testing 
and manual testing. If an automatic test is 
carried out, all the results will get a PASSED 
status but if a manual test is carried out there is 
1 feature that has a FAILED status, this happens 
because the FAILED status feature does not 
manage to display an image that matches the 
image uploaded by the user so it says FAILED 
is in the test. But the feature is PASSED when 
automatic testing is performed, that's because 
the automatic test only checks whether the 
image appears or not, does not check whether 
the image is damaged or not. 

V. CONCLUSION 

Keyword Driven Testing is very helpful in the 
software testing process because it is easy to add, 
remove and update if there are changes to the content of 
the website being tested. The identification of keywords 
to be used can be determined by exploration, business 
expert interviews, interface tests, and documented test 
procedures and test cases. 

The keywords used in Keyword Driven Testing 

must comply with predetermined procedures, which 

must contain a verb, have an imperative form, provide 

a description and others. 

In testing a software, two tests must be carried out, 

namely manual testing and automatic testing, because 

the two tests have different results, so it can be 

concluded that the two tests cannot be separated. 

Although automatic testing is easier and faster, manual 

testing can be more thorough and have more accurate 

results. 

In this study, automated testing analysis with 

Keyword Driven Testing was carried out on the 

Angkasa Website which is a cloud-based website being 

developed by Telkom University, testing was carried 

out using the Katalon Studio tools that fully support 

Keyword Driven Testing. This study also uses the 

concept of ISO/IEC/IEEE 29119-2, namely Keyword 

Driven Testing in The Test Design Process. The 

conclusions obtained from this research are: 

• Automatic Testing successfully applied 10 

keywords that were used to test 26 features on 

the Angkasa Website with PASSED results for 

all of its features. 

• Manual Testing successfully applied 10 

keywords that were used to test 26 features on 

the Angkasa Website with PASS results for all 

25 features and FAILED for 1 feature. 

• Keyword Driven Testing in The Test Design 

Process has been successfully implemented on 

the Katalon Studio tools by using the Record 

and Payback features to make it easier to search, 

add, and use the required keywords. Katalon 

Studio provides a list of keywords that are ready 

to be used for the Record and Playback feature, 

manual testing or testing using scripts. 

• The keywords that Katalon Studio can't read 

automatically are because they don't give any 

action but only as a marker if an element is 

successfully displayed and indicates a 

successful test. 

Execution between Test Cases requires a time lag to 

avoid arbitrary results. 
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