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FOREWORD 

 

ULTIMA Greetings!  

Ultimatics : Jurnal Teknik Informatika is the Journal of the Informatics Study Program at Universitas 

Multimedia Nusantara which presents scientific research articles in the fields of Computer Science and 

Informatics, as well as the latest theoretical and practical issues, including Analysis and Design of 

Algorithm, Software Engineering, System and Network Security, Ubiquitous and Mobile Computing, 

Artificial Intelligence and Machine Learning, Algorithm Theory, World Wide Web, Cryptography, as 

well as other topics in the field of Informatics. Ultimatics: Jurnal Teknik Informatika is published 

regularly twice a year (June and December) and is published by the Faculty of Engineering and 

Informatics at Universitas Multimedia Nusantara. 

In this December 2024 edition, Ultimatics enters the 2nd Edition of Volume 16. In this edition there 

are ten scientific papers from researchers, academics and practitioners in the fields of Computer 

Science and Informatics. Some of the topics raised in this journal are: Application Fuzzy AHP-

TOPSİS Hybrid Method in Facility Location Selection for Software Systems, Fuzzy TOPSIS 

Implementation for The Determination of Priority Scale in Improving Service Quality, Data Mining 

Motorbike Sales Classification Using a Combination of K-Means and Naïve Bayes Algorithms, 

Application of Deep Learning Techniques for Enhancing Arabic Vocabulary Acquisition in Students 

at Mts Darun-Najah, Sentiment Analysis in E-Commerce: Beauty Product Reviews, Prostate Cancer 

Screening for Specific Races Using Bioinformatics and Artificial Intelligence on Genomic Data, 

Improved SVM for Website Phishing Detection Through Recursive Feature Elimination, 

Implementation of Deep Learning Model for Identification of Skin Diseases by Utilizing 

Convolutional Neural Network, Comparison Of Multilinear Regression and Adaboost Regression 

Algorithms in Predicting Corrosion Inhibition Efficiency Using Pyridazine Compounds, 

Implementation of Gamification Method and Fisher-Yates Shuffle Algorithm for Design and 

Development Django Learning Application, Leveraging Content-Based Filtering for Personalized 

Game Recommendations: A Flutter-Based Mobile Application Development. 

On this occasion we would also like to invite the participation of our dear readers, researchers, 

academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific 

papers to: International Journal of New Media Technology (IJNMT), Ultimatics : Jurnal Teknik 

Informatics, Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of 

Computer Systems. Information regarding writing guidelines and templates, as well as other related 

information can be obtained through the email address ultimatics@umn.ac.id and the webpage of our 

Journal here. 

Finally, we would like to thank all contributors to this December 2024 Edition of Ultimatics. We hope 

that scientific articles from research in this journal can be useful and contribute to the development of 

research and science in Indonesia.  

 

December 2024,  

 

 

 

Fenina Adline Twince Tobing, S.Kom., M.Kom.  

Editor-in-Chief 

  

mailto:ultimatics@umn.ac.id
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Abstract— Facility location is an integral part of the 

strategic planning process of almost every organization. 

Selecting the right location for software systems facilities 

involves considering various factors to ensure optimal 

performance, reliability, and cost-effectiveness. For 

business success, and competitive advantage there are 

some critical factors that very highly affect facility 

location. They are proximity to customers, 

infrastructure, labor quality, total cost, suppliers, etc. 

The criteria for selecting a facility location may be 

vaguely defined or open to interpretation. External 

factors such as economic conditions, political stability, 

and environmental risks may introduce vagueness and 

unpredictability into facility location decisions. In this 

paper we apply fuzzy AHP-TOPSIS hybrid method for 

facility location in software systems. Fuzzy AHP 

(Analytic Hierarchy Process) and fuzzy TOPSIS 

(Technique for Order of Preference by Similarity to Ideal 

Solution) are both decision-making methods commonly 

used in facility location selection. Fuzzy AHP is 

particularly useful in situations where decision criteria 

are subjective and uncertain, providing a more robust 

framework for making well-informed decisions. Fuzzy 

TOPSIS is useful in complex decision-making where 

uncertainty and subjectivity play a significant role, 

offering a flexible and comprehensive approach to 

evaluating and ranking alternatives. In the first part of 

the facility location selection process, we use fuzzy AHP 

method for determining weights of criteria that are 

important in selection process. Then by using fuzzy 

TOPSIS we rank alternatives and select appropriate 

location for facility. Selection of the best location for 

software systems provided according to three attributes 

and three alternatives (A, B, C). Relative closeness of each 

alternative to the ideal solution represents that 

alternative C is the best alternative. 

Index Terms— Fuzzy numbers, facility location 

selection, software systems, ideal solution, fuzzy AHP-

TOPSIS. 

I. INTRODUCTION 

Facility location typically refers to the problem of 

selecting the location of facilities (for example, 

warehouses, factories, offices, production centers, 

stores) based on various criteria, such as minimizing 

transportation costs or maximizing customer service 

[1]. Facility location in the context of software systems 

often refers to the strategic placement of data centers, 

servers, or other infrastructure to optimize 

performance, reliability, and cost-effectiveness. Key 

considerations for facility location in software systems 

are proximity to users, redundancy and disaster 

recovery, cost optimization, regulatory compliance, 

network connectivity, scalability, security, 

environmental considerations etc. Placing facilities 

closer to many users can reduce latency and improve 

response times. This is particularly important for real-

time applications like online gaming or video 

streaming. Distributing facilities across different 

geographic locations helps ensure redundancy and 

disaster recovery. In the event of a natural disaster or 

network outage in one location, services can be quickly 

restored from another location. Considerations such as 

the cost of real estate, electricity, cooling, and labor 

vary by location. Choosing locations with lower 

operational costs can result in significant savings over 

time. Compliance with data protection regulations may 

require storing data in specific geographic regions. It's 

essential to choose locations that comply with relevant 

laws and regulations. Facilities should be in areas with 

robust network connectivity to ensure high-speed and 

reliable connections to the internet backbone and other 

networks. Choose locations that can accommodate 

future growth and scalability needs. This includes 

factors such as available space for expansion and 

access to skilled labor. Security considerations, 

including physical security and access controls, are 

crucial for protecting data and infrastructure. Facilities 

should be in areas with low crime rates and have 

appropriate security measures in place. Choosing 

locations with access to renewable energy sources or 

implementing energy-efficient technologies can help 

reduce environmental impact. Facility location 

decisions for software systems require careful 

consideration of technical, regulatory, financial, and 

environmental factors to ensure optimal performance, 

reliability, and compliance. Some attributes are so 

important in selection of location that they control all 
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decision process. These are capacity, successful labor 

climate, distances, accessibility, service, proximity to 

suppliers and resources. Capacity considerations are an 

important consideration in facility location decisions 

that directly impact operational efficiency and 

customer satisfaction. Successful labor climate plays a 

critical role in facility location decisions by influencing 

workforce availability, costs, stability, productivity, 

regulatory compliance, and community relations. 

Businesses that prioritize a favorable labor climate are 

better positioned to establish sustainable and 

successful operations in their chosen locations. Labor 

climate is a criterion of wages, training needs, regards 

to work, labor performance, and union strength.  

Proximity to customers or locating near customers is 

important when customers’ needs technical support, 

products are voluminous and shipping rates are high 

[2].  Proximity to suppliers and resources is a critical 

consideration in facility location decisions, impacting 

transportation costs, supply chain efficiency, quality 

control, collaboration, risk mitigation, and access to 

specialized skills. By strategically locating facilities 

close to suppliers and key resources, businesses can 

gain competitive advantages, improve operational 

performance, and enhance overall business resilience. 

These need permanent coordination and negotiation, 

which can become heavier as distance increases [3]. In 

selection process is especially important availability 

resources and minimal costs. Different facility location 

factors are determined in place choosing, including 

investment cost, availability of high-quality labors, 

shipping, infrastructure. and facility location thus 

obviously involves multiple criteria.  
Uncertainty is a significant factor in facility location 

decisions due to several reasons. Market dynamics, 
economic conditions, consumer preferences, and 
market demand can fluctuate, leading to uncertainty in 
forecasting future sales volumes and distribution 
patterns. This uncertainty makes it challenging to 
determine the optimal location for facilities to meet 
evolving market demands effectively. It offers a way to 
model and reason about uncertain or ambiguous 
situations by capturing the inherent fuzziness in human 
reasoning and natural language [4]. Changes in 
regulations, zoning laws, and government policies can 
impact facility location decisions. Uncertainty 
regarding future regulatory requirements or restrictions 
may influence the suitability of certain locations and 
affect long-term investment decisions. The conditional 
method of approaching facility location problems like 
cost volume analysis that is s a managerial accounting 
technique used to examine the relationship between 
costs, volume, and profit within a business, factor rating 
method that is a decision-making tool utilized in place 
choosing or facility location analysis, and center of 
gravity method that is a quantitative methodology used 
in facility location analysis to define the optimal place 
for a facility, such as a warehouse, distribution center, 
or manufacturing plant are generally less effective at 
combating imprecision or vagueness in linguistic 
judgments [5]. In real life, data for assessing the 

accessibility of object locations for various subjective 
factors and factor weights are represented in linguistic 
terms [6]. For effectively resolve the vagueness that 
often arises in accessible information and eliminate the 
essential vagueness of human thinking and preferences, 
fuzzy set theory has been employed to identify 
uncertain multi-attribute decision-making problems [7]. 
Thus, fuzzy AHP -TOPSIS hybrid method offered in 
this article for facility location selection problem in 
software system, where the ratings of various 
alternative locations under different subjective 
attributes and the weights of all attributes are introduced 
by fuzzy numbers [8]. The basis for decision-making is 
that the main decisions are made based on the results of 
AHP [9]. The decision-makers require to estimate 
alternatives always comprise vagueness. For modeling 
such vagueness in the facility location selection, fuzzy 
sets can be integrated with binary comparisons, for 
example using the AHP extension [10]. The fuzzy AHP 
technology permits a more precise specification of the 
decision-making process [11]. The fuzzy TOPSIS 
technology is a highly employed technique in decision-
making for prioritization alternatives [12].  

In this article, the fuzzy AHP-TOPSIS hybrid 

technique used for defining weights of importance of 

attributes, ranking alternatives, and determining best 

location for software system [13-15]. Basic goal in 

facility location for software systems is to create a 

strategic infrastructure footprint that optimizes 

performance, reliability, and cost-effectiveness while 

ensuring compliance with regulations and minimizing 

environmental impact. This article is structured as 

follows. Section 2 represents the main steps of the fuzzy 

AHP-TOPSIS hybrid technique that is employed in 

facility location problem. Section 3 offered hybrid 

methodology with fuzzy numbers for the facility 

location problem. Section 4 represents discussion and 

Section 5 presents conclusions of this research. 

II. THEORY 

Fuzzy AHP-TOPSIS methodology is one of the 
largely used techniuqes of  multi-attribute decision 
making and this hybrid decision-making method 
combines the Analytic Hierarchy Process methodology 
with the Technique for Order of Preference by 
Similarity to Ideal Solution method, while also 
incorporating fuzzy set theory. This method is 
especially useful when dealing with decision problems 
involving multiple criteria or attributes that are 
subjective, imprecise, or uncertain in nature. Basic 
functions of fuzzy AHP-TOPSIS hybrid methodology 
are hierarchy formation, fuzzy pairwise comparison, 
aggregation of weights,  fuzzy normalization, 
determining fuzzy similarity to ideal solution. 
Hierarchy formation is identifying the decision 
hierarchy, which consists of the main objective, 
attributes, and alternatives. Break down the main 
objective into multiple criteria and further decompose 
each criterion into sub-criteria if necessary. Fuzzy AHP 
use fuzzy pairwise comparison matrices to assess the 
comparative significancy or weights of attributes and 
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sub-attributes. Decision-makers assign linguistic terms 
such as "weak", "strong", "very strong", "extremly" or 
fuzzy numbers to express the pairwise comparisons 
between criteria based on their perceived importance or 
preference. Aggregation of weights function is 
aggregating the fuzzy pairwise comparison matrices to 
calculate the overall weights of attributes and sub-
attributes. Various aggregation methods, such as fuzzy 
geometric mean, fuzzy arithmetic mean, or fuzzy 
weighted average, can be used to compute the 
aggregated weights. Fuzzy normalization normalize the 
decision matrix for each criterion to convert linguistic 
assessments or fuzzy numbers into crisp values. Fuzzy 
normalization techniques, such as triangular or 
trapezoidal fuzzy numbers, can be employed to handle 
vagueness and imprecision in the data. Fuzzy TOPSIS 
technique determine fuzzy positive ideal solution and 
fuzzy negative ideal solution is determined [13]. Then, 
computed the fuzzy closeness coefficient or similarity 
score for each alternative relative to the fuzzy positive 
ideal solution and fuzzy negative ideal solution using 
fuzzy TOPSIS. Alternatives with higher similarity 
scores to the fuzzy positive ideal solution and lower 
similarity scores to the fuzzy negative ideal solution  are 
considered more preferable. Ranking and sensitivity 
analysis is  odering the alternatives on base of their 
fuzzy closeness coefficients to identify the most 
preferred alternative(s). Performance sensitivity 
analysis to assess the robustness of the rankings to 
changes in the criteria weights or input data and 
evaluate the stability of the decision. Fuzzy AHP-
TOPSIS provides a structured and systematic approach 
to decision-making in complex and uncertain 
environments, allowing decision-makers to incorporate 
subjective judgments, imprecise data, and uncertainty 
into the decision process. By integrating fuzzy set 
theory with AHP and TOPSIS, this method enables 
more comprehensive and nuanced decision analysis, 
leading to more informed and robust decisions. Some 
of the superiorities of this hybrid technique are 
determining weights of criterias by calculating 
consistency ratio, rationality, comprehensibility, well 
computational efficiency and the ability to measure the 
relative performance of each alternative in a simple 
mathematical form. 

The basic steps in multi-attribute decision-making 
technique fuzzy AHP-TOPSIS are the following:  

Step 1. Creating a fuzzy comparison matrix.  The scale 

of linguistic terms is determined. The scale used is the 

triangular fuzzy numbers scale from one to nine and 

determined by the membership function that 

represented in Table I 

TABLE I. SCALE OF INTEREST 

 
Scale of 
interest 

Linguistic                    
term 

Member            
function 

1 Equally important (1,1,1) 

3 Weakly important (1,3,5) 

5 Strongly more important (3,5,7) 

7 Very strongly important (5,7,9) 

9 Extremely important (7,9,9) 

 

Then, using the triangular fuzzy numbers to 
make pair-wise comparison matrix for the basic 
attribute and sub-attribute. The form of fuzzy 
pairwise comparison matrix represented in formula 
(1) [14]. 

                      

1

1

1

1

n

n

a

A

a

 
 

=
 
  

                      (1) 

 
Step 2. Determining fuzzy geometric mean. The 

fuzzy geometric mean calculated by using formula 
(2) [14]: 

               ( )
1

1 2
n

i i i inr a a a=       
 (2) 

  

where 
ina  is estimation of fuzzy comparison matrix 

from attributes i  to n . The outcome of the fuzzy 

geometric mean will be later to called local fuzzy 
number. 

Step 3. Determining the fuzzy weight for each 
attribute. Calculate the global fuzzy number for each 
evaluated attribute with formula (3). 

 

       ( ) ( )
1

1 1 2 , ,i n i i iw r r r r lw mw uw
−

=    =      (3)            

 
Step 4. Determining the best non fuzzy 

performance. The global fuzzy number transformed to 
crisp weight value using the sentry of area method to 
find the value of best non fuzzy performance (BNP) 
from the fuzzy weight in each attribute, determined 
using formula (4).  

Step 5. Normalization decision matrix provided by 
using formula (4) [14]. 

                            

2

1
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ij
m
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k

a
r

a
=

=



                           (4) 

 

Step 6. Formulated weighted normalized 
decision matrix by using equation (5) [14].  
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 
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          (5) 

Step 7. Determine fuzzy positive ideal solution  *A  

and fuzzy negative ideal solution A− . The positive ideal 
solution technique represents that each evaluated factor 
has a monotonically increasing or decreasing 
characteristic. For determination of the fuzzy positive 
ideal solution set used equation (6) [15]: 

 

            * max | , min | 'ij ijA v j J v j J=    

                         * * * *

1 2, , , nA v v v=                      (6) 
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Fuzzy negative ideal solutions set selects the smallest 

of the column values in the matrix. For determination 

of the fuzzy negative ideal solution set used equation 

(7) [15]: 

             min | , max | 'ij ijA v j J v j J− =    

                      1 2, , , nA v v v− − − −=                        (7) 

 
Step 8. Calculation positive ideal and negative ideal 

the seperation measures.  
Positive ideal separation measure is calculated by 

using formula (8). 

                                 ( )
2

* *

1

n

i ij j

j

S v v
=

= −                 (8) 

Negative ideal separation measure is calculated 
by using formula (9) [16].   

                           ( )
2

1

n

i ij j

j

S v v− −

=

= −                 (9) 

Step 9. Calculation the relative closeness to the 
positive ideal  solution [16]. 
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+
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Step 10. Ranking alternatives. 

III. METHOD 

Selecting the appropriate facility for software 
systems involves choosing the infrastructure or 
platform where the software will be developed, 
deployed, and maintained. There are different 
functions for facility selection process in the context of 
software systems [17]. 
- Defining requirements. Clearly defining the 
requirements and objectives of the software system. 
Consider factors such as scalability, performance, 
security, reliability, compliance, and integration needs. 
Determine any specific infrastructure or platform 
requirements based on the nature of the software and 
its intended use. 
- Evaluating hosting options. Assess different hosting 
options for the software system, such as on-premises, 
cloud, or hybrid solutions. Evaluate the advantages and 
disadvantages of each option in terms of cost, 
scalability, flexibility, reliability, security, and 
maintenance requirements. 
- Considering cloud providers. If opting for a cloud-
based solution, evaluate various cloud service 
providers based on factors such as pricing, services 
offered, performance, availability, security, 
compliance certifications, and geographical coverage. 
- Assessing infrastructure requirements. Determine the 
infrastructure requirements for the software system, 
including computing resources, networking, databases, 
development tools, and middleware. Consider whether 
specialized hardware or software components are 

needed to support specific functionalities or 
performance requirements. 
- Evaluating data storage and management. Assess 
requirements for data storage, management, and 
backup. Consider factors such as data volumes, access 
patterns, data consistency, latency, replication, disaster 
recovery, and compliance with data protection 
regulations. 
- Considering development environment. Evaluate 
options for the development environment, including 
programming languages, frameworks, extension tools, 
control systems, continuous integration/continuous 
deployment pipelines, and collaboration platforms. 
Choose tools and technologies that align with the skills 
and preferences of the development team and support 
efficient software development practices. 
- Assessing security and compliance. Ensure that the 
selected facility meets security and compliance 
requirements for the software system. Consider factors 
such as data encryption, access controls, identity 
management, audit logging, vulnerability 
management, and regulatory compliance. 
- Evaluating support and maintenance. Consider 
support and maintenance requirements for the software 
system, including monitoring, troubleshooting, patch 
management, upgrades, backups, and technical 
support. Evaluate the availability of support services 
from vendors or service providers and assess their 
responsiveness and expertise. 
- Cost analysis. Conduct a comprehensive cost analysis 
of different facility options, taking into account upfront 
costs, ongoing operational expenses, licensing fees, 
subscription costs, and potential cost savings or cost 
avoidance associated with each option. 
- Risk assessment. Identify and assess potential risks 
associated with each facility option, such as vendor 
lock-in, service outages, security breaches, data loss, 
regulatory non-compliance, and changes in business 
requirements or market conditions. Develop mitigation 
strategies to address identified risks. 
- Finalizing decision. Based on the evaluation criteria, 
prioritize the facility options and make a final decision 
on the most suitable facility for the software system. 
Document the rationale behind the decision and 
communicate it to stakeholders involved in the 
software development and deployment process. By 
following this systematic approach, organizations can 
make informed decisions when selecting facilities for 
software systems, ensuring that the chosen facility 
meets the requirements of the software system and 
supports its successful development, deployment, and 
maintenance. There may be a lack of comprehensive 
data or uncertainty surrounding key factors such as 
demand patterns, infrastructure availability, regulatory 
requirements, making it challenging to make well-
informed decisions. Stakeholders may have different 
preferences, priorities, and risk tolerances when it 
comes to facility location selection. Vague or 
conflicting preferences can lead to uncertainty and 
disagreement in decision-making. The business and 
technological landscape is constantly evolving, 
introducing uncertainty and vagueness into facility 
location decisions. Factors such as market trends, 



 

 

 

 

80 Ultimatics : Jurnal Teknik Informatika, Vol. 16, No. 2 | December 2024 

 

ISSN 2085-4552 

technological advancements, and regulatory changes 
can impact the suitability of a chosen location over 
time.  

Assume that a multi criteria decision making  
problem of facility location selection for software 

systems involves three criteria - 1 2 3, ,C C C , ( 1C - Labor 

climate, 2C - Proximity to customers, 3C -Proximity to 

suppliers and resources) and 3 alternatives - , ,A B C .  

For determining best location of software systems 
integrated fuzzy AHP-TOPSIS approach is used. 
Graphical structure of this methodology given in fig 1. 

 

 
 
Fig 1. Graphical structure of fuzzy AHP-TOPSIS 

hybrid methodology 
 
Step 1. Determining labor climate,  proximity to 

customers and  proximity to suppliers and resources as 
criteria for facility location selection [18]. Labor 
climate criteria in software systems refer to the 
conditions, environment, and factors that affect the 
morale, productivity, and satisfaction of software 
development teams. By considering and actively 
managing these labor climate criteria, organizations 
can create an environment that supports the well-being 
and productivity of their software development teams, 
ultimately leading to better outcomes for projects and 
the organization as a whole. These criteria play a 
crucial role in determining the overall success of 
software projects. Proximity to customers in software 
systems refers to the degree to which software 
development teams interact, understand, and 
collaborate with end-users or customers throughout the 
development process. This criterion is essential for 
building successful software products that meet the 
needs and expectations of customers effectively. By 
prioritizing proximity to customers in software 
systems, organizations can build products that are not 
only technically robust but also resonate with users, 
drive adoption, and ultimately contribute to the success 
of the business. Proximity to suppliers and resources in 
software systems refers to the accessibility and 

availability of necessary resources, tools, and external 
partners that support the software development 
process. By effectively managing proximity to 
suppliers and resources in software systems, 
organizations can enhance their agility, scalability, and 
competitiveness in delivering high-quality software 
solutions that meet customer needs and expectations. 

Step 2. Constructing the pairwise comparison 
matrix of criteria. For determining weights of criteria 
we use fuzzy triangle numbers. Using scale of interest 
that represented in Table I we construct pairwise 
comparison matrix that represented in Table II.  

 
TABLE II. PAİRWİSE COMPARİSON MATRİX OF 

CRİTERİA 

 
 

   

 
(1,1,1) (1,3,5) (1/7,1/5,1/3) 

 
(1/5,1/3,1) (1,1,1) (1/9,1/7,1/5) 

 
(3,5,7) (5,7,9) (1,1,1) 

 

Step 3. Determining weights of each criteria. The 

geometric mean of fuzzy comparison values of each 

attribute is determined by using formula (2). ir  - 

geometric mean of fuzzy comparison values of “Labor 

climate” criterion calculated as down. 

( ) ( ) ( )

 

1
1 1 1

3 3 3

1

1 1 1 11 1 ; 1 ; 1 5
7 3 5 3

0.53, 0.41,1.18

nn

i ij

j

r d

=

   
   = =       =
     

=

  

ir -geometric mean of fuzzy comparison values of 

“Proximity to customers” criterion calculated as down. 
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1r -geometric mean of fuzzy comparison values of      

“Proximity   to suppliers and resources” criterion is 

calculated as down. 

( ) ( ) ( )
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The geometric means of fuzzy comparison values for 

different attributes shown in Table III.  

In addition, the total values and the reverse values are 

also present.  

  
 TABLE III. THE GEOMETRIC MEANS OF FUZZY 

COMPARISON VALUES 

 
Criteria 

ir  

Labor climate 0.53 0.41 1.18 

1C 2C
3C

1C

2C

3C
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 Proximity to 
customers 

0.29 0.36 0.59 

Proximity to 

suppliers and 

resources 

2.44 3.23 3.92 

Total 3.26 4 5.69 

Reverse 
(power of -1) 

0.31 0.25 0.17 

Increasing Order 0.17 0.25 0.31 

 

The fuzzy weight of „Labor climate‟ criteria 1w  found 

by using of equation (3).  

 

( ) ( ) ( )

 

1 0.53 0.17 ; 0.41 0.25 ; 1.18 0.31

0.09,0.1,0.36

w =      = 

=

 

     

The fuzzy weight of „Proximity to customers‟  

criterion 2w   calculated as down. 

 

    
( ) ( ) ( )

 

2 0.29 0.17 ; 0.36 0.25 ; 0.59 0.31

0.05,0.09,0.18

w =      = 

=

 

    

 The fuzzy weight of „Proximity to suppliers and 

resources‟ criterion calculated as down. 

 

( ) ( ) ( )

 

3 2.44 0.17 ; 3.23 0.25 ; 3.92 0.31

0.41,0.8,0.9

w =      = 

=

 

   

 The weight of each criterion represented by fuzzy 

numbers, such as,  

 

                        1w = (0.09, 0.1, 0.36) 

                        2w = (0.04,0.09,0.2) 

                         3w = (0.41,0.8,0.9) 

 

A performance evaluation matrix, also known as 

performance assessment matrix, is an organized tool 

that used to estimate and evaluate the performance of 

individuals, teams, projects, or processes against 

predefined criteria or objectives. It provides a 

systematic framework for measuring performance, 

identifying strengths, drawbacks, and facilitating 

decision-making related to performance improvement, 

recognition, rewards, corrective actions. Performance 

rating decision matrix presented in Table IV.    

 
TABLE IV.  DECISION MATRIX OF PERFORMANCE 

RATING 

 
 

1C  2C  3C  

 
1w  2w  3w  

 0.09, 0.1, 0.36 0.04,0.09,0.2 0.41,0.8,0.9 

A  0.06, 0.2, 0.8 0.3, 0.8, 0.9 0.4, 0.65, 0.9 

B  0.21, 0.6, 0.9 0.15, 0.5, 0.75 0.05, 0.07, 0.09 

C  
0.23,0.5,0.8 0.15,0.25,0.65 0.65, 0.74, 0.85 

 

By implementing a performance evaluation matrix, 

organizations can effectively assess and manage 

performance, foster accountability, transparency, and 

drive continuous improvement and excellence across 

individuals, teams, and organizational units. 

For solution of this problem and selection better 

location for facility used TOPSIS steps [19]. 

Step 4. Constructing the weighted decision matrix 

(Table V). 

 
TABLE V. WEIGHTED DECISION MATRIX 

 
 

   
A  0.005, 0.02, 0.3    0.01, 0.07, 0.18 0.16, 0.52, 0.81 

B  0.02, 0.06, 0.32   0.006, 0.04, 0.15 0.02, 0.06, 0.08 

C  0.02, 0.05, 0.29   0.006, 0.02, 0.13 0.27, 0.6, 0.76 

 

Step 5. Calculating the fuzzy positive ideal solution 

and fuzzy negative-ideal solution:  
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, ,

, ,

A

A−

=

=

 

    

Determining separation measure for each alternative. 

For example, separation measure for first alternative 

can be determined as  
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Similarly, for other alternatives separation measures 

are determined. 
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Step 6. Determination of the final rank by defining 

relative closeness to the ideal solutions for each 

alternative: 

( )
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( )* 0.07,0.9,9.1C

C

C C

S
C

S S

−

 −
= =

+
 

 

Step 7. Selecting best alternative. Relative closeness 

of each alternative to the ideal solution represents that 

alternative C  is best alternative - C A B   

IV. RESULT 

Facility location for software systems in uncertain 

conditions involves determining optimal locations for 

data centers, servers, or other computing facilities 

considering potential uncertainties such as fluctuations 

in demand, network latency, power outages, and natural 

disasters. There are some basic strategies for addressing 

uncertainty in facility location for software systems. 

They are conducting a comprehensive risk analysis to 

identifying potential sources of uncertainty, including 

environmental factors, market dynamics, and technical 

issues, assessing the probability and potential impact of 

each risk to inform decision-making, designing 

facilities with flexibility in mind to adapt to changing 

conditions [20]. This could involve modular designs 

that allow for easy expansion or relocation of 

computing resources based on demand fluctuations or 

unexpected events. Implementing redundancy and 

backup mechanisms to mitigate the impact of failures 

or disruptions is important in facility location [21]. This 

may include duplicating critical infrastructure 

components across multiple locations to ensure 

continuous operation in the event of failures [22]. 

Game-theoretic models can be used to address 

uncertainties in competitive environments where the 

actions of other agents (e.g., competitors, regulators) 

are uncertain [23]. This approach helps in making 

strategic decisions regarding facility locations.  These 

methods, such as genetic algorithms and simulated 

annealing, are used to find near-optimal solutions for 

complex facility location problems under uncertainty. 

They are particularly useful when exact solutions are 

computationally infeasible [24]. Distributing 

computing facilities across geographically diverse 

locations for minimization the risk of localized 

disruptions such as natural calamity or regional 

infrastructure failures, considering factors such as 

proximity to target markets, regulatory requirements, 

and network connectivity when selecting locations also 

important issues in facility location of software 

systems. Implementation real-time monitoring systems 

to track key performance indicators and environmental 

conditions and using this data to dynamically adjust 

resource allocation, routing decisions, and failover 

strategies to optimize performance and resilience in 

uncertain conditions are significant of facility location 

for software systems in uncertainty conditions. Cloud 

services, leverage cloud computing services are offered 

built-in redundancy, scalability, and geographic 

diversity. Cloud providers typically operate data centers 

in multiple regions, providing inherent resilience to 

failures and disruptions. Foster collaboration and 

communication between stakeholders, including IT 

teams, facility managers, and business units, ensure 

alignment of goals and priorities in addressing 

uncertainty. Regularly review and update facility 

location strategies based on evolving risks and 

opportunities. By incorporating these strategies into 

facility location decisions, software systems can better 

withstand uncertainty and maintain optimal 

performance and reliability in dynamic environments. 

V. CONCLUSIONS 

The selection of a facility location is a multifaceted 

decision that affects various operational, financial, and 

strategic aspects of a business. A thorough analysis 

considering these practical implications can lead to a 

more informed and effective location decision, 

ultimately contributing to the business's success. The 

application of the fuzzy AHP-TOPSIS hybrid method 

in facility location selection for software systems is not 

only theoretically sound but also practically applicable. 

It provides decision-makers with a systematic and 

structured approach to evaluate and select the most 

suitable location based on their specific requirements 

and constraints. To make decision on facility location 

selection for software systems, the methodology of 

fuzzy AHP-TOPSİS with fuzzy numbers is applied in 

this paper to take high vagueness that appropriates to 

the considered problem. Selection of the best location 

for software systems provided according to three 

attributes and three alternatives- , ,A B C . The first 

attribute for selection is labor climate, the second 

attribute is proximity to customers, and third attribute 

is proximity to suppliers and resources. Results defined 

from the relative closeness to the positive ideal 

solutions used for ranking the preference order and 

determined that alternative C  is best alternative for 

facility location.  

In concluding the application of the Fuzzy Analytic 

Hierarchy Process (AHP) and Technique for Order of 

Preference by Similarity to Ideal Solution (TOPSIS) 

hybrid method in facility location selection for 

software systems, several key points can be 

highlighted. The hybrid method provides a robust 

framework for decision-making by incorporating both 

fuzzy AHP and TOPSIS. This integration allows for 

handling the inherent uncertainties and complexities 

involved in facility location selection for software 

systems. Facility location selection involves multiple 

criteria such as labor climate, proximity to customers, 

proximity to suppliers and resources proximity. The 

fuzzy AHP-TOPSIS hybrid method enables the 

consideration of these diverse criteria and their relative 

importance in decision-making. Fuzzy logic is 

effective in capturing the subjectivity and imprecision 

in expert judgments during pairwise comparisons of 

criteria and alternatives. This ensures a more accurate 

representation of decision-makers' preferences and 

enhances the reliability of the decision-making 
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process. Sensitivity analysis allows for assessing the 

robustness of the selected facility location against 

changes in criteria weights and alternative rankings. 

This helps decision-makers understand the stability of 

their decisions and identify potential risks associated 

with the chosen location. Validation of the selected 

facility location through simulation or real-world 

experimentation validates the effectiveness of the 

hybrid method. Moreover, the method can be adapted 

and customized to suit different contexts and decision-

making scenarios, making it a versatile tool for facility 

location selection in various industries. 

In summary, the Fuzzy AHP-TOPSIS hybrid 

method offers a comprehensive and effective approach 

to facility location selection for software systems, 

integrating fuzzy logic, AHP, and TOPSIS to address 

the complexities and uncertainties inherent in decision-

making processes. Its systematic framework, coupled 

with sensitivity analysis and validation, empowers 

decision-makers to make informed and reliable 

decisions regarding facility location selection 
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Abstract— Service quality plays a crucial role in 

economic development, particularly in the service 

industry, such as hotel services. Despite this, many hotels 

lack a systematic approach to help management identify 

areas that require improvement based on customer 

feedback. This research aims to develop a system that 

supports efforts to enhance service quality, utilizing the 

Fuzzy TOPSIS method. The study incorporates 150 data 

points obtained from questionnaires distributed to hotel 

service customers. The research involves two trials: 

service improvement priority and service eligibility. The 

results indicate an 84.45% accuracy level for service 

improvement priority testing, based on 120 out of 150 

data points. Additionally, the accuracy level for service 

eligibility testing is 85.34%, derived from 131 data points 

out of the total 150. The research findings highlight the 

cafeteria as a significant area requiring improvement in 

service quality, aligning with the insights of hospitality 

experts. These results can serve as a foundation for 

management to enhance service quality based on selected 

criteria and alternatives. 

Index Terms— service; industry; quality; fuzzy; 

TOPSIS. 

I. INTRODUCTION 

In the era of globalization, the main factor that 

makes a significant contribution to a country's 

economic progress is the hospitality and tourism sector, 

especially the lodging sector (hotels, hostels, 

apartments, etc.) [1] So, the competition between 

service providing companies to increase. This requires 

every company to have strategies and innovations to 

attract customer interest, one of which is by improving 

service quality. Service quality has an important role in 

economic development, including the service industry 

[2]. Strategies to improve service quality can attract 

customer interest in determining the hotel services they 

want to use. However, differences in customer interests 

make the facilities and quality of services offered not 

necessarily suitable for customers. Hotel businesses are 

required to always be sensitive to changing needs and 

attitudes from customers. In the service industry, 

especially lodging, customers must pay attention to 

customer needs and hotel efficiency in order to increase 

sales [3][4]. Several studies have been conducted on 

improving service quality and its impact on customer 

satisfaction, focusing on various subjects. For example, 

research have been conducted to explores the effect of 

hotel service quality on customer loyalty [5][6][7]. 

Based on several previous studies, one of the 

strategies in service quality control is to incorporate 

digitization in line with current advancements. So far, 

many hotel services have only provided the option for 

customers to submit complaints to the front office, 

which are then manually forwarded to the management. 

Meanwhile, the management of the hotel that we used 

as the object of research does not yet have its own 

system that can facilitate the identification of facilities 

and services requiring improvement based on customer 

complaints. In fact, reviews on Google regarding the 

hotel we researched show that several customers 

provided feedback. Examples include the front office 

service not being available 24 hours, the hotel not 

providing breakfast, and issues with the cafeteria only 

offering snacks rather than other food options. So far, 

there have been 280 Google reviews [8] revealing 

repeated customer complaints, yet the absence of any 

response from the hotel could lead to a further drop in 

its rating. Despite Google reviews being one of the 

benchmarks for customers seeking temporary 

accommodations, 1-star and 2-star ratings persist. 

Therefore, we propose to create a system that can 

accommodate customer complaints with the aim that 

management can improve hotel services. This 

ineffectiveness hampers the management of consumer 

complaints. Thus, the strategy for improving service 

quality is impeded. Consequently, there is a need for a 

digitalization-based system with a methodology that 

can assist management in identifying services and 

facilities requiring improvement based on customer 

complaints. Several previous studies have explored 

various decision-making methods developing thus far. 

For example, a utilizes the Fuzzy method combined 

with AHP to determine ranking criteria for analyzing 
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strategic service quality [2]. The study is conducted 

from the perspective of digital transformation in the 

hospitality industry. Another research study [9] 

examines the comparison between the TOPSIS and 

Fuzzy TOPSIS methods in evaluating financial 

performance analysis of banks. Additionally, a study 

[10] performs a stability analysis of the method by 

altering the service quality ranking for different metro 

lines. Other research on transportation service case 

studies has also been carried out in this study [11]. 

Controlling service quality was also discussed 

regarding passenger satisfaction in assessing service 

quality in the airline industry [12]. Another study [13] 

focused on construction of a service quality scale. 

Lastly, the research study [1] also discussed the issue of 

service quality and human resources in providing 

services. 

Based on some of these studies, the Fuzzy TOPSIS 

method theoretically exists and can be used to assess 

service quality. This is supported by the theory 

proposed by Yoon & Hwang as cited in [14], which 

states that Fuzzy TOPSIS is the appropriate method for 

decision-making in determining priorities, TOPSIS is a 

popular method in a mathematical approach that selects 

the optimal solution by measuring the distance of each 

alternative to the positive ideal solution and negative 

ideal solution simultaneously. In decision making 

systems, positive ideal solutions are popular solutions 

used to maximize benefit criteria and minimize cost 

criteria. In contrast to the positive ideal solution, the 

negative ideal solution is a less popular solution in 

maximizing the criteria [15][16] such a research [17] 

and [18]. The method solves problems based on the 

fundamental idea that the chosen alternative has the 

closest distance to the positive ideal solution and the 

farthest distance from the negative ideal solution. 

Additionally, research conducted by [1] suggests that 

the Fuzzy TOPSIS method can be served as a measure 

of the performance of alternative decisions using simple 

computational forms, the same as the use of the Fuzzy 

TOPSIS method in research [19], then [20] and the last 

one is [21]. 

This research focuses on developing a system that 

can support efforts to improve service quality. The 

system was built by utilizing the Fuzzy TOPSIS 

method, which has been proven to effectively address 

problems by emphasizing the shortest distance to a 

positive ideal solution and the farthest distance from a 

negative ideal solution. The study focuses on a hotel, 

which is one of the businesses of the hotel businesses of 

state universities in Malang Indonesia. Data was 

collected by distributing questionnaires to customers 

over approximately one month. The study aims to assist 

the inn management team in identifying areas where 

services may be suboptimal according to customers. 

Consequently, the findings can facilitate immediate 

improvements in service quality. 

Several previous studies have been conducted to 

measure the level of service quality. For instance, 

research conducted in [5] focused on examining 

customer satisfaction levels and customer involvement 

behavior (CEB). The study investigates the mediating 

relationship between website quality, customer 

satisfaction, and CEB. The results indicate that 

customer satisfaction has a significant impact on CEB 

and customer loyalty. Furthermore, additional research 

on the impact of service quality on customer 

satisfaction was conducted in [6]. The study assessed 

hotel service quality during the COVID-19 pandemic 

using data from 400 hotels in Thailand. The research 

findings demonstrate that service quality has a 

significant influence on customer loyalty. Additionally, 

research conducted in [7] aimed to investigate the 

relationship between service quality (SQ) and customer 

loyalty (CL), with a focus on the mediating role of 

customer satisfaction (CS) and customer delight (CD). 

The study involved 313 hotel customers. The results 

indicated that service quality had a significant positive 

effect on both customer satisfaction and delight. 

Furthermore, the findings revealed that customer 

satisfaction and delight effectively mediated the 

relationship between service quality and customer 

loyalty. 

Based on the literature briefly mentioned in the 

background, this study employs the Fuzzy TOPSIS 

method as a decision-making approach to identify 

service criteria that require improvement. Previous 

studies have demonstrated the effectiveness of this 

method in addressing various issues, as exemplified by 

research conducted [1]. The study conducted a 

comparison between the TOPSIS and Fuzzy TOPSIS 

methods for financial performance analysis. The object 

of the research is banks. Another research study [10] 

applied Fuzzy theory analysis in conjunction with 

TOPSIS to evaluate service quality in rail services. A 

survey was conducted to assess service quality based on 

several criteria, including access (egress), security 

checks, ticket purchases or recharges, card swiping, 

transfers, waiting for boarding, in-vehicle experience, 

and other extended services. The research presents the 

findings of several criteria that require improvement. 

Research on evaluating business performance of 

homestay in China is also conducted [22]. The research 

proposes an alternative selection method using Fuzzy 

TOPSIS. It has been found that after the COVID-19 

pandemic, homestays operating in rural areas have 

optimal performance. These results can be used as a 

benchmark by experts in assessing the quality of 

homestays. Lastly, the research study [20] served as the 

basis for choosing the method employed in this study. 

The research implementing Fuzzy TOPSIS by utilizing 

quality dimensions as input for the quality of public 

transportation services. 
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Several previous studies that have been conducted 

focused on improving service quality through programs 

built using the same method. However, expert opinion 

must be an important consideration because experts 

have knowledge of the case studies used. This research 

combines surveys conducted on customers who are 

service recipients with the opinions of experts in the 

hotel sector who are deemed to have more knowledge 

in improving service quality in the hotel business. The 

experts used in this research were three hotel industry 

experts from three different hotels in Indonesia. The 

data collected from customers and experts is processed 

by the system and produces output which is expected to 

help determine the service quality improvement 

decision support system. 

The Fuzzy TOPSIS method operates by selecting 

the alternative with the highest value, which represents 

the chosen alternative that requires service quality 

improvement. The implementation of the Fuzzy 

TOPSIS method is integrated into a web-based system 

that can effectively handle customer complaints. The 

data that is processed is 150 data resulting from the 

answers of customers who are hotel customers for one 

month. 

II. METHOD 

This research commences with a survey aimed at 

studying and analyzing the condition of the research 

object, enabling the definition and formulation of the 

problems faced by the research object. In this step, 

brief interviews were conducted with experts in the 

research object field to identify the criteria and 

alternatives considered for establishing a reference in 

determining the priority scale for improving the service 

quality. The interview results revealed the utilization 

of six criteria, including service, cleanliness, 

management, and health. The selection of the six 

criteria was based on interviews with experts, taking 

into account the Minister of State Apparatus 

Empowerment and Bureaucratic Reform Regulation 

Number 29 of 2022 concerning Monitoring and 

Evaluation of the Performance of Public Service 

Delivery [23] regarding General Guidelines for the 

Implementation of Public Services and the Regulation 

of the Minister of Tourism and Creative Economy of 

the Republic of Indonesia Number PM.53/HM. 

001/MPEK/2013 [24] regarding Hotel Business 

Standards. 

Experts and respondents were asked several 

questions regarding hotel services and facilities used as 

research objects. Experts answered questions based on 

previously mentioned government regulations. Some 

of the questions answered by experts and respondents 

included ranking service quality criteria from most 

important to least important. Additionally, there were 

questions about each alternative, assessed based on the 

provided criteria. The assessment consists of 5 points: 

very low, low, sufficient, good, and very good. 

As for the determined alternatives, there are six of 

them, as shown in Table 1. While the alternative will 

be assessed based on the criteria used in the study. The 

criteria are shown in Table 2.  

These criteria and alternatives were identified by 

experts based on the available facilities and common 

customer complaints. The study utilizes data collected 

from customers over one month, resulting in a 

successful acquisition of 150 data points, which serve 

as input for the system. The system was built on a web 

basis using the Code Igniter framework and 

programming language using PHP. The database uses 

phpMyAdmin and contains a total of seven tables. 

These tables include alternatives, alternative details, 

criteria, criteria weights, respondents, respondent 

values, and questionnaires. The seven tables are related 

to each other as shown in Figure 1. Then, the design of 

the web page for inputting customer assessments of 

hotel services is shown in Figure 2.  

The method in this study aims to identify the 

alternative with the highest value to improve service 

quality. The research methodology employed in this 

TABLE 1 

ALTERNATIVE BASED ON REGARDING HOTEL BUSINESS 

STANDARDS 

No Alternative 

1. Rooms 

2. Bathrooms 

3. Cafetaria 

4. Front office 

5. Worship place 

6. Parking lots 

 

TABLE 2 
CRITERIA BASED ON REGARDING HOTEL BUSINESS 

STANDARDS 

No Criteria 

1. Products 

2. Service 

3. Cleanliness 

4. Security 

5. Management 

6. Health 

 

 

 
Fig. 1. Design of database system 
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study is illustrated in Figure 3. The figure illustrates the 

flow of the research system, which incorporates the 

implementation of the Fuzzy TOPSIS method. The 

system database stores the weights assigned to each 

predefined criterion. The subsequent step involves 

determining alternative decision rules for each 

predefined alternative. These rules are utilized to 

calculate the value of alternative decisions based on 

assessments provided by respondents. Fuzzy 

membership is then determined to facilitate the creation 

of a fuzzy decision matrix in the subsequent stage. The 

decision matrix is further transformed into a normalized 

form. Next, the predetermined criteria weights are 

multiplied by the normalized decision matrix, resulting 

in a weighted normalized decision matrix. With the 

weighted normalized decision matrix in hand, it 

becomes possible to identify the positive ideal solutions 

and negative ideal solutions. The final step involves 

calculating the distances between the criteria and the 

positive ideal solutions, as well as the negative ideal 

solutions. This calculation yields the outcome, which 

determines the priority for service improvement. Each 

point outlined above will be discussed in greater detail 

in the subsequent sub-chapters.  

A. Criteria 

The template is used to format your paper and style 

the text. All margins, column widths, line spaces, and 

text fonts are prescribed; please do not alter them.  

The application of Fuzzy TOPSIS to determine 

priority scales involves several steps, including criteria 

evaluation, alternative eligibility assessment, decision-

making, and ranking decision rules. The criteria utilized 

are measurements, rules, and standards that aid in 

decision-making. The eligibility of alternatives is 

determined by various constraints, such as physical 

availability, resource availability, and information 

constraints, among others. Subsequently, the evaluation 

of each available alternative's criteria must be 

conducted to assess their attractiveness to the criteria 

weight values or weight values. The weight value of 

each alternative Ai(i = 1, 2, . . . , m) for each criterion 

Cj(j = 1, 2, . . . , n) the weight values of each alternative 

can be represented as a decision matrix, which can be 

written as: D = [xij]m×n, i = 1, 2, . . . ,m; j = 1, 2, . . . , 

n.  

In this system, the weighting of the criteria is 

determined by experts and then calculated by the 

system using the Fuzzy TOPSIS method to establish the 

ranking of each alternative. The objective is to identify 

the prioritized alternatives for service improvement. 

The criteria weighting is divided into five categories: 

very low, low, sufficient, good, and very good. Each 

expert provides an assessment for the six criteria, 

indicating their importance on a scale ranging from very 

unimportant to very important. 

Table 3 displays the criteria weight rule, indicating 

the value of the alternative decision rule for each 

weight. The alternative decision rules range from 0.0 to 

1.0, representing fuzzy rules. Based on the criteria 

weighting rules, the importance assessment for criteria 

weighting conducted by the hospitality experts can be 

converted into a matrix, as illustrated in Table 4. The 

 
Fig. 2. Questionnaire form of the quality assessment system 

 
Fig. 3. Block diagram of the method 
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table depicts the conversion of the values provided by 

the hospitality experts, who serve as the objects, into a 

matrix by replacing each expert's judgment with a 

predetermined value based on the criteria weight rule, 

which follows the Fuzzy rule. By evaluating the level 

of importance for each criterion through the 

perspectives of the four hospitality experts, the 

weighted importance for each criterion is obtained by 

summing up the values assigned by each expert and 

dividing it by the number of hospitality experts, as 

illustrated as in (1).  

∑ 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑎𝑙𝑙 𝑡ℎ𝑒 ℎ𝑜𝑡𝑒𝑙′𝑠 𝑜𝑏𝑗𝑒𝑐𝑡 𝑒𝑥𝑝𝑒𝑟𝑡

∑ ℎ𝑜𝑡𝑒𝑙′𝑠 𝑜𝑏𝑗𝑒𝑐𝑡 𝑒𝑥𝑝𝑒𝑟𝑡  (1) 

Table 5presents the calculation results of the 

importance weight assessment for each criterion. The 

calculation results consist of three weights, as they 

correspond to the triangular curve representation that 

utilizes three parameters.  

B. Alternative 

Based on the survey results and discussions held by 

the researchers with experts, taking into account the 

facilities available at the research object, six 

alternatives were identified: rooms, bathrooms, 

cafeterias, front offices, worship place, and parking 

lots. The system conducts calculations using the Fuzzy 

TOPSIS method, resulting in a ranking for each 

alternative to be selected. The alternative with the 

lowest preference value is given the highest priority for 

service improvement. The alternative decision rules 

are presented in Table 6.   

The described alternative represents the object of 

the study. The system testing utilizes 150 data obtained 

from customer questionnaires. These data will be 

compared with the opinions of three experts from hotel 

services who will serve as a basis for comparison. The 

ranking of alternatives will then be used as a reference 

for further calculations in the research, employing the 

Fuzzy TOPSIS method. The flowchart depicting the 

ranking of priority alternatives for service improvement 

using Fuzzy TOPSIS is presented in Figure 4.  The 

figure illustrates the first step that needs to be taken, 

TABLE 3 

CRITERION WEIGHT RULES 

No. Criterion 

Weight 

Value 1 Value 2 Value 3 

1 Very Low 0.0 0.0 0.2 

2 Low 0.0 0.2 0.4 

3 Enough 0.2 0.4 0.6 

4 Good 0.4 0.6 0.8 

5 Very Good 0.6 0.8 1.0 

 

TABLE 4 

TRIANGULAR FUZZY NUMBER VALUE 

Criterion Expert Hotels Object 1 Expert Hotels Object 2 Expert Hotels Object 3 Expert Hotels Object 4 

Product 0 0.2 0.4 0 0.2 0.4 0 0.2 0.4 0. 0 0.2 

Service 0.6 0.8 1 0.6 0.8 1 0.4 0.6 0.8 0.4 0.6 0.8 

Cleanliness 0.4 0.6 0.8 0.4 0.6 0.8 0.2 0.4 0.6 0.6 0.8 1 

Security 0.2 0.4 0.6 0.2 0.4 0.6 0.2 0.4 0.6 0.2 0.4 0.6 

Management 0.2 0.4 0.6 0.2 0.4 0.6 0.6 0.8 1 0.2 0.4 0.6 

Health 0 0 0.2 0 0 0.2 0 0 0.2 0 0.2 0.4 

 

TABLE 5 

CRITERION WEIGHT 

No. Criteria’s 

Name 

Value 1 Value 2 Value 3 

1 Product 0.00 0.15 0.35 

2 Service 0.50 0.70 0.90 

3 Cleanliness 0.40 0.60 0.80 

4 Security 0.20 0.40 0.60 

5 Management 0.30 0.50 0.70 

6 Health 0.00 0.05 0.25 

 

TABLE 6 

ALTERNATIVE DECISION RULES 

No. Criterion 

Weight 

Value 1 Value 2 Value 3 

1 Very Low 0.0 0.0 2.0 

2 Low 0.0 2.0 4.0 

3 Enough 2.0 4.0 6.0 

4 Good 4.0 6.0 8.0 

5 Very Good 6.0 8.0 10.0 

 

 
Fig. 4. Flowchart proposed method of Fuzzy TOPSIS 
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which is to assign a triangular fuzzy number value for 

each visitor's response. The data from the visitor 

questionnaires will then be compared with the opinions 

of three experts in the hotel service industry. The 

subsequent step involves creating a fuzzy decision 

matrix, which is later transformed into a normalized 

decision matrix. These results are further multiplied by 

the criteria weights, resulting in a weighted normalized 

decision matrix. The values for positive and negative 

ideal solutions are then calculated. From these 

calculations, the distance between each alternative and 

the ideal point can be determined. The distance between 

the alternatives and the ideal point represents the final 

result in the form of a preference value.  

C. Method Design 

The data, which has been transformed into 

alternative rules, will be evaluated and converted into a 

matrix using the predetermined criteria weights as 

references. Subsequently, the data is processed to 

generate a matrix by dividing the count of each criterion 

by the total number of respondents. The formula for this 

calculation is presented as in (2). 

∑ 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑎𝑙𝑙 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡

∑ 𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡  (2) 

After completing all the calculations, a fuzzy 
decision matrix and a matrix divisor are obtained. The 
matrix divisor is determined by taking the square root 
of each criterion raised to the power of two, resulting in 
a fuzzy decision matrix. Each alternative is assigned a 
value for each criterion. The fuzzy decision matrix is 
subsequently transformed into a normalized decision 
fuzzy matrix by dividing it by the matrix divisor. Once 
the fuzzy decision matrix is obtained, the next step 
involves converting the matrix into a normalized 
decision matrix. This is achieved by dividing each 
weight assigned to each alternative for each criterion by 
the corresponding matrix divisor. The subsequent step 
involves converting the matrix into a normalized 
decision matrix by dividing each weight assigned to 

each alternative for each criterion by the matrix divisor. 
Then, the normalized decision matrix is further 
transformed into a weighted decision matrix by 
multiplying each weight with the corresponding 
criterion weight that was determined during the criteria 
weighting stage. 

The subsequent step after obtaining the weighted 

normalized decision matrix is to calculate the positive 

ideal solution and the negative ideal solution. The 

positive ideal solution is determined by identifying the 

alternative with the highest value across all criteria, 

while the negative ideal solution is determined by 

identifying the alternative with the lowest value across 

all criteria.  

Once the alternative's distance to the ideal points is 

calculated, the final result, which is the preference 

value, can be determined. The alternative's distance to 

the positive ideal solution is in (3), (4), and (5): 

𝐷𝑖
+

 = √∑ (𝑦𝑖𝑗 + 𝑦𝑖)
2𝑛

𝑗=1  i = 1, 2, …, m (3) 

The alternative's distance to the negative ideal 
solution is formulated as follows: 

𝐷𝑖
−

 = √∑ (𝑦𝑖𝑗 − 𝑦𝑖)
2𝑛

𝑗=1  i = 1, 2, …, m (4) 

To calculate the preference value for each 
alternative, the following formulation is used: 

𝐶𝐶𝑖 =  
𝐷𝑖

−

𝐷𝑖
−+𝐷𝑖

+                        i = 1, 2, …, m (5) 

III. RESULT AND DISCUSSION 

This study utilizes questionnaire data collected from 

customers, resulting in a total of 150 data points. 

Additionally, the responses provided by three 

hospitality experts were used for comparison with the 

customers' answers. The customer data, collected 

successfully from the respondents, is processed using 

TABLE 7 

FUZZY DECISION MATRIX 

Alt Criterion 1 Criterion 2 Criterion 3 Criterion 4 Criterion 5 Criterion 6 

1 5.36 7.36 9.36 5.20 7.20 9.20 4.56 6.56 8.56 4.48 6.48 8.48 5.52 7.52 9.52 3.52 3.52 7.52 

2 4.72 6.72 8.72 4.08 6.08 8.08 4.16 6.16 8.16 3.60 5.60 7.60 4.48 6.48 8.48 3.52 3.52 7.52 

3 2.08 4.08 6.08 3.28 5.28 7.28 3.36 5.36 7.36 3.28 5.28 7.28 2.64 4.40 6.40 5.12 5.12 7.12 

4 5.28 7.28 9.28 5.68 7.68 9.68 4.80 6.80 8.80 4.08 6.08 8.08 5.44 7.44 9.44 5.76 5.76 7.76 

5 4.40 6.40 8.40 4.16 6.16 8.16 3.20 5.20 7.20 3.36 5.36 7.36 4.24 6.24 8.24 5.70 5.70 7.60 

6 2.80 4.80 6.80 2.88 4.88 6.88 3.28 7.28 5.28 2.80 4.80 6.80 3.52 5.52 7.52 4.72 4.72 6.72 

TABLE 8 

NORMALIZED DECISION MATRIX 

Alt Criterion 1 Criterion 2 Criterion 3 Criterion 4 Criterion 5 Criterion 6 

1 0.51 0.48 0.47 0.49 0.47 0.45 0.47 0.45 0.44 0.50 0.47 0.45 0.51 0.48 0.47 0.42 0.42 0.42 

2 0.45 0.44 0.43 0.38 0.39 0.40 0.43 0.42 0.42 0.40 0.41 0.41 0.41 0.42 0.42 0.42 0.42 0.42 

3 0.20 0.27 0.30 0.31 0.34 0.35 0.34 0.36 0.35 0.37 0.38 0.39 0.24 0.28 0.31 0.38 0.39 0.39 

4 0.50 0.48 0.46 0.54 0.50 0.50 0.50 0.47 0.45 0.46 0.44 0.43 0.50 0.48 0.46 0.45 0.44 0.43 

5 0.42 0.42 0.42 0.39 0.40 0.33 0.33 0.36 0.37 0.38 0.39 0.39 0.39 0.40 0.40 0.43 0.42 0.42 

6 0.27 0.27 0.34 0.27 0.32 0.34 0.34 0.36 0.38 0.31 0.35 0.36 0.32 0.35 0.37 0.33 0.36 0.37 
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a fuzzy decision matrix as depicted in Table 7, enabling 

further analysis in subsequent steps. Moreover, the 

assessment of the hotel service expert regarding the 

existing facilities at the subject in is presented in.  

Table 7 displays the fuzzy decision matrix, which 

was derived by transforming the respondents' answer 

matrix into a fuzzy decision matrix. Subsequently, the 

fuzzy decision matrix is converted into a normalized 

decision fuzzy matrix by dividing it by the matrix 

divisor. 

After transforming the questionnaire responses into 

a fuzzy decision matrix, the next step is to calculate the 

normalized decision matrix. This involves dividing the 

values in the fuzzy decision matrix by the matrix 

divisor. The resulting normalized decision matrix is 

presented in Table 8. The table presents the normalized 

decision matrix, which is obtained by dividing each 

weight of each alternative in each criterion by the 

matrix divisor. Following that, the normalized decision 

matrix is multiplied by the predetermined criteria 

weights to produce the weighted normalized decision 

matrix, as depicted in Table 9. 

Next, the positive ideal point and negative ideal 

point are determined, as illustrated in Table 10. In the 

table, FPIS represents the positive ideal point, while 

FNIS represents the negative ideal point. The positive 

ideal point is the highest value among all values in each 

criterion column, while the negative ideal point is the 

lowest value among all values in each criterion 

column.  

After obtaining the positive ideal point and negative 

ideal point from the alternative matrix multiplication 

table against the next criteria, the next step is to 

determine the separation measures or the distance of 

each alternative to the positive ideal point and negative 

ideal point, as shown in Table 11. The table shows the 

D+ value, which represents the alternative distance to 

the positive ideal point, and the D- value, which 

represents the alternative distance to the negative ideal 

point. Based on these values, the weight or priority of 

each alternative can be determined. This weight 

determines the most prioritized alternative for service 

improvement. The preference values can be seen in 

Table 12. The table presents the final result of the 

calculation, which is the preference value. By sorting 

the preference values from highest to lowest, we can 

determine the alternative with the highest priority for 

service improvement. The test results indicate that the 

cafeteria has the highest priority for service 

improvement, as it obtained the lowest preference 

value. 

After obtaining the results of the system trial with 

the input, which are the questionnaire responses from 

the respondents, the accuracy of the system can be 

calculated to determine its effectiveness. The accuracy 

calculation involves three steps. First, calculating the 

priority of service engagement by visitors. Second, 

evaluating the eligibility of the service. Third, 

calculating the overall accuracy of the system.  

1) Service Improvement Priority: The assessment 

results of service improvement from the system were 

compared with the responses obtained from 150 data 

of customer’s questioner answer, as well as the 

opinions of three hospitality experts. The purpose of 

this comparison was to determine the level of 

agreement or discrepancy between the two sets of data. 

The results of the analysis show that of the 150 data 

TABLE 9 

WEIGHTED NORMALIZED DECISION MATRIX 

Alt Criterion 1 Criterion 2 Criterion 3 Criterion 4 Criterion 5 Criterion 6 

1 0 0.07 0.16 0.25 0.33 0.41 0.19 0.27 0.35 0.10 0.19 0.27 0.15 0.24 0.33 0 0.02 0.10 

2 0 0.07 0.15 0.19 0.28 0.36 0.17 0.25 0.34 0.08 0.16 0.24 0.12 0.21 0.29 0 0.02 0.10 

3 0 0.04 0.11 0.15 0.24 0.32 0.14 0.22 0.30 0.07 0.15 0.23 0.07 0.14 0.22 0 0.02 0.10 

4 0 0.07 0.16 0.27 0.35 0.43 0.20 0.28 0.36 0.09 0.18 0.26 0.15 0.24 0.32 0 0.02 0.10 

5 0 0.06 0.15 0.20 0.28 0.36 0.13 0.21 0.30 0.08 0.16 0.24 0.12 0.20 0.28 0 0.02 0.11 

6 0 0.05 0.12 0.14 0.22 0.31 0.14 0.22 0.30 0.06 0.14 0.22 0.10 0.18 0.26 0 0.02 0.09 

TABLE 10 

POSITIVE IDEAL POINT AND NEGATIVE IDEAL POINT 

 Criterion 1 Criterion 2 Criterion 3 Criterion 4 Criterion 5 Criterion 6 
FPIS 0 0.07 0.16 0.25 0.33 0.41 0.19 0.27 0.35 0.10 0.19 0.27 0.15 0.24 0.33 0 0.02 0.10 

FNIS 0 0.07 0.15 0.19 0.28 0.36 0.17 0.25 0.34 0.08 0.16 0.24 0.12 0.21 0.29 0 0.02 0.10 

 

TABLE 11 

ALTERNATIVE DISTANCE TO THE IDEAL POINT 

Alternative Code Alternative D+ D- 

A1 Bedroom 0.01 0.10 

A2 Bathroom 0.05 0.06 

A3 Cafetaria 0.10 0.01 

A4 Front-Office 0.01 0.10 

A5 Worship Place 0.06 0.05 

A6 Parking Area 0.10 0.02 

 

TABLE 12 

PREFERENCE VALUE 

Alternative Code Alternative Preference Value 

A1 Bedroom 0.87 

A2 Bathroom 0.53 

A3 Cafetaria 0.13 

A4 Front-Office 0.94 

A5 Worship Place 0.44 

A6 Parking Area 0.17 
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obtained, 120 data show a value "match" with the 

results shown by the system, the “cafeteria” is an 

alternative that requires service improvement. 

Meanwhile, 30 other data show "not match" with the 

results shown by the system. Thus, the accuracy of 

service improvement priorities by customers shows 

accuracy: 
120

150
 x 100 % = 90 %  

Meanwhile, the data generated by the expert's 

assessment showed that 16 data were "match" with the 

results shown by the system (as shown in the Table 13) 

while only two data showed "not match" with the 

results shown by the system. Therefore, the accuracy 

of service improvement priorities by experts shows an 

accuracy of:  

16

18
 𝑥 100 % = 88.89 % 

 

Measuring the accuracy level of service 

improvement priority trials shows the final accuracy to 

be: 

Service Improvement Priority Accuracy =  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 1 +𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 2

2
 = 

80 % + 84.45% 

2
 

                      = 84.45 % 

1)  Service Eligibility: The results of the service 

eligibility trial of the system were compared with the 

results of the service eligibility trial from 150 data 

generated by customers who were respondents and 

three hospitality experts. The purpose of comparing the 

two data is to determine the suitability or 

incompatibility of the data. The eligibility test resulted 

in two choices: to be repaired or maintained. The 

output shows that the choice is to be repaired if the 

preference value is less than 0.50, whereas if the 

preference value is more than 0.50, then the output 

shows that the alternative is to be maintained. The 

results of the analysis show that out of the 150 data 

obtained, 131 data show a value "match" with the 

results shown by the system, indicating that the 

cafeteria is an alternative that requires service 

improvement. Meanwhile, 19 other data show "not 

match" with the results shown by the system. Thus, the 

accuracy of service improvement priorities by 

customers is: 

131

150
 x 100 % = 8.34 % 

 

Meanwhile, the data generated by the expert's 

assessment showed 15 data "match" with the results 

shown by the system, indicating agreement. While 

only three data show "not match" with the results 

shown by the system (as shown in the Table 14). Thus, 

the accuracy of service improvement priorities by 

experts is:  
15

18
 𝑥 100 % = 83.34 % 

Measurement of the level of service eligibility 

accuracy shows the final accuracy to be: 

Serviceability Accuracy = 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 1 +𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 2

2
 

= 
87.34 % + 83.34 % 

2
 

=85.34 % 
 

Based on the conducted tests and the accuracy 

measurements of each test, the accuracy level of the 

Fuzzy TOPSIS method when implemented in an 

application to determine priority scales for improving 

the quality of hotel business services can be observed. 

In this study, the criteria weights were determined by 

TABLE 13 

SERVICE IMPROVEMENT QUALITY TRIALS BY EXPERT 

Expert Alternative 

Priority 

System 
Hospitality 

Expert 
Output 

Expert-

1 

Bedroom 5 5 Match 

Bathroom 4 4 Match 

Cafetaria 1 2 Not Match 

Front-Office 6 6 Match 

Worship Place 3 3 Match 

Parking Area 2 1 Not Match 

Expert-

2 

Bedroom 5 5 Match 

Bathroom 4 4 Match 

Cafetaria 1 1 Match 

Front-Office 6 6 Match 

Worship Place 3 3 Match 

Parking Area 2 2 Match 

Expert-

3 

Bedroom 5 5 Match 

Bathroom 4 4 Match 

Cafetaria 1 1 Match 

Front-Office 6 6 Match 

Worship Place 3 3 Match 

Parking Area 2 2 Match 

 

TABLE 14 

SERVICE ELIGIBILITY TRIALS BY EXPERT 

Expert Alternative 

Eligibility 

System 
Hospitality 

Expert 
Output 

Expert-

1 

Bedroom Maintained Maintained Match 

Bathroom Maintained Maintained Match 

Cafetaria Repaired Repaired Match 

Front-Office Maintained Maintained Match 

Worship 
Place 

Repaired Maintained 
Not 

Match 

Parking Area Repaired Repaired Match 

Expert-

2 

Bedroom Maintained maintained Match 

Bathroom Maintained maintained Match 

Cafetaria Repaired Maintained 
Not 

Match 

Front-Office Maintained Maintained Match 

Worship 
Place 

Repaired Maintained 
Not 

Match 

Parking Area Repaired Repaired Match 

Expert-

3 

Bedroom Maintained Maintained Match 

Bathroom Maintained Maintained Match 

Cafetaria Repaired Repaired Match 

Front-Office Maintained Maintained Match 

Worship 

Place 
Repaired Repaired Match 

Parking Area Repaired Repaired Match 
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four experts from the management of the research 

object. These criteria weights serve as a reference for 

obtaining a weighted normalized decision matrix. 

Upon obtaining the weighted normalized decision 

matrix, positive ideal solutions and negative ideal 

solutions are derived. Subsequently, the distances 

between the criterion values and the positive and 

negative ideal solutions are determined. 

Based on these distances, the final result is the 

preference value. The results from the system serve as 

a basis for measuring the accuracy level by comparing 

them with the results derived from the data obtained 

from 150 respondents and three of hospitality experts. 

In this trial, a comparison was made between the 

data obtained from the system's trial and the 150 data 

collected from customer respondents. The accuracy 

level was measured by evaluating the agreement 

between the available data. Based on the test results 

using the 150 existing data, the accuracy level is 

determined to be 80% according to the precision 

formula.  

Then, the results of the service improvement 

priority trial by comparing the data obtained from the 

system's trial with the data provided by three 

hospitality experts. The accuracy level was measured 

by evaluating the agreement between the data from the 

hospitality experts. Based on the trial results using data 

from three hospitality experts with 18 available data, 

an accuracy level of 88.89% was obtained according to 

the precision formula.  

After conducting the service improvement priority 

test, the second test carried out is the service eligibility 

trial. The service eligibility trials were performed 

twice, comparing the system's data with data from both 

hospitality experts and customers. The first service 

eligibility test involved comparing the system's trial 

results with the analysis results obtained from the 

questionnaire data. The accuracy level was measured 

by evaluating the agreement between the system's data 

and the data from the questionnaire. Based on the trial 

results and the analysis of the questionnaire data, an 

accuracy level of 87.34% was achieved using the 

precision formula. 

The second service eligibility test is conducted by 

comparing the system's trial results with the trial 

results using data from three hospitality experts. The 

comparison of data from the experts will determine the 

accuracy level. Based on the test results using data 

from the three hospitality experts, with a total of 18 

available data points, an accuracy level of 83.34% was 

achieved. 

This research succeeded in showing that the results 

provided by the system built showed the same results 

as the expert's opinion. This proves that expert opinion 

is very influential and can be used as a basis for the 

system being built to have a high level of accuracy. 

This research has advantages that have not been 

demonstrated in previous studies like the research we 

mentioned in the background section. This research’s 

advantage is by comparing the opinions of experts with 

the results managed by the system. Previous research 

used expert scores only on triangular fuzzy number 

values without comparing the final system results with 

expert opinions regarding the object under study. 

Several studies show that Fuzzy TOPSIS can work 

well if used as a method in decision support systems. 

 

IV. CONCLUSIONS 

Based on the trials conducted by implementing the 

Fuzzy TOPSIS method in the application for 

determining the priority scale to improve the quality of 

hotel business services, it can be concluded that the 

implementation of the Fuzzy TOPSIS method is 

effective in supporting decision-making for service 

improvement priorities. The high accuracy levels 

achieved, as measured by precision formulas, further 

validate the usefulness of the Fuzzy TOPSIS method 

in this context. This research also indicates that the 

system successfully yielded results consistent with the 

opinions of selected experts. This implies that the 

system built can assist hotel management in identifying 

areas for service quality improvement. 

For future research, we aim to compare the results 

of our work with other methods and with method 

developments that have been carried out. This will 

enable us to construct an even more refined system 
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Abstract— The showroom, which has been established 

since 2006 and is located in Lapai, Padang City, has 

problems, namely the difficulty of analyzing consumer 

demand and the amount of sales data that accumulates. 

In addition, many stock items are not available when 

consumer demand is high. From these problems, a data 

mining application system is needed to improve sales 

patterns and process sales data to determine items that 

are often purchased and not using data mining methods, 

namely K-Means and Naïve Bayes. The data is obtained 

directly from CV Unique Motor in the form of motorcycle 

sales data and motorcycle inventory data. The stages of 

the research include several stages, namely problem 

identification, data collection, data analysis, clustering 

stage analysis, classification stage analysis, system 

analysis, and system implementation. At the system 

analysis stage, a design will be carried out using data 

mining by applying the K-Means and Naive Bayes 

algorithms, where the program will be executed in the 

PHP programming language and MySQL database. The 

calculation results show that the highest probability value 

is in the many variable, namely 0.0607, so it can be 

concluded that the sales level is a lot. With this system, it 

can speed up the showroom in making decisions from the 

data taken so that the showroom can increase the amount 

of stock that has a best-selling classification so that the 

showroom does not run out of stock and can help the 

showroom classify motorcycle sales and can harmonize 

the availability and inventory of existing motorbikes by 

classifying sales volume. 

Index Terms— Data Mining; Classification; Sales; K-

Means; Naïve Bayes. 

I. INTRODUCTION 

CV. Unique Motor is a motorcycle buying and 

selling showroom, which is the object of the author's 

research this time. This showroom, which has been 

established since 2006 and is located in Lapai, Padang 

City, has a problem, namely the difficulty in analyzing 

consumer demand and a lot of accumulation of sales 

data based on motorcycle inventory stock sales 

transaction data from October 2021 to March 2022, 

totaling 37 motorcycle data. In addition, many stock 

items are not available when consumer demand is high. 

From these problems, a data mining application system 

is needed to improve sales patterns and process sales 

data to determine what is often purchased and not using 

data mining methods, namely K-Means and Naïve 

Bayes. 

Data mining is a step in performing knowledge 

discovery in databases. Knowledge discovery as a 

process includes data cleaning, data integration, data 

selection, data transformation, data mining, pattern 

evaluation, and knowledge presentation [1]. The 

KMNB approach is made using a combination of 

clustering and classification techniques. For data 

classification based on categories using the Naïve 

Bayes method. And clustering helps to identify groups 

that have the same characteristics or show 

characteristics at the beginning [2]. Clustering is the 

classification of unsupervised patterns such as 

observations, data items, and vectors into groups called 

clusters [3]. The goal is to minimize the objective 

function set by the clustering process [4]. The basic 

concept of clustering is to group a large number of 

objects into a cluster. A good cluster is a cluster that has 

a high degree of similarity between objects in the 

cluster [5]. Clustering is a data grouping method that 

starts by grouping two or more of the most similar 

objects [6]. K-Means is a non-hierarchical data 

clustering method that attempts to divide existing data 

into two or more groups, where data with similar 

characteristics [2].  

Classification is a technique used to predict the class 

or property of each data instance and classify the data 

itself based on the topic [7]. Classification performs the 

process of finding a model or function that describes 

and characterizes a class of data for a specific purpose 

[8]. Each classification algorithm used produces a best-

fit model that relates the input data to a known 

classification class [9]. Classification consists of three 

steps, namely model building, model application, and 

evaluation [10]. Naïve Bayes is a classification 
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proposed by British scientist Thomas Bayes and is 

known as Bayes' theorem because it uses probalistic 

and statistical methods [11]. Naïve Bayes is a simple 

algorithm and is used to predict a probability in the 

membership of a class [12]. 

Some of the research conducted previously includes 

the Comparison of Naive Bayes and C4.5 Algorithms 

in Determining the Sales Level of Honda Motorbikes 

This research was conducted to determine the sales 

level of Honda motorbikes using motorcycle sales 

datasets using data mining [13]. Another study on 

Product Sales Level Analysis Using K-Nearest 

Neighbor (KNN) and K-Means explains that high sales 

require information and identify which products are the 

most potential and to sell, so that goods in the 

warehouse do not accumulate as needed [14]. 

Other research using the K-Means and Naïve Bayes 

algorithms has also been done before. Research on 

Determining Livestock Aid Recipients Using K-Means 

& Naive Bayes Algorithms explains that the 

combination of classification and clustering is believed 

to be able to provide accurate classification results 

when determining data [2]. Another study on Literacy 

Classification Using K-Means-Naïve Bayes Algorithm 

explains that to get the optimal number of classes 

through the clustering process and find out the results 

of the classification process [15]. The combination of 

data mining methods in this study hopes to produce 

accurate classification by combining clustering and 

classification 

II. METHOD 

This research proposes a combination of clustering 

and classification methods. The clustering method is 

used to obtain several groups of motors. The clustering 

process is carried out using the K-Means algorithm. 

After the motorcycle groups are obtained, the 

classification method is used to obtain the sales 

classification. The classification process is carried out 

using the Naïve Bayes algorithm. The research 

methodology proposed in this study can be seen in 

Figure 1. 

 

Fig. 1. Research Framework 

A. Preliminary Research  

First, confirm that you have the correct template for 

your paper size. This template is for ULTIMATICS. It 

has been tailored for output on the A4 paper size. 

B. Data Collection 

Make direct observations and conduct interviews 

with motorcycle showrooms and collect literature 

related to this research. 

C. Analysis 

Analyze the data obtained from the showroom and 

determine what data mining techniques and methods 

are used, then analyze the data mining application to 

be built. 

D. Clustering Stage 

In this clustering stage is the first stage of this 

research, the clustering process is carried out using the 

K-Means algorithm. The clustering process begins by 

determining the number of clusters to be formed, 

where the motorcycle data will be grouped into 

clusters, namely “Little Sold” and “Much Sold”. Then 

determine the initial centroid randomly. Then calculate 

the distance of each data to each centroid using the 

Euclidean Distance formula as shown in equation (1). 

 

             𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)𝑛
𝑖=1 2  (1) 

 

E. Classification Stage 

The classification stage is the second stage of this 

research; the classification process is carried out using 

the Naïve Bayes algorithm. Motorcycle data that has 

been clustered from the first stage is used as input data 

for the second stage. The data used is the “sold a lot” 

result data. The classification process is grouped into 

several criteria, where these criteria will be the 

determinant in decision-making. using the Naïve 

Bayes formula as shown in equation (2). 

 

              𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
      (2) 

F. Implementation 

To build data mining applications in this study, using 

the PHP programming language and supported by the 

MySQL database. 

III. RESULTS AND DISCUSSION 

The data used in this study is the total inventory data 

and motorcycle sales for October 2021-March 2022. 

The sample of motorcycle data that is the object of 

research is as in table 1 below: 

 

 

 



 

 

 

 

96 Ultimatics : Jurnal Teknik Informatika, Vol. 16, No. 2 | December 2024 

 

ISSN 2085-4552 

TABLE I.  MOTORCYCLE INVENTORY AND SALES DATA 

No 
Motor 

Brand 

Total 

Inventor 

Total 

Sales 

1 Beat 51 29 

2 CB 150 R 9 4 

3 PCX 1 1 

4 Supra X 10 9 

5 Vario 125 12 11 

6 Vario CW 6 1 

7 Vario fi 7 4 

8 Satria FU 10 2 

9 Mio 4 3 

10 Mio J 5 4 

…. …. …. …. 

… … …. …. 

37 Mio CW 1 0 

 

A. K-Means 

The first step is to determine the cluster center or 

centroid which is obtained randomly or randomly for 

the initial determination of the cluster assumed: 

TABLE II.  INITIAL CLUSTER CENTER 

Motor 

Brand 

Total 

Inventor 

Total 

Sales 
Claster 

NMax 6 5 C1 

Revo 3 2 C2 

 

Next, the distance of each data with the cluster center 

is calculated using the euclidien distance formula 

(equation 1) from all data to each first center point: 

 

𝑑11 =  √(51 − 6)2 + √(29 − 5)2 = 51  

𝑑12 =  √(9 − 6)2 + √(4 − 5)2 = 3,1623 

𝑑13 =  √(1 − 6)2 + √(1 − 5)2 = 6,4031 

𝑑14 =  √(10 − 6)2 + √(9 − 5)2 = 5,6569 

𝑑15 =  √(12 − 6)2 + √(11 − 5)2 = 8,4853 

………………………………….. 

………………………………….. 

𝑑137 =  √(1 − 6)2 + √(0 − 5)2 = 7,0711 

 

In the same way calculate the distance of each 2nd 

center point and we will get: 

 

𝑑21 =  √(51 − 3)2 + √(29 − 2)2 = 55,0727  

𝑑22 =  √(9 − 3)2 + √(4 − 2)2 = 6,3246 

𝑑23 =  √(1 − 3)2 + √(1 − 2)2 = 2,2361 

𝑑24 =  √(10 − 3)2 + √(9 − 2)2 = 9,8995 

𝑑25 =  √(12 − 3)2 + √(11 − 2)2 = 12,7279 

…………………………………… 

………………………………….... 

𝑑237 =  √(1 − 3)2 + √(0 − 2)2 = 2,8284 

 

The second is to calculate the new center point of the 

1st iteration. By calculating the mean of cluster 

member data from each cluster, the result of the cluster 

2 center point value is: 

TABLE III.  NEW CENTROID CENTER 

C1 12,9091 8,2727 

C2 1,9615 1,3462 

 

If in the second iteration no cluster member moves to 

another cluster then the iteration stops but if any cluster 

member moves to another cluster then proceed to the 

next iteration. In this study the iteration stops until the 

8th iteration. Here are the final results of the cluster 

calculation at the 8th iteration:  

TABLE IV.  NEW CENTROID CENTER 

No 
Motor 

Brand 
C1 C2 Cluster 

1 Beat 0 53,9093 C1 

2 CB 150 R 48,8774 5,2214 C2 

3 PCX 57,3062 3,3972 C2 

4 Supra X 45,6180 8,7424 C2 

5 Vario 125 42,9535 11,5704 C2 

6 Vario CW 35 2,6639 C2 

7 Vario fi 50,6063 3,3228 C2 

8 Satria FU 49,0918 6,0952 C2 

9 Mio 53,7122 0,3106 C2 

10 Mio J 52,3546 1,6789 C2 

…. …. …. …. …. 

… … …. …. …. 

37 Mio CW 57,8014 3,9912 C2 

 

Furthermore, the data that will be forwarded to continue 

the Naive Bayes classification is C2, namely “Many 

Sold”. 

B. Naïve Bayes 

The decision-making process in the classification 

of motorcycle sales will be grouped into 5 criteria, 

where these criteria will determine decision-making in 

the motorcycle showroom. These criteria are: 

 



 

 

 

 

Ultimatics : Jurnal Teknik Informatika, Vol. 16, No. 2 | December 2024 97 

 

ISSN 2085-4552 

1) Motor Type 

TABLE V.  CLASSIFICATION OF MOTOR TYPES 

Motor Type 

Honda 

Yamaha 

Suzuki 

Kawasaki 

2) Color 

TABLE VI.  COLOR CLASSIFICATION 

Monoton Hitam, Putih, Biru Merah 

Variasi Putih, Biru, Merah Putih 

 Hitam, Putih, Biru Merah 

3) Year 

TABLE VII.  YEAR CLASSIFICATION 

2021 Down 
2010-2021 

2006 Above 2006-2017 

4) Category 

TABLE VIII.  YEAR CLASSIFICATION 

Category 
Matic 

Manual 

5) Sales 

Sedikit <=2 

Banyak >=3 

 
The training data used for classification amounted to 
36, where the training data will then be processed using 
the Naïve Bayes method. The training power used can 
be seen in the table: 

 

 

TABLE IX.  TRAINING DATA  

Brand Type Color Year Category Sales 

CB 150 R Honda Variasi 2021 Kebawah Manual Banyak 

PCX Honda Monoton 2006 Keatas Matic Sedikit 

Supra X Honda Variasi 2006 Keatas Manual Banyak 

Vario 125 Honda Variasi 2021 Kebawah Matic Banyak 

Vario CW Honda Monoton 2006 Keatas Matic Sedikit 

Vario fi Honda  Varasi 2021 Kebawah Matic Banyak 

Satria FU Suzuki Variasi 2006 Keatas Manual Sedikit 

Mio Yamaha Monoton 2006 Keatas Matic Banyak 

Mio J Yamaha Monoton 2021 Kebawah Matic Bannyak 

Mio S Yamaha Monoton 2021 Kebawah Matic Sedikit 

NMAX  Yamaha Monoton 2021 Kebawah Matic Banyak 

Vixion Yamaha Monoton 2006 Keatas Manual  Banyak 

Kharisma Honda Variasi 2006 Keatas Manual  Sedikit 

Supra X Honda Variasi 2006 Keatas Manual Sedikit 

Vario 150 Yamaha Variasi 2006 Keatas Matic Banyak 

Spin Suzuki Variasi 2006 Keatas Matic Sedikit 

Freego Yamaha Monoton 2021 Kebawah Matic Sedikit 

Mio GT Yamaha Variasi 2006 Matic Sedikit 
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Xeon Yamaha Variasi 2006 Keatas Matic Banyak 

Beat Street Honda Monoton 2021 Kebawah Manual Sedikit 

GSX Suzuki Variasi 2021 Kebawah Manual Sedikit 

R15 Yamaha Monoton 2006 Keatas Manual  Sedikit 

Soul GT Yamaha Monoton 2006 Keatas Matic Sedikit 

Revo Honda Monoton 2006 Keatas Manual Sedikit 

Fino Yamaha Variasi 2006 Keatas Matic Sedikit 

Mio Soul Yamaha Monoton 2021 Kebawah Matic Sedikit 

Scoopy Honda Variasi 2021 Kebawah Matic Banyak 

Ninja SS Kawasaki Variasi 2006 Keatas Manual  Sedikit 

Ninja RR Kawasaki Variasi 2006 Keatas Manual Sedikit 

MX King Yamaha Variasi 2006 Keatas Manual  Sedikit 

Mega Pro Honda Monoton 2006 Keatas Manual  Sedikit 

Supra FIT Honda Variasi 2006 Keatas Manual Sedikit 

Mio Z Yamaha Monoton 2006 Keatas Matic Sedikit 

Genio Honda Monoton 2021 Kebawah Matic Sedikit 

Mioo M3 Yamaha Monoton 2021 Kebawah Matic Sedikit 

Mio CW Yamaha Variasi 2006 Keatas Matic Sedikit 

Vario 150 Yamaha Variasi 2006 Keatas Matic Banyak 

In solving using the Naïve Bayes method if the sales 

level is not known as the testing data below: 

TABLE X.  DATA TESTING 

The first is to calculate the probability value of each 

class: 

P(Penjualan = “Sedikit”) = 24/36 = 0,6667  

P(Penjualan = “banyak”) = 12/36 = 0,3333  

P(Jenis = Honda | Penjualan = “Sedikit”)  

= 8/24 = 0,6667  

P(Jenis = Honda | Penjualan = “Banyak”)  

= 7/12 = 0,375  

P(Warna = Variasi | Penjualan = “Sedikit”)  

= 12/24 = 0,5417  

P(Warna = Variasi | Penjualan = “Banyak”)  

= 6/12 = 0,5833 

P(Tahun = 2021 Kebawah | Penjualan = “Sedikit”)  

= 6/24 = 0,2917  

P(Tahun = 2021 Kebawah | Penjualan = “Banyak”)  

= 8/12 = 0,75  

P(Kategori = Matic | Penjualan = “Sedikit”)  

= 9/12 = 0,8333  

P(Kategori = Matic | Penjualan = “Banyak”)  

= 13/24 = 0,5833  

Selanjutnya kalikan semua variable Sedikit dan 

Banyak  

dengan kelas yang sama:  

Merek Jeni

s 

Warna Tahun Kategori Penjual

an 

Mio Ya

ma

ha 

Variasi 2021 

Kebaw

ah 

Matic ??? 
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P(Penjualan = “Sedikit”) X P(Penjualan = 

“Sedikit”)  

= 0,6667 x 0,6667 x 0.5417 x 0,2917 x 0,8333  

= 0,0307 

P(Penjualan = “Banyak”) X P(Penjualan = 

“Banyak”)  

= 0,3333 x 0,375 x 0.5833 x 0,75 x 0,5833  

= 0,0607  

From the results of the above calculations, it can be seen 

that the highest probability value is in the many variable 

so it can be concluded that the sales level is a lot. 

System Interface Testing Before entering the system, 

the admin must input the username and password in the 

database. The system then validates the username and 

password entered by the admin. 

 

 

 

C. Design Implementation 

 

at this stage is the result of the design 

 

1) Alternative Page View 

 

The alternative page functions to add motorcycle brands that will be clustered. On this page, the admin can view 

and edit motorcycle brand data. 

 

 
 

Fig. 2. Alternate Page View Page 

 

2) Calculation Result Page Display 

 

The page displays the training data page that will be used for the Naïve Bayes calculation process, on this page the 

admin can edit the categories in the dataset and can delete data in the dataset.
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Fig. 3. Calculation Result Page Display 

 

3) Alternative Page View 

This page displays the selection of data that will be used as test data for the Naïve Bayes process. displays the 

selection of data that will be used as test data for the Naïve Bayes process. 

 

 
 

Fig. 4. Dataset Page Display Page 

 

4) Display of Naive Bayes Result Page 

 

This page is the result of the Naïve Bayes calculation process. Naïve Bayes result page display
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Fig. 5. Naïve Bayes Result Page Display Page

IV. CONCLUSIONS 

Based on the total motorcycle inventory and sales 

data for October 2021 - March 2022 used in this study 

using the K-means algorithm, it shows that the 8th 

iteration with the updated cluster center has not 

changed, so the iteration process is stopped.  So the 

number of clusters to be formed at this stage is two 

clusters of 37 total inventory and sales data. The 

clusters to be formed are C1, namely “Little Sold” and 

C2, namely “Much Sold”. Furthermore, the data that 

will be forwarded to continue the Naive Bayes 

classification is C2, namely “Sold a lot”. From the 

calculation results it can be seen that the highest 

probability value is in the many variable which is 

0.0607 so it can be concluded that the sales level is a 

lot. The results of the implementation of the data mining 

system application are proven to be able to classify 

sales. This is evidenced by the data on motorcycle 

inventory and sales that can classify motorcycle sales 

with the most sales. And the existence of this system is 

able to solve the problem of empty motorcycle 

availability when there is a request from the buyer. 
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Abstract— Arabic vocabulary recognition is an important 

aspect of learning at MTs Darun - Najah, a school that 

emphasizes on Islamic religious education. This research 

proposes the application of Convolutional Neural 

Network (CNN) and EfficientNet B7 to create learning 

media for Arabic vocabulary recognition for students. 

This method is implemented in the form of a web-based 

application. The built application offers an innovative 

approach in learning by utilizing deep learning. The 

results of several trials conducted showed that the 

application of Convolutional Neural Network (CNN) and 

EfficientNet B7 achieved 90% accuracy with an average 

precision of 94.6%, recall 94.6%, and f1-score 94.6%. 

Tests using User Acceptence Testing (UAT) have a 

success accuracy rate of 87.2% which proves that users 

can accept quite well. 

Index Terms— Convolutional Neural Network (CNN); 

EfficientNet B7; Arabic Vocabulary Recognition; Deep 

Learning. 

I. INTRODUCTION 

Language is a basic need for humans that enables 
the conveyance of ideas, thoughts, and ideas in oral and 
written form. Language has a very important role in 
human life because it facilitates effective 
communication between individuals. With language, 
humans can interact, share information, and build better 
social relationships [1]. In this world there are various 
kinds of languages, one of which is Arabic. Arabic has 
a special significance in Islam because it is the language 
of the Qur'an, the holy book of Muslims. Therefore, 
understanding Arabic is important for Muslims to 
understand and practice Islamic teachings, because 
much Islamic literature is written in Arabic [2]. 

Vocabulary is a collection of words in a language 
that is known and understood by humans. Vocabulary 
is an important part of language and communication 
skills, because with sufficient vocabulary, a person can 
more easily convey and understand messages in daily 
communication. In the context of foreign language 
learning, such as Arabic, vocabulary mastery is very 
influential on listening, speaking, reading and writing 
skills [3]. Therefore, understanding Arabic vocabulary 

is essential in learning this language, so that students 
can more easily understand the subject matter and 
communicate more effectively. 

MTs Darun - Najah is one of the Islamic schools 
that includes Arabic language in its learning 
curriculum. In this school, in addition to providing 
Arabic learning materials, students are also trained to 
speak the language. This aims to make students not only 
understand the theory of Arabic, but also be able to 
apply it in everyday life. However, there are challenges 
in teaching Arabic at MTs Darun - Najah, especially 
related to student interest. Many students experience 
difficulties in learning Arabic due to monotonous 
teaching methods, which can make students quickly get 
bored and pay less attention to the teacher when 
teaching [4]. 

Teacher creativity in delivering material is a key 

factor in maintaining student interest. Teachers who are 

able to create a fun and interactive learning atmosphere 

will be more successful in teaching Arabic. The use of 

interactive learning media can help the teaching-

learning process become more interesting and effective, 

so that students are more motivated to learn [5]. To 

overcome the challenges in learning Arabic at MTs 

Darun - Najah, technology development is a relevant 

solution. 

A website has been developed using Deep Learning 

technology, specifically Convolutional Neural Network 

(CNN), to recognise Arabic vocabulary. This 

technology allows the recognition and classification of 

Arabic vocabulary from various objects, so that it can 

help students in learning and understanding Arabic 

better. This research aims to develop a learning media 

system for Arabic vocabulary recognition and 

implement CNN model for Arabic vocabulary 

classification at MTs Darun - Najah. The benefits of this 

research include creating Arabic vocabulary learning 

media for MTs Darun - Najah and knowing the Arabic 

vocabulary of an object using the Convolutional Neural 

Network method. With this technology, it is hoped that 

the Arabic language teaching and learning process at 
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MTs Darun - Najah can be more effective and fun, and 

can improve students' ability to understand and use 

Arabic. 

II. THEORY 

A. Arabic Language 

Arabic has privileges over other languages, one of 

which is Arabic is an eternal language because Arabic 

is the language of the Qur'an which will last until the 

Last Day [6]. Arabic is a religious language, because 

Arabic is always used in various religious activities, 

such as prayer, sermons, weddings, and so on. In 

addition, Arabic is a unifying language for Muslims 

around the world, with the development of the times, 

Arabic is used as an international language. Arabic is 

also a pioneer of civilisation because Arabic was used 

internationally for 8 centuries, so many Arabic words 

are borrowed in Indonesian [7]. 

Arabic is one of the oldest and most famous 

languages in the world due to its large number of 

mufrodat (vocabulary), lafadz and their meanings and 

being one of the languages capable of understanding 

clear meanings. Arabic is also called lughotud dhot, 

which is a flowing language, whose scope is very broad 

and its explanation is clear [8]. Arabic is a Semitic 

language because Arabic has the same origins as other 

Semitic languages, such as Hebrew, Aramaic, and 

Akkadian. These Simitic languages are commonly 

found in the Middle East and North Africa. 

B. Vocabulary 

 Vocabulary is the main component before learning 
foreign languages [9]. In language, vocabulary refers to 
all the words that can be understood and used by 
speakers of a language that can be understood and used 
by speakers of a language. Vocabulary includes nouns, 
verbs, adjectives, adverbs, pronouns, and so on. 
Vocabulary also includes vocabulary variations such as 
formal and informal words, colloquial words and 
technical language words over terms.  

Vocabulary is a set that contains all the new words 

that a person will later use to construct a new sentence. 

The amount of vocabulary one has shows the level of 

education or learning one has mastered. One language 

expert named Horn said that vocabulary is a collection 

of words that can later form a language. A person can 

understand the four language skills if he has mastered 

vocabulary well [9]. Vocabulary is very important in 

language skills, because by understanding the right 

vocabulary, one can convey messages clearly and 

effectively. In addition, having a rich vocabulary can 

also help a person to understand readings and 

conversations more easily and quickly. 

C. Deep Learning 

Deep Learning is a branch of machine learning that 
adopts algorithms inspired by the structure of the 

human brain [10]. Deep Learning is used to solve various 
problems, such as face recognition, voice, and text 
analysis. Deep learning techniques have been applied in 
various fields, such as image recognition, voice, data 
analysis, video games, and robotics. Deep Learning, as 
a technique in machine learning, enables nonlinear 
information processing through multiple layers for 
pattern identification, feature extraction, and 
classification. This method enables computational 
models composed of many layers of processing that 
learn data from different levels of abstraction. Deep 
Learning algorithms include Stacked Autoencoders, 
Restricted Boltzmann Machine (RBM), Deep Belief 
Networks (DBN), and Convolutional Networks. 
Convolutional Neural Network (CNN) is a type of 
neural network in deep learning that is often used in 
computer applications. deep learning that is often used 
in computer vision applications such as image 
classification, object detection, and human face 
recognition. Compared with Artificial Neural Network 
(ANN) and Recurrent Neural Network (RNN), CNN is 
particularly used for image data processing by using 
kernel that extracts features through convolution 
operations [11]. 

 Deep Learning is a network that consists of several 

layers. These layers are a collection of nodes. A node 

is just a place where calculations occur. A node's input 

is combined with its weight, after which the input and 

weight are summed and the sum passes through a stage 

called the node's activation function, to determine how 

far the signal proceeds further through the network, 

affecting the final result. The difference between Deep 

Learning and neural networks is that there are more 

hidden layers in Deep Learning. If there are more than 

three layers (including input and output) then it 

qualifies as “deep” learning. So Deep Learning can be 

technically defined as machine learning that has more 

than one hidden layer [12]. 

 

D. Convolutional Neural Network 

CNN (Convolutional Neural Network) is a type of 
deep learning algorithm used to process data with a 
certain structure such as images, videos, and other 
spatial data. CNN works by gradually extracting 
features from images, starting from simple features 
such as lines and angles, to more complex features such 
as shapes, textures, and patterns. This is done by 
applying a series of convolution operations to the input 
data, followed by pooling and activation. 

 

Fig. 1 CNN 
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 CNN is simply an artificial neural network that uses 

a convolution multiplication matrix in its architecture. 

The convolution function in CNN is used for feature 

extraction, and this process will produce certain 

features that will be processed by a multilayer 

perceptron to produce an output from the input [13]. 

Convolutional Neural Networks (CNN) are deep 

neural network architectures that are highly effective 

in recognising visual patterns and are widely used in 

tasks such as image recognition and classification [14]. 

CNN has been used in various applications, such as 

face recognition, handwriting recognition, medical 

image classification, and object recognition in videos. 

CNNs are also used in other artificial intelligence 

applications, such as natural language processing and 

stock price prediction. CNNs became popular due to 

their ability to process high-dimensional and complex 

data, as well as the ability to automatically learn feature 

representations from input data.  CNNs continue to be 

developed and used in various fields, and are one of the 

leading technologies in artificial intelligence. 

 

E. Confusion Matrix 

Confusion matrix testing is one method to measure 

the performance of a classification model. Confusion 

matrix is used to evaluate the extent to which the model 

can classify data correctly. Confusion matrix consists of 

four main components, namely True Positive (TP), 

True Negative (TN), False Positive (FP), and False 

Negative (FN). These values are used to calculate the 

accuracy, precision, recall, and f1-score of a sentiment 

analysis model. 

 Accuracy, which is a value that shows the level of 

accuracy of the system in classifying correctly [15] : 

 

 
Fig. 2 Accuracy 

 

 Precision, which is the ratio of the amount of data 

that may be recognized with the amount of data that is 

recognized. The following is the precision calculation 

formula [15] : 

 

 
Fig. 3 Precision 

 

 Recall (Sensitivity), which is the ratio of the 

amount of data that may be recognized with the total 

all recognized data. Here is the formula recall 

calculation [15] : 

 

 
Fig. 4 Recall 

 

 The F1-score is a metric that assesses the overall 

performance of a model by computing the harmonic 

mean of precision and recall. It offers a balanced 

comparison between precision and recall [15] : 

 

 
Fig. 5 F1-Score 

 

F. User Acceptence Test 

 User Acceptance Test (UAT) testing is carried 

out by asking prospective users to test the use of 

application programs, after conducting an assessment 

trial through a questionnaire that has been provided [15]. 

User Acceptance Test (UAT) testing aims to ensure that 

the application that has been designed is able to fulfill 

the components in business documents and is 

acceptable to the user. This test focuses on software 

functionality and other technical details that will later 

be used by users. This test is carried out by distributing 

questionnaires to MTs Darun - Najah students and also 

interviews with Arabic language teachers at MTs Darun 

- Najah, this test is carried out to find out the response 

of users to the system that has been built, whether the 

system has overcome all the problems contained in the 

background of this research. 

III. METHOD 

 
 

Fig. 6 Agile [16] 

 
The research stages carried out in this study are 

agile methods. This agile method is designed to help 
developers work quickly by adjusting their needs [16]. 
Agile methods allow for customisation of needs and 
priorities throughout the development process. The 
team can quickly change plans and focus to adjust to the 
required changes [17]. Agile methods are an approach to 
software development that emphasises team 
collaboration, flexibility, continuous iteration, and 
rapid response to change. The approach focuses on 
delivering high-value products through short 
development cycles, often called sprints, which 
typically last 1-4 weeks. Key principles of Agile 
include interaction and collaboration between 
individuals, prioritisation of working software, active 
collaboration with customers, and the ability to respond 
to changing needs even in the late stages of 
development. 

A. Planning 

The first stage carried out is planning, which in this 

stage analyzes to find out and understand user needs for 

the software to be designed. Starting with conducting a 
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literature study to find references related to this 

research, namely by looking for previous journals on 

object recognition using the Convolutional Neural 

Network (CNN) method and also architectures that will 

later be tried. Thus, a comprehensive understanding of 

the framework that has been applied previously in 

similar studies can be obtained. Data and information 

collection methods in this study were also obtained by 

means of school surveys and interviews with Arabic 

language teachers at Mts Darun - Najah. This interview 

stage was conducted with the Arabic language teacher 

at Mts Darun - Najah. After conducting interviews with 

MTs Darun - Najah teachers, what is done at this stage 

is data collection. Data collection is done by taking 

images from various websites such as kaggle, pinterest, 

and google. also google. 

B. Implementation 

 

 
Fig. 7 Design System 

 

First, there is the "Materi" menu which contains 

several pictures and their Arabic explanations. Second, 

there is a "Quiz" menu that allows users to work on a 

series of questions that have been provided. Finally, 

there is an "Upload" menu that allows users to enter 

images and find out the Arabic language of the image. 

The existence of the three main menus is based on the 

concept of this application as a learning media. It is 

important that there is a two-way interaction between 

the user and the application, so that the user can obtain 

information about Arabic from an object and at the 

same time involve themselves in the learning process 

through various activities that have been provided. In 

the implementation process, researchers also create a 

website mockup design that will later be applied to the 

website created. Here is the website development that 

has been made. 

 

 

• Homepage 

    
Fig. 8 Homepage 

 

 When users first access the learning website, 

they are greeted with a Homepage designed to 

provide a clear introduction to the platform. 

 

• Menu Page 

  
Fig. 9 Menu Page 

 

 The Menu Page displays three main options 

that can be accessed by users of this website. 

 

• Select Material Page 

  
Fig. 10 Select Material Page 

 

 The user is given the freedom to choose which 

chapter the user wants to explore further. 

 

• Material Page 

  
Fig. 11 Material Page 

 

 On the Material Page there is a provision of 

images, and bilingual text, namely Arabic and 

Indonesian. 
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• Question Page 

  
Fig. 12 Question Page 

 

Each question provides three answer options 

that can be selected by the user. The system will 

automatically change the question after the user 

selects the correct answer. 

 
• Score Page 

  
Fig. 13 Score Page 

 

Once the user has completed the set of questions 

provided, the system will automatically display a 

Pop-Up containing the score corresponding to their 

work. In addition to getting a score, users can also 

see a list of questions that they answered 

incorrectly. 

 

• Upload Menu Page 

  
Fig. 14 Upload Menu Page 

 

 The Upload Menu view, which displays two 

menu options available to the user. The first is 

Material Upload, which serves as a repository for 

various materials relevant to the scanning process. 

The second is the Upload Menu itself, which is the 

main focus of using this feature. 

 

 

 

 

 

 

 

 

• Upload Material 

  

Fig. 15 Upload Material Page 

 

 In the Upload Material Menu, each object 

presented is accompanied by a picture describing 

the object, a text in Indonesian describing the object, 

and a translation of the text in Arabic. 

• Upload Page 

   
Fig. 16 Upload Page 

 

 
Fig. 17 Upload Page 

 

Users will upload an image to find out its 

Arabic equivalent. When the ‘Classification’ 

button is clicked, the website will display the 

Arabic translation. In this process, the CNN model 

with EfficientNet-B7 architecture will process the 

image uploaded by the user, using 70 epochs to 

produce optimal classification results. 

 

C. Testing 

 At this stage, after the website is successfully 

designed, website testing will be carried out using two 

methods, namely Confusion Matrix for measuring the 

performance of a model, this test shows how well the 

model classifies data into the correct class and which 

errors occur, the confusion matrix consists of four cells 

namely True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN) and User 

Acceptance Test (UAT) to users to find out whether the 

website that has been built can be accepted or not by 

users. 
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D. Documentation 

In agile methods, the documentation phase focuses 

on providing relevant and timely information 

throughout the development cycle. It starts with an 

application vision and roadmap that identifies the main 

features of this application. The main feature of the 

application built is the "Upload" feature which will 

allow users to know the Arabic language of the 

uploaded image. Documentation continued with the 

development of a product backlog containing user 

stories with descriptions, acceptance criteria, and 

priorities. Technical documentation such as code and 

comments are updated to support team understanding, 

and testing is documented to ensure quality. After the 

sprint, results and feedback are reviewed and recorded, 

and release notes and user guides are updated if there 

are significant changes. Continuous documentation 

ensures all information remains relevant and supports 

effective software development and maintenance. 

 

E. Deployment 

The deployment stage in agile involves a series of 

steps that ensure software can be released quickly and 

reliably after each sprint. The process starts with 

continuous integration, where newly developed code is 

routinely merged into the main repository and tested 

automatically. After that, automated builds produce a 

version of the software that is ready for further testing. 

Automated and manual testing is performed to ensure 

that the software is free of bugs and fulfils the 

acceptance criteria. When the build passes all tests, 

preparations for release are made, including compiling 

release notes and configuring the production 

environment. Finally, deployment is done 

automatically or semi-automatically to the production 

environment, followed by post-release monitoring to 

ensure everything is on track and address any issues 

that may arise. 

 

F. Maintenance 

 Maintenance allows developers to fix errors that 

occur in the system. This includes fixing errors, 

improving the implementation of system units, and 

upgrading and customizing the system as needed. 

IV. RESULT 

A. Model Development 

1) Resnet – 50 

 In the development of Resnet - 50, researchers 

have tried several scenarios, by playing with batch 

sizes of 32 and 64 with 6 epochs and with the 

dataset ratio of 80:20. In this experiment using 10 

data for manual testing. 

 

   
       Fig. 18 Accuracy 32                Fig. 19 Loss 32 

 

   
     Fig. 20 Accuracy 64                 Fig. 21 Loss 64 
 

TABLE I RESNET 50 
Batch Size Accuracy Manual Testing 

Batch Size 32 96% 9 true, 1 false 

Batch Size 64 98% 7 true, 3 false 

 

 According to scikit-learn.org and medium .com 

that in both experiments the models experienced 

overfitting and underfitting, so they did not perform 

well. 

 

2) Resnet – 18 

 In the development of Resnet - 18, researchers 

have tried the 10 epoch scenario with 32 batch sizes 

and with a dataset ratio of 80:20.  

 

  
    Fig. 22 Loss Resnet 18                Fig. 23 Accuracy Resnet 18 

 

 At the 10th epoch using a batch size of 32, the 

model achieved an accuracy of 98%. Although the 

accuracy achieved is quite good, the visualisation 

results of the model development graph show an 

unsatisfactory graphical picture. 

 

3) VGG – 16 

 In the development of VGG -16, researchers have 

tried several scenarios, namely by playing epochs 

of 15, and 20, with 32 batch sizes and with a dataset 

ratio of 80:20. In this experiment using 10 data for 

manual testing. 

   
  Fig.24 Loss 15             Fig. 25 Accuracy 15 
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  Fig. 26 Loss 20              Fig. 27 Accuracy 20  

 

       
     Fig. 28 Matrix 15              Fig. 29 Matrix 20 
 

 
TABLE II VGG - 16 

Epoch Accuracy Manual Testing 

Epoch 15 89% 9 true, 1 false 

Epoch 20 90% 10 true 

 

 According to the websites scikit-learn.org and 

medium.com both show good graphics as they 

display some important characteristics of an 

effective model training process. However, when 

the confusion matrix testing process is performed, 

both show that the model has a poor performance 

in classifying the data. This problem occurs 

because the model is not able to distinguish 

between different classes properly. Poor data 

quality, such as data that is not representative, has 

a lot of noise, or has wrong labels, can also lead to 

poor model performance. 

 

4) EfficientNet – B7 

 In the development of EfficientNetB7, 

researchers have tried several scenarios, namely by 

playing epochs of 50, 60, and 70, with 32 batch 

sizes. In this experiment using 10 data for manual 

testing. 

 

   
  Fig. 30 Loss 50         Fig. 31 Accuracy 50 

   
  Fig. 32 Loss 60         Fig. 33 Accuracy 60 

 

   
   Fig. 34 Accuracy 70             Fig. 35 Loss 70 
 

TABLE III EFFICIENT NET - B7 
Epoch Accuracy Manual Testing 

Epoch 50 86% 10 true 

Epoch 60 88% 10 true 

Epoch 70 90% 10 true 

 

 In all three experiments, according to scikit-

learn.org and medium.com, the graphs show a 

positive trend in the training process of the machine 

learning model, which means that they are able to 

provide a good enough model for this study. The 

consistency of improvement in both curves shows 

that the model does not experience overfitting, so 

the model has good predictive ability and is reliable 

for new data that has never been seen before. From 

the analysis that has been done, it can be concluded 

that EfficientNet B7 with epoch 70 and batch size 

32 can be used for this study. 

 

B. Testing 

1) Confussion Matrix 

After finding the optimal architecture, 

EfficientNet-B7, by running the training process for 

70 epochs, the test results showed excellent 

performance through the resulting confusion 

matrix. The confusion matrix indicates that this 

model has a high level of accuracy in classifying the 

test data. 

 

Fig. 36 Confussion Matrix 
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TABLE IV TP,FN,FP,TN 
Class TP FN FP TN 

 1095 2 3 68 الساعت

 1088 0 5 75 اسباحت

 1084 9 6 79 حديقت 

 1093 3  0 70 حداء

 1085 8 1 78 سور

 1087 3 4 76 قلم

 1090 6 7 73 قعاۃ 

 1075 1 4 88 كرتسلۃ

 1078 2 4 85 مسطرۃ 

 مَكْتبَ  

يْن  سِّ درَ ِّ  الم 

78 4 7 1085 

 1099 4 9 64 مصنع

 1094 2 0 69 ملبس 

 1088 5 2 75 ملعب 

 1106 3 8 57 مرحاض 

 1098 8 6 65 منضدۃ

 

In Tables the concepts of True Positive (TP), False 

Negative (FN), False Positive (FP), and True 

Negative (TN) are very important. True Positive 

occurs when the model correctly identifies positive 

examples, while False Negative occurs when the 

model fails to classify examples that are actually 

positive. Conversely, False Positive occurs when 

the model incorrectly identifies a negative example 

as positive, while True Negative occurs when the 

model correctly classifies a negative example as 

negative. In this test, the model successfully 

collected 1163 data from each class. One example 

is in class 1 which has a total of 71 data that has a 

TP value of 68, which means there are 3 data that 

fall into FN, namely data that has an actual value of 

positive (in class 1) but is predicted as another class 

or negative. Next is FP which has an actual value 

negative (other class) but is predicted as the class, in 

class 1 has 2 data from other classes that are 

predicted as class 1. In TN data with negative actual 

value or other classes other than 1 and predicted 

correctly according to the class is as much as 1095 

which is obtained from the total overall data minus 

the total TP data.  

 
TABLE V PRECISION, RECALL, F1-SCORE 

Avg Precision Avg Recall Avg F1-Score 

94.6% 94.6% 94.6% 

 

 From the calculations that have been done, the 

model shows good performance overall. The 

average precision of 94.6% indicates the model's 

ability to accurately predict the positive class, while 

the average recall of 94.6% indicates the model's 

ability to find all instances of the positive class. The 

average F1-Score value of 94.6% indicates a good 

balance between precision and recall. 

 

2) UAT 

UAT testing that researchers do is by distributing 

Google Form links to collect data from user 

responses. The questions on the Google Form link 

are about the functionality of the application that has 

been built.  

 
TABLE VI UAT 

P SS  

x 5 

S x 

4 

N 

x 3 

TS 

x 2 

SST x 

1 

A % 

1. 20 40 0 2 0 62/15 = 

4.1 

82% 

2. 30 32 3 0 0 65/15 = 

4.3 

86% 

3. 25 40 0 0 0 65/15 = 

4.3 

86% 

4. 25 40 0 0 0 65/15 = 

4.3 

86% 

5. 75 0 0 0 0 75/15 = 

4.6 

92% 

6. 75 0 0 0 0 75/15 = 

4.6 

92% 

7. 75 0 0 0 0 75/15 = 

4.6 

92% 

8. 20 40 3 0 0 63 / 15 

= 4.2 

84% 

9. 40 20 6 0 0 66/15 = 

4.4  

88% 

10. 25 36 3 0 0 64/15 = 

4.2 

84% 

 

In Table VI is the average result and percentage of each 

question, and it can be concluded that the average 

percentage is 87.2% which is obtained from the total 

percentage divided by the number of questions. 

V. CONCLUSIONS 

The system on the website has run well as evidenced 

by blackbox testing, UAT testing, testing on students, 

and has been validated directly by the Arabic teacher 

MTs Darun - Najah.  The system developed by 

implementing CNN and EfficientNetB7 for Arabic 

vocabulary recognition in MTs Darun - Najah students 

has an accuracy of 90% with an average precision of 

94.6%, an average recall of 94.6% and an average f1-

score of 94.6%. 
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Abstract— The increasing popularity of online shopping 

platforms is fueling the need for automated sentiment 

analysis for product reviews. This research aims to build 

an automatic sentiment analysis model in Indonesian for 

e-commerce product reviews. This model is expected to 

help consumers make purchasing decisions more quickly. 

We utilize the IndoBERT model, which has shown to be 

quite effective for general sentiment analysis, achieving 

an evaluation accuracy of 66.2% despite a high 

evaluation loss of 0.8006. The approach used combines 

Natural Language Processing (NLP) and Machine 

Learning (ML) techniques. It is hoped that this research 

will be useful for consumers, shop owners, and 

researchers in efficiently understanding the sentiment of 

e-commerce product reviews. 

Index Terms— E-Commerce, Sentiment Analysis, 

Product Reviews, IndoBERT. 

I. INTRODUCTION 

In this digital era, e-commerce has become an 

increasingly popular platform for online shopping, with 

marketplaces like Shopee in Indonesia offering users 

the convenience of conducting transactions online. 

Product reviews on e-commerce platforms such as 

Shopee serve as crucial sources of information for 

consumers to assist them in making purchasing 

decisions[1]. These reviews encompass a range of 

opinions, from positive to negative, and neutral 

sentiments, providing insights into the quality of a 

product and significantly impacting both consumers 

and producers. In today's business environment, 

customer satisfaction stands as a primary goal for 

companies, and customer reviews posted on social 

media can greatly influence the perceptions of potential 

customers. The increasing prevalence of sentiments and 

opinions on product review sites underscores the 

importance of having review data available for 

analyzing customer opinions [2]. 

Natural Language Processing (NLP) is a computer 

science field that focuses on the interaction between 

computers and human language. NLP techniques can be 

used to process and analyze text, such as tokenization, 

stemming, lemmatization, and text classification. 

Sentiment analysis is a technique used to identify and 

understand opinions or feelings contained within text 

[2]. In the context of e- commerce, sentiment analysis 

of product reviews can help various parties, such as 

helping consumers choose the right product by 

understanding other users' opinions and experiences 

with the product [3], assist store owners in 

understanding how their products are received by 

consumers, identify product deficiencies, and improve 

the quality of their products and services [4], also helps 

researchers in understanding trends and patterns in 

consumer opinions towards certain products [5]. 

Manual sentiment analysis of e-commerce product 

reviews takes a lot of time and effort, especially if the 

number of reviews is very large[6]. This is a challenge, 

especially for consumers who want to quickly find out 

the general sentiment towards a product. Therefore, an 

automatic sentiment analysis technique is needed that 

can process and analyze product reviews quickly and 

accurately.  

Machine learning (ML) is a sector of artificial 

intelligence dedicated to employing algorithms 

systematically to uncover the inherent connections 

within data and information [7]. For instance, ML 

systems can undergo training with automatic speech 

recognition systems (like iPhone's Siri) to transform 

acoustic data into a sequence of speech into a semantic 

framework represented by a string of words ML 

algorithms can be used to build sentiment analysis 

models that can predict the sentiment of a text. 

This research aims to develop an automatic sentiment 

analysis model for e-commerce product reviews in 

Indonesian. This model is expected to help consumers 

make purchasing decisions more quickly and easily. 

Product reviews play an important role for shop owners 

and buyers. For store owners, reviews provide direct 

feedback on the quality and performance of their 

products. By understanding what customers like or 

dislike, they can improve their products to meet market 

needs. Positive reviews also build customer trust and a 

store's reputation, while negative reviews provide an 

opportunity to respond quickly to any issues that 

may arise. For buyers, reviews provide valuable 
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guidance for making better purchasing decisions. They 

can learn about other people's experiences with the 

product before they decide to buy it. Reviews also 

provide validation of product claims and help buyers 

avoid waste by uncovering any problems or 

shortcomings they may encounter[8]. 

 

II. THEORY 

There are several studies that have carried out e- 
commerce sentiment analysis. First, in the paper 
entitled “Analisis Sentimen Review Hotel 
Menggunakan Metode Deep Learning BERT” by 
Chandradev, et al [9]. The research in this paper aims 
to analyze the sentiment of hotel reviews using the 
BERT deep learning method. The model used in this 
research is SmallBERT, which is a variant of BERT 
with a smaller size but still maintaining language 
processing capabilities. The use of the SmallBERT 
model in this research involved a fine-tuning process 
on a dataset of 515k hotel reviews. The sentiment 
analysis process begins by loading the model resulting 
from the fine-tuning that has been carried out 
previously. Next, the tokenization stage is carried out 
using the BERT Tokenizer to convert the review text 
into a number representation that matches the BERT 
vocabulary. After that, input packing is carried out to 
change the data structure into input that is in 
accordance with the BERT model. The model then 
performs sentiment classification with binary 
classification into negative and positive labels. The 
model achieves low loss values and high accuracy on 
training and validation data. The model does not suffer 
from overfitting or underfitting, indicating good ability 
in analyzing hotel review sentiment. The advantage of 
this research is the efficient use of the SmallBERT 
model in analyzing hotel review sentiment with high 
accuracy. In addition, the BERT deep learning 
approach makes it possible to capture relationships 
between words contextually, improving the model's 
performance on complex sequential tasks in natural 
language processing A shortcoming of this study may 
lie in the scale of the dataset used. The results of this 
research include achieving loss values and accuracy of 
the SmallBERT model on training and validation data, 
as well as visualization of sentiment comparison data 
using bar charts and pie charts. 

Further research is in the paper entitled “Implementasi 

Fine-Tuning BERT untuk Analisis Sentimen terhadap 

Review Aplikasi PUBG Mobile di Google Play Store” 

by Alex Sander Prasetya Braja, and Achmad 

Kodar[10]. In the research discussed in this paper, 

sentiment analysis was carried out on user reviews of 

the PUBG Mobile application on the Google Play 

Store. This research uses the BERT BASE 

Multilingual and IndoBERT BASE models. Both 

models are fine-tuned with predetermined 

hyperparameters. These models were trained using 

PyTorch and the transformers package from hugging 

face. The research results show that IndoBERT BASE 

obtained the best testing accuracy on batch size 32 of 

0.93519, while BERT BASE Multilingual obtained the 

best testing accuracy at 0.71149. Using a fine-tuning 

approach allows the model to learn from larger data in 

Indonesian, including formal language and slang. 

However, the drawback may lie in the unbalanced 

distribution of sentiment classes in TextBlob-based 

labeling data. 

The next research is regarding “Implementasi- 

Bert-Untuk-Analisis-Sentimen-Terhadap-Ulasan- 

Aplikasi-Flip-Berbahasa-Indonesia" [11]. This research 

aims to apply the Language-Based Transformer 

(BERT) model in analyzing the sentiment of user 

reviews of the Flip application in Indonesia. Through 

natural language processing (NLP) and tokenization 

techniques, user review data is analyzed using the 

BERT model to determine positive, negative or neutral 

sentiment. The research results show that the BERT 

model can be effective in analyzing sentiment, 

with the majority of reviews being positive, temporary 

Negative reviews provide input for application 

improvement. In this research, it can be seen that 

BERT implementation has the potential to increase 

understanding of user sentiment towards the Flip 

application and provide valuable insights for 

developers in improving service quality.  

The next paper entitled “Analisis Sentimen Pada 

Ulasan Aplikasi Tokopedia Menggunakan Klasifikasi 

Naïve Bayes” by Aurelia, et al[12]. The research 

discussed in this paper conducts sentiment analysis on 

user reviews of the Tokopedia application using the 

Naïve Bayes classification method. Data were 

collected from the Google Play Store and labeled as 

positive or negative based on user-provided scores. 

Subsequent processes involved data preprocessing, 

including the creation of a corpus from reviews and the 

formation of a sparse document-term matrix. The data 

were then split into training and testing sets for the 

classification process. The Naïve Bayes method was 

chosen as the classification model for its effectiveness 

in sentiment analysis, particularly in the context of text 

mining. This model can classify reviews as positive or 

negative based on the words they contain. The research 

achieved an accuracy rate of 82.97%, demonstrating 

success in classifying reviews. The advantage of Naïve 

Bayes lies in its ability to achieve high accuracy with a 

relatively small amount of training data. However, its 

drawback may lie in the naive assumption of feature 

independence, which may not always hold true in real-

world data. Out of 1819 analyzed reviews, 338 were 

classified as positive and 1481 as negative. For future 

research, it is suggested to conduct a deeper analysis of 

neutral reviews (with a score of 3) that were excluded 

in this study. Additionally, other classification methods 

could be considered to compare their effectiveness 

with Naïve Bayes. Thus, this research successfully 

implements the Naïve Bayes model for sentiment 

analysis of Tokopedia application reviews with a 

satisfactory level of accuracy. 
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The fifth paper is entitled “Analisis Sentimen 

AicoGPT (Generative Pre-trained Transformer) 

Menggunakan TF-IDF” by Rahayu, et al [13]. The aim 

of the study presented in this paper is to conduct 

sentiment analysis on the reviews of the AicoGPT 

application from the Google Play Store. The research 

method involves data collection of AicoGPT 

comments, data preprocessing, modeling using 

classification with Logistic Regression (LR) and 

Support Vector Machine (SVM) utilizing the TF-IDF 

technique, and evaluation of results using confusion 

matrix and ROC Curve. The models utilized in this 

research are Logistic Regression (LR) and Support 

Vector Machine (SVM) employing the TF-IDF 

technique. LR is utilized for data classification, while 

SVM is used to compare model performance. 

Evaluation results using ROC Curve indicate that the 

SVM model performs the best with an f1-score of 

73.34%. The strength of this study lies in the utilization 

of advanced methods such as TF-IDF and 

classification models which can provide valuable 

insights for AicoGPT application developers. 

However, its weakness may lie in the limitation of the 

dataset used and the classification model that does not 

encompass various possible sentiments that may arise 

in reviews. The findings of this research indicate that 

the SVM model outperforms LR in conducting 

sentiment analysis on AicoGPT application reviews. 

Thus, this study successfully achieves its goal of 

providing input for application developers and users. 

For future research, a more in-depth analysis of 

specific sentiment types, the utilization of more 

complex classification models, and the use of broader 

and more representative datasets to enhance the 

accuracy and generalization of sentiment analysis 

results could be considered. 

The last paper entitled “Analisis Sentimen pada 

Review Pengguna E-Commerce Menggunakan 

Algoritma Naïve Bayes” by Abdul, et al[14]. In this 

study, sentiment analysis was conducted on product 

reviews from Kinophonecell store on the Shopee e- 

commerce platform using the Naïve Bayes 

classification algorithm. The Naïve Bayes model was 

employed to predict the sentiment category of 

customer reviews towards the products, classifying the 

reviews as either positive or negative based on the 

available dataset. The results of the study indicate that 

the Naïve Bayes method yielded effective outcomes, 

with an accuracy of 99.5%, precision of 99.49%, and 

recall of 100%. Although the accuracy did not reach 

100%, these results are considered satisfactory for 

predicting product review sentiments. One advantage 

of this research is the utilization of the Naïve Bayes 

method, which is relatively easy to implement and 

provides good results in predicting product review 

sentiments. However, a limitation is the accuracy not 

reaching 100%, suggesting the need for improving the 

quality of the training data to enhance prediction 

accuracy. The study also revealed that positive 

sentiments outweighed negative sentiments, with a 

significantly larger number of positive sentiments 

compared to negative ones. The quantity of training 

data significantly influences the system's predictions, 

underscoring the importance of high-quality training 

data. For future research, it is recommended to enhance 

the quality of training data by increasing the dataset 

size and refining ambiguous sentiment labels. 

Additionally, employing alternative classification 

methods for comparison with Naïve Bayes results 

could be beneficial. Conducting deeper analyses on 

factors influencing product review sentiments and 

integrating sentiment analysis with other factors such 

as pricing, promotions, or service quality would 

provide a more comprehensive understanding. 

Based on the literature review, it was decided to use 

BERT due to its advantages in understanding the 

context and relationships between words in text, which 

is crucial for sentiment analysis. Previous studies, such 

as the research by Chandradev et al. that used 

SmallBERT for sentiment analysis of hotel reviews 

and demonstrated high accuracy without overfitting or 

underfitting, have proven the effectiveness of this 

model. Additionally, the research by Alex Sander 

Prasetya Braja and Achmad Kodar, which employed 

IndoBERT BASE for sentiment analysis of PUBG 

Mobile application reviews, also showed impressive 

results with a testing accuracy of 0.93519. Specifically, 

we will use IndoBERT because our dataset is in 

Indonesian, and this model has been optimized to 

understand the nuances and variations of the 

Indonesian language, including the use of formal and 

slang expressions. The use of IndoBERT is expected to 

improve the accuracy of sentiment predictions and 

provide deeper insights into e- commerce product 

reviews in the context of the Indonesian language. 

 

III. METHOD 

A. Data Preparation 

First, data was collected from Hugging Face 
Hub, a platform that provides open access to a 
variety of datasets and NLP models that can be used 
for a variety of tasks, including sentiment analysis. 
In this research, the review dataset used is from 
Sekar Mulyani [15] namely beauty products from 
Shopee taken from the Hugging Face Hub using the 
API or method provided by Hugging Face. 

 

Fig. 1. Initial Dataframe 
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Based on figure 1, the data used has 57.192 rows and 6 

columns, namely review column, 1 star column, 2star 

column and so on up to 5star column. In this column, if 

an item gets 1 star, then the 1star column will be true 

while the other stars will be false. 

 

Fig. 2. Dataframe used 

Figure 2 shows 2500 data points were randomly 
selected from the original dataset due to limitations in 
computational resources, such as processing power, 
memory, and time constraints. This random selection 
ensures that the subset remains unbiased and 
representative of the overall data distribution, 
capturing the essential characteristics and diversity of 
the original dataset. By working with a smaller, 
randomly chosen subset, the model can be trained more 
efficiently, allowing for faster iterations and testing of 
different parameters, while still maintaining the 
integrity of the data within the given resource 
limitations. 

Then identify and handle missing values. This activity 

is carried out to maintain data quality. If this is not done, 

missing values can result in deviations or distortions 

that may occur in the analysis results due to certain 

characteristics of the data used and errors in the analysis, 

as well as reducing the accuracy of the results. By 

identifying and handling missing values, the data 

becomes more complete and can provide more reliable 

analysis results. The missing values contained in the 

data used are all 0 so there is no need to clean them. 

 

Fig. 3 Data Labeling 

Entering data labeling as you can see at Figure 3, 
sentiment or ratings from product reviews are labeled 
based on a star scale given by users (for example: 1 star 
for negative sentiment, 3 stars for neutral sentiment, 
and 5 stars for positive sentiment). These labels are 
then used as a basis for training the sentiment analysis 
model. 

 

Fig. 3 Results reviews from the new sentiment 

 

has a total of 1066 reviews, positive (4 and 5 stars) 
which has 886, and neutral which has 548 reviews. 
Neutral sentiment has the least number of reviews 
because only 3 stars. We can see the graphics of resuls 
reviews from the new sentiment in figure 4. 

Each product review is divided into tokens or small 

units (usually words or sub-words) using a tokenizer, in 

this case, the tokenizer used is nltk Tokenizer. The 

tokenization process allows the text representation to be 

input that can be understood by the NLP model. 

Entering the data cleaning and data preparation 
stage, at the data cleaning and preparation stage, text 
cleaning is carried out which includes removing stop 
words and normalizing the text to improve the quality 
of the analysis. The stopwords used are a collection of 
common words in Indonesian that tend not to have 
important meaning in the context of text analysis, such 
as "and", "or", and the like. After removing stopwords, 
empty tokens are cleaned to ensure data cleanliness. 
However, there is a problem when some words that are 
actually irrelevant are still read. This is caused by the 
existence of abbreviations that are not affected by the 
stopword remover. 

 

Fig. 4 Second Cleaning Stage 

Figure 5 shows the second cleaning stage. 
Therefore, the second cleaning stage is carried out by 
excluding certain predetermined words, such as 'nya', 
'yang', 'ga', and others contained in the 
`exclude_words` list. This step aims to increase the 
accuracy of the analysis by eliminating words that are 
irrelevant and do not have significant meaning in the 
context of text analysis. 

After data preparation, visualization is used to 

understand the distribution of sentiment labels in the 

dataset. Graphs or plots can be used to display the 

number of reviews for each sentiment category 

(negative, neutral, positive), helping in visually 

understanding the distribution of the data. This data 
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preparation aims to prepare a product review dataset for 

sentiment analysis, including steps such as collection, 

cleaning, normalization, and proper data representation 

for effective sentiment analysis model training. 

 

B. Model Design 

 Once the data is ready, the IndoBERT model is 

configured to be used for training. This model is 

supplied with a tokenizer that has been pre-trained to 

optimally process text in Indonesian. The detailed 

model used in the code above is IndoBERT, which is a 

variant of the BERT model that has been pretrained for 

the Indonesian language. IndoBERT uses a 

Transformer architecture like BERT in general, but has 

been trained specifically for the Indonesian language. 

This model has parameters that have been pretrained on 

common natural language understanding (NLP) tasks 

such as mapping words into vector representations, so 

it can be used for various NLP tasks such as text 

classification. In the code above, the IndoBERT model 

is used to perform sentiment classification on the 

beauty product review dataset. 

 First, the text data consisting of reviews along with 

corresponding sentiment labels is split into training and 

validation parts using the `train_test_split` function 

from the scikit-learn library. This function randomly 

partitions the dataset into training and validation sets 

based on a specified ratio, ensuring that both sets 

represent the original data distribution. In this process, 

the data is typically split with an 80-20 ratio, where 

80% of the data is used for training and 20% is used for 

validation. This stratified split helps in maintaining the 

balance of sentiment labels across both subsets, which 

is crucial for training a model that generalizes well.  

Sentiment labels that are initially in text form 
("Negative", "Neutral", "Positive") are converted into 
a numeric format for model training purposes. This 
conversion is necessary because machine learning 
models typically require numerical input. For instance, 
labels might be encoded as 0 for "Negative", 1 for 
"Neutral", and 2 for "Positive". 

Next, the dataset is prepared by implementing the 
`ReviewDataset` class, which is a derivative of the 
`Dataset` class from PyTorch. This class is designed to 
load text and labels from the dataset and prepare them 
in a format that can be processed by the model. It 
includes tokenization using the BERT tokenizer, which 
converts text into a format that BERT can understand. 

For training techniques, this model is trained using 
a fine-tuning approach, where a model that has been 
pretrained on a general task is re-tuned on a specific 
task, namely sentiment classification. This training 
process was carried out using a GPU, with a batch size 
of 16 and carried out for 3 epochs. The batch size refers 
to the number of samples processed by the model in 
each training iteration, while an epoch represents one 

complete pass through the entire training dataset. A 
smaller batch size of 16 allows for more frequent 
updates to the model parameters. The number of 
epochs determines how many times the model will see 
the entire dataset during training, with 3 epochs being 
a common choice for fine-tuning. 

In addition, this training technique uses the 
AdamW optimization algorithm to optimize model 
parameters. AdamW is a variant of the Adam optimizer 
that includes weight decay, which helps in preventing 
overfitting. After the training process is complete, the 
model is evaluated using a validation dataset to 
measure the model's performance in performing 
sentiment classification. This evaluation provides 
insights into how well the model generalizes to unseen 
data and helps in tuning hyperparameters if 
necessary.The  training  process  starts  by  calling 
the `trainer.train()` function, which will train the model 
based on the provided data. During training, the model 
parameters are adjusted iteratively using the AdamW 
optimization method, which has been implemented in 
the Transformers library. GPUs are used to speed up 
the training process, enabling parallel computing to 
increase efficiency. 

The model training process in this context 
involves several key concepts: batch size, epoch, 
and iteration 

• Batch size: In deep learning, batch size refers 
to the number of data samples processed 
simultaneously in one iteration during model 
training. Determining the batch size 
influences how much data is fed into the 
model at each step of the iteration. Different 
batch sizes can affect the model's 
convergence speed, memory usage, and the 
stability of the training process. Selecting the 
appropriate batch size can significantly 
impact the performance and final outcomes of 
the developed deep learning model [16]. In 
this context, a batch size of 16 means that 16 
beauty product reviews are fed into the model 
simultaneously at each training step.. In this 
context, a batch size of 16 means that 16 
beauty product reviews are fed into the model 
simultaneously at each training step 

• Epoch: An epoch is a cycle of a machine 
learning algorithm during which the model 
learns from the entire training dataset, 
processed in mini-batches. In the context of 
using Convolutional Neural Networks (CNN) 
for classifying fashion and furniture, an epoch 
represents one iteration of learning for the 
machine. The more epochs used, the better the 
accuracy that can be achieved. However, 
there is a maximum accuracy limit that can be 
reached within the dataset. Using the 
appropriate number of epochs is crucial for 
achieving maximum accuracy in machine 
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learning [17]. In this case, the model views 
and learns all the beauty product reviews in 
the dataset 3 times (a predetermined number 
of epochs). 

• Iteration: Iteration is a process or method used 
repeatedly to solve a mathematical problem. 
In the context of numerical methods, iteration 
is employed to find the numerical solution of 
an equation or function by repeatedly 
approaching from initial points until the 
desired solution is approximated. In 
programming, iteration also refers to a 
specific characteristic of an algorithm or 
computer program where a series of 
algorithmic steps are performed repeatedly 
within a program loop to achieve a particular 
goal[18] 

Thus, the training process is carried out iteratively, 
where the model updates its knowledge about the data 
at each epoch. By the end of training, the model has 
better knowledge of how to classify beauty product 
review sentiment based on what it has learned from the 
training dataset. 

C. Model Traning 

TABLE I.  TRAINING PROCESS 

Running Time 

Num examples 2000 

Num Epochs 3 

Instantaneous batch size per device 16 

Total train batch size (w. Parallel, 

distributed & accumulation) 

16 

Gradient Accumulation 

Steps 
1 

Total Optimization Steps 375 

 

 Table 1 showed the training process of this model. 
In this context, there are 2000 review examples used to 
train the model, with a total of 3 epochs. Each epoch 
includes iterations through the entire training dataset. 
The instant batch size setting per device is 16, which 
indicates the number of data instances processed 
simultaneously at each iteration by the hardware used, 
such as the GPU. The total training batch size, 
including parallel processing, distribution, and 
accumulation, is also 16. The training process includes 
375 optimization steps, where the model is gradually 
fine-tuned to the training data to improve its ability to 
understand and predict sentiment from reviews. The 
results of this training are recorded in the training 
metrics, where the total training time is approximately 
531 seconds. The training sample rate is about 11,298 
examples per second, while the training steps per 
second is about 0.706 

 

IV. RESULTS AND ANALYSIS 

TABLE II.  TRAINING PROCESS 

METRIC VALUE 

Num examples 500 

Batch size 16 

Eval loss 0.8005783557891846 

Eval accuracy 0.662 

Eval runtime 15.9372 seconds 

Samples/s 31.373 

Steps/s 2.008 

Epoch 3.0 

 

 Table 2 shows the evaluation, model evaluation was 

carried out using 500 test data samples with a batch size 

of 16. The evaluation results showed that the loss 

evaluation value (eval_loss) was 0.8005783557891846, 

while the evaluation accuracy (eval_accuracy) was 

0.662. This means the model has an accuracy rate of 

66.2% in predicting sentiment from test data. However, 

a high loss evaluation value indicates that the model still 

has difficulty in fitting the test data well, which leads to 

performance degradation. 

 There are several factors that can cause high 

evaluation loss and low accuracy. One is the lack of 

data representation that covers sufficient variation of 

the target classes in the dataset, especially if there is an 

imbalance between the number of samples for each 

class. Additionally, a complex model may suffer from 

overfitting to the training data, meaning it may learn 

patterns that are too specific to the training data to 

generalize well to the test data. 

 To improve model performance, several steps can be 

taken. First, expand the dataset by increasing less 

representative examples or by using data augmentation 

techniques to create additional variation in the dataset. 

Second, re-tuning the model architecture or re- 

adjusting model parameters to reduce overfitting. 

Additionally, techniques such as regularization or 

dropout can also be used to prevent overfitting. 

Furthermore, the evaluation of model performance can 

also be improved by conducting further research related 

to the selection of more informative features or the use 

of more sophisticated natural language processing 

techniques. By combining these various strategies, it is 

hoped that the model's performance can be improved in 

predicting sentiment more accurately on a wider test 

dataset. 

Next, the model will be tested using a testing dataset. 

The model's performance on the test data will be 

evaluated through a confusion matrix to assess the 
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extent of the model's ability to accurately predict all 

sentiments on the test data. After obtaining the values 

from the confusion matrix, we can calculate accuracy, 

precision, recall, and F1-score. The calculation formula 

can be found in the following equation. 

 

 

Fig. 5 Confusion Matrix 

Figure 6 shows the confusion matrix, it can be seen 

that the model faces challenges in predicting data with 

neutral sentiment, but its performance is quite good for 

positive and negative sentiment. 

 Based on the results of the confusion matrix 

presented, it can be seen that the model has shown a 

relatively good level of effectiveness in conducting 

general sentiment analysis. From a total of 200 data 

samples evaluated, the model was able to accurately 

classify 169 cases of negative sentiment, 26 cases of 

neutral sentiment, and 145 cases of positive sentiment. 

Although there are several cases where the model 

misclassifies sentiment, especially in the classification 

between neutral and positive sentiment, the proportion 

of these errors is relatively small compared to the total 

sample evaluated. 

 

 

 The results of model evaluation on test data as you 

can see on figure 7 are shown in the table above. 

Precision measures how accurately the model is in 

identifying instances that actually fall within a 

particular class. In this case, for negative sentiment, a 

precision of 0.73 indicates that of all the instances 

predicted as negative by the model, 73% of them are 

actually negative sentiment. Recall measures how well 

the model captures all instances that actually belong to 

a particular class. With a recall of 0.76 for negative 

sentiment, this means the model managed to find 76% 

of all instances that were actually negative. F1-score is 

the harmonic average of precision and recall, providing 

an overall picture of the balance between precision and 

recall. For negative sentiment, an F1 - score of 0.75 

indicates a good balance between precision and recall. 

Next, support is the number of instances included in 

each class. Overall, the model achieved an accuracy of 

0.66, which is the percentage of instances correctly 

predicted from the entire test data. In terms of overall 

evaluation, the macro avg and weighted avg values are 

the average of the evaluation metrics for each class, by 

giving the same weight or based on the amount of 

support for each class. 

This evaluation provides an overview of the 
model's performance in predicting sentiment from 
test data, highlighting the model's strengths and 
weaknesses in classifying these sentiments. 
However, there are several notes that need to be 
noted. The significant difference in the number of 
cases misclassified between negative and positive 
sentiment suggests potential improvements in 
understanding certain linguistic nuances, such as 
slang or dialect, that may influence sentiment 
interpretation. The model may not be fully able to 
capture certain language variations used in the text, 
which can lead to errors in classification. 

When evaluating a model's accuracy in 
classifying positive, negative, and neutral 
sentiment, it is necessary to consider how the model 
responds to text variations and complex linguistic 
contexts. The trained model may be able to identify 
common patterns in sentences that indicate certain 
sentiments, such as emotional words or signs of 
satisfaction or dissatisfaction. For example, in a 
restaurant review, the model may be able to 
recognize words such as “good” or “bad” that 
strongly express positive or negative sentiment. 
However, the model may have difficulty 
understanding sentences that use irony or innuendo 
to convey a sentiment that actually contradicts the 
words used. 

For example, if a user writes, "Wow, the service at 
this restaurant was truly amazing," the model might 
directly interpret the word "amazing" as an indication 
of positive sentiment. However, in this context, the 
author actually uses the word ironically, because the 
service provided is actually bad. The model is unable 
to capture nuances of irony or sarcasm in text, and 
therefore, may produce inaccurate sentiment 
classifications. 

It is important to remember that a model's accuracy 
in classifying sentiment can be affected by various 
factors, including language and cultural variations in 
the text. Languages have many nuances, idioms, and 

Fig. 6 Test data model evaluation 
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unique ways of expressing sentiment, which may not 
always be easy for the model to interpret. Additionally, 
a model trained on a particular dataset may not be able 
to handle certain language or context variations well, 
thereby affecting its accuracy in classifying sentiment. 
Although the model can provide satisfactory results in 
sentiment classification tasks, there are limitations in 
its ability to understand and interpret certain linguistic 
nuances, such as irony or sarcasm. As a result, careful 
evaluation of context and language variations is 
important to understand the performance and 
limitations of models in identifying sentiment from 
text. 

Thus, although the model has demonstrated a 
satisfactory level of effectiveness in conducting 
sentiment analysis in general, it is recommended to 
make adjustments or improvements to the 
understanding of certain slang or dialect texts to 
increase its accuracy and reliability in analyzing 
sentiment in broader and diverse contexts. Careful 
evaluation of a confusion matrix like this provides 
valuable insight into model performance and helps in 
identifying areas that need improvement to improve the 
overall quality of sentiment analysis 

 

V. CONCLUSION 

The model evaluation results show that even 
though the model has undergone several epochs (3.0), 
there are still several problems that need attention. 
Evaluation shows that the evaluation loss value 
(eval_loss) is quite high, reaching 0.8006. This shows 
that the model still has a significant error rate in 
predicting sentiment on test data. However, the 
evaluation accuracy (eval_accuracy) of 0.662 shows 
that the model succeeded in correctly predicting around 
66.2% of the total examples in the test data. 

The limitations seen in this evaluation may be due 
to several factors. One of them is the complexity of the 
data used. Sentiment in texts is often difficult to predict 
due to variations in language, context, and writing 
style. In addition, the presence of certain slang or 
dialect words in the data can also complicate the 
sentiment classification process. To improve model 
performance, future research can consider expanding 
the training dataset by adding more diverse and 
representative data. More sophisticated text processing 
can also be applied to address variations in language 
and writing style. 

While there is still room for improvement, the 
model is still quite effective for general sentiment 
analysis. However, recommendations for adjustments 
to slang or dialect texts need to be considered so that 
the model can be more sensitive to variations in 
language. Thus, future research can lead to the 
development of more sophisticated models and be able 

to better overcome challenges in text sentiment 
analysis 
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Abstract— Prostate cancer is one of a deathly cancer 

worldwide. The higher incidence and mortality rate 

shows that it is an urgent call for all of us to fight against 

it in our own way. This study develops an artificial 

intelligence system to screening prostate cancer from 

normal patients in a specific race. Gene expression and 

its phenotype dataset was downloaded from 

xenabrowser.net. Data preprocessing and filtering based 

on a particular race, bioinformatics computational 

analysis to determine the features and machine learning 

algorithm such as decision tree and random forest are 

used to develop AI model. All the procedure and analysis 

was performed using python programming. The result 

show that only White and Black African American has a 

proper number of dataset while Asian and American 

Indian has a very lack dataset.  Differentially expression 

gene (DEG) analysis was performed to both White and 

Black African American cancer and normal dataset as a 

reference. 143 and 1 DEG are found in White and Black 

African American race respectively. 

ENSG00000225937.1 (PCA3) is identified as the highest 

up-regulated gene expression in cancer in both White and 

Black African American race. The results of DEG 

analysis then become features to develop Artificial 

Intelligence (AI) classification system. AI model was 

developed using decision tree and random forest with 

GriDSearch parameters optimization and stratified 10-

fold cross validation. Both Decision tree and random 

forest model yield 96% accuracy in training dataset and 

93% and 91% accuracy in testing dataset for decision 

tree and random forest, respectively 

Index Terms— Prostate cancer, Bioinformatics, 

Artificial Intelligence, Genomic. Machine Learning. 

I. INTRODUCTION 

Prostate cancer is one of deadly disease in a man. 
Based on cancer statistic 2024 estimated new cancer 
cases 299,010 and deaths 35,250 in United States [1]. 
However, the case of prostate cancer is also high in 
many others countries. Even though a clinical pathway 
that consist of diagnose, medical treatment and 
prognostic prediction of prostate cancer is already 
designed by world health organization (WHO) and 
health ministry in each country worldwide, the 
incidence and the mortality is still happened in high 

number of cases. Prostate cancer risk is 70% higher in 
black men compared to the white males [2]. Black men  

 

 

living in the United States having the highest risk at 
4.2% [3]. Unfortunately, the standard blood test used to 
screen the prostate cancer, the prostate specific antigen 
(PSA) test is considered to be in accurate [4]. PSA is 
failing to identify 8 of every 10 men aged under 60 who 
later have prostate cancer diagnosed. Therefore, it is 
really urgent need to do a research to create an accurate 
prostate cancer test.  

Genomic dataset has been used to predict, 
determine personal treatment and prognosis of a 
disease. Previously, bioinformatics study design was 
used to conduct genomic dataset analysis [5]–[8]. 
Currently, Deep learning and machine learning 
techniques has been integrated with bioinformatics 
research pipeline to explore the classification, treatment 
prediction and regression analysis  [9], [10]. Nowadays, 
the knowledge and technology of genomics, 
bioinformatics and AI are ready to be used in research 
and project. However, the research that integrated 
Genomic, bioinformatics and AI in Health sector is still 
lack. Therefore, this study will focus utilizing the 
genomic dataset of prostate cancer to build a 
classification model utilized bioinformatics and AI 
study design.  

The development of Genomic dataset, 

Bioinformatics software and tools, advance technology 

of Artificial Intelligence (AI) can be integrated to create 

a screening test for prostate cancer. Few studies start to 

explore a research utilizing genomic dataset, 

Bioinformatics and Artificial intelligence to develop an 

AI screening test for prostate cancer. Ramírez-Mena et 

al [11] utilizing 550 samples from TCGA to predict and 

identify prostate cancer tissue by gene expression with 

average sensitivity and specificity of 0.90 and 0.8 with 

AUC of 0.84. Moreover, Yousef et al [12] utilizing 

machine learning to classify prostate cancer or normal 

patients using gene - micro RNA (miRNA) pair dataset 

with the accuracy depends on gene – miRNA group. On 
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the group 10 with 1 miRNA and 122 genes achieved 

0.95 AUC score.  Another study by Kaplan and Ertunc 

[13] was also utilizing gene expression to diagnose 

prostate cancer that achieved 95.65% accuracy. 

However, none of those studies consider races as a 

unique variable in prostate cancer that affect black men 

incidence and death prostate cancer is higher than other 

races. 

This research addressed racial issue in developing 

AI system by integrating several AI algorithm and 

bioinformatics approach to screening prostate cancer 

using genomic dataset. This study use gene expression 

and phenotype dataset to separated races and select 

features for develop AI system using Bioinformatics 

approach performed differentially expressed gene 

(DEG) analysis that yields up-regulated and down-

regulated gene expression that can be used as features 

to develop AI system to classify cancer prostate or 

normal. Moreover, in the future this research design can 

be elaborated to predict the personal treatment and 

prognosis. In the future this study will be useful for the 

precision and personal medicine [14], [15]. 

II. METHOD 

The overall research flowchart for this study is 

depicted in figure 1. It shows the summary of step by 

step in conducting the research.  

 

 
 

Figure 1. Research flowchart for early detection of prostate 

cancer using genomic, bioinformatics and AI study design 

 

 

Data for this study were collected and downloaded 

from the TCGA project at https://xenabrowser.net/ on 

April 2024. The selected prostate study is by GDC 

TCGA using the code “PRAD”.  Two datasets were 

downloaded which were Phenotype and gene 

expression data. All downloaded datasets were saved 

locally. Data exploration, pre-processing, 

Bioinformatics computation and AI system 

development to classify prostate cancer and normal 

was performed using Python programming.   

A. Dataset Information 

The 551 datasets that were downloaded from the 

GDC TCGA Prostate Cancer (PRAD) on 

Xenabrowser.net at https://xenabrowser.net/ on April 

2024. This research downloaded HTSeq – Counts gene 

expression RNAseq and Phenotype dataset.  HTSeq – 

Counts gene expression RNAseq is a genome 

expression matrix dataset of patients. Moreover, 

Phenotype is clinical information related to the patients 

in HTSeq – Counts gene expression RNAseq dataset. 

Each patient has a unique TCGA ID.  

 

B. Data Exploration and preprocessing 

The dataset of HTSeq – Counts gene expression 

RNAseq were normalized. For data exploration and 

preprocessing, first, this study checks for missing value 

and outlier dataset. Second, matching TCGA ID 

between gene expression and phenotype dataset. Third, 

filtering the dataset based on cancer and normal. 

Moreover, filtering the data set in each cancer and 

normal dataset to a specific racial population. All the 

procedure in data exploration and preprocessing was 

conducted using Anaconda software and python 

programming. 

C. Bioinformatics computation Analysis  

This study utilized Bioinformatics methods for 

the features selection. Since the genome dataset consist 

of about 60,488 genes therefore this study will not use 

all the dataset. The differentially expression genes 

(DEG) dataset will be used for further analysis.  DEG 

computation was performed using pydeseq2 package 

in python programming. Pydeseq2 is a package that 

implemented the mathematic procedural of deseq2 

algorithm [16]. Commonly DEG calculation package 

is provided in R algorithm but we found the python 

version pydeseq2. Furthermore, DEG was performed 

for white and black race since another race like Asia is 

lack of the dataset. Top 3 up-regulated and down-

regulated genes from DEG computation will be 

utilized as features to develop AI system. 

D. Develop AI system to screening prostate cancer in 

a spesific race 

Decision tree and Random forest algorithm was used to 

build AI system. Since we have imbalanced dataset 

between the class or label dataset therefore this study 

uses stratified k-fold cross validation that split the data 

such that the proportions between classes are the same 

in each fold as they are in the whole dataset. Stratified 

sampling is used to overcome the imbalanced issue 

without losing any inputs [17]. First, the dataset is 

separated into train and validation dataset. Train dataset 

will be used to develop the model and the validation 

dataset is used to test the model. Second, this study 

builds the model using decision tree and random forest 

algorithms since three-based algorithms often perform 

well on imbalanced datasets. Third, to optimize the 

accuracy, GridSearch parameter optimization was 

https://xenabrowser.net/
https://xenabrowser.net/
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performed. Lastly, using the best parameter from 

GridSearch this study build the AI model utilized 

stratified 10-fold cross validation. All the analysis in 

developed AI model was performed in Anaconda and 

python programming. 

III. RESULTS AND DISCUSSIONS 

A total of 551 patients’ prostate cancer and normal 

was downloaded from xenabrowser.net. It consists of 

498, 52, 1 cancer, normal and metastatic patients, 

respectively. Then, for cancer and normal patients we 

separated it again based on racial information. This 

study mapped expression dataset TCGA ID with 

phenotype dataset TCGA ID to separate the dataset per 

race. After mapped the TCGA ID this study found a 

total of 482 cancer patients that consist of 1, 10, 52, 

406 patients for American Indian or Alaska native, 

Asian, Black or African and White race respectively. 

Moreover, there are 13 patients are not reported for the 

racial information. Furthermore, in normal population 

consist of 0, 0, 7, 44 for American Indian or Alaska 

native, Asian, Black or African and White race 

respectively and 1 patient is not reported for the racial 

information. It is shown that the number of genome 

expression dataset is still lack and still need further 

effort to make the data available especially for the 

normal dataset. For further analysis, to compute DEG, 

this study considers White and Black race. 

Furthermore, in developing the AI model this study 

only consider white race since the black race dataset is 

not proper for the AI model computation. 

To compute DEG using pydeseq2, this study 

combined dataset with labelled information cancer and 

normal of each white and black race population. In 

white population the total dataset for DEG computation 

is 450 patients with 60,488 unique gene ID using 

ensemble ID. Then we deleted gene with the sum of the 

expression dataset from all the patients less or equal to 

0. It yields only 57,412 genes.  Then, baseMean, 

Log2FoldChange and P-adjusted value was performed 

to analyze differentially expression genes between 

cancer and normal population. The same procedure was 

also performed for the black race population. With the 

threshold P-adjusted value < 0.05 this study found that 

there are 143 and 1 genes are differentially expressed in 

white and black race respectively. DEG in cancer 

population has two types: (1) up-regulated and (2) 

down-regulated. Up regulated gene means the 

expression of a particular gene is higher than normal 

patients and it can become the potential cause of disease 

include cancer [18], [19]. In the other hand down 

regulated gene means the expression of a particular 

gene lower than the expression in normal that can cause 

a disease include cancer as well [20], [21] .It is shown 

that less results found in the black race compare to the 

white race. It can be caused by the lack of dataset in 

black race population. Interestingly, the gene that was 

found in black race ENSG00000225937.1 (PCA3) is 

also found in the white race with significantly up 

regulation expression. For further analysis, this study 

only focus on the white race population since the 

dataset is still proper for the analysis. Figure 2 is the 

distribution of the white race population of cancer and 

normal patients. This study plots all the raw value of 

input dataset of gene expression. It shows that the 

separation between patient’s cancer and normal can be 

identified. However, the clustering is not well 

separated. Therefore, AI model for classification need 

to be developed. 

 

 
Figure 2. PCA analysis of dataset in white race cancer 

and normal population using gene expression value 

 

Top 3 up-regulated gene and down-regulated gene 

resulted from deseq2 algorithm for DEG analysis as 

shown in table 1 was selected as the features to develop 

machine learning model for a classification prediction.  
 

Table 1. Deseq2 computation results for white race 
Ensembl_ID 
(Gene symbol) 

baseMean Log2FoldC
hange 

P-adjusted 
value 

ENSG00000225937.1 

(PCA3) 

12.3 0.6 7.5964E-13 

ENSG00000242899.1 
(RPL7P16) 

11.2 0.4 1.0201E-06 

ENSG00000166743.8 

(ACSM1) 

10.7 0.4 9.4623E-06 

ENSG00000196878.11 

(LAMB3) 

10.6 -0.3 3.6607E-04 

ENSG00000244509.3 
(APOBEC3C) 

10 -0.3 1.1646E-04 

ENSG00000101443.16 

(WFDC2) 

10.2 -0.3 6.9417E-05 

 

Table 1 shows top 3 up-regulated and down-

regulated gene in white race prostate cancer compare 

to the normal population. Top 3 up-regulated gene are 

PCA3, RPL7P16 and ACSM1 while the top 3 down-

regulated genes are LAMB3, APOBEC3C and 

WFDC2.  

This study then evaluates whether those top-3 up-

regulated and down-regulated gene can be used to 

classify the cancer and normal patients in prostate 

cancer white race population using machine learning 

analysis. This study use decision tree and random 

forest classifier. And label information is cancer or 

normal. This study first developed the model using 
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decision tree and random forest classifier with 

stratified 10-fold cross validation without parameters 

optimization. Stratified 10-fold cross validation was 

selected since the dataset is imbalanced as shown in 

figure 3. 

 

 
Figure 3. bar plot showing imbalanced dataset 

 

Without GridSearch parameter optimization this study 

found the accuracy of the training model is 91.4% and 

93.9% for decision tree and random forest classification 

respectively. Furthermore, GridSearch parameter 

optimization was performed to increase the accuracy of 

the classification method of decision tree and random 

forest. For decision tree, this study optimized four 

parameters criterion, max_depth, max_leaf_nodes and 

splitter. As the results the best value for each parameter 

can be seen in table 2. Moreover, for the random forest 

classification classifier Parameter optimization was 

also performed for criterion, max_features, 

n_estimators and min_sample_split and the best value 

is depicted in table 3.  

Table 2. Best parameter optimization from GridSearch 

calculation for decision tree classifier 

Parameter Best value 

  

Criterion Entropy 

Max_depth 2 

Max_leaf_nodes 30 

Splitter Best 

 

 
Table 3. Best parameter optimization from GridSearch 

calculation for random forest classifier 

Parameter Best value 

  

Criterion Entropy 

Max_features Log2 

Min_samples_split 20 

N_estimators 100 

 

After parameter optimization was performed. The best 

parameters are used to build AI model using stratified 

10-fold cross validation in decision tree and random 

forest algorithm. In decision tree, this study found there 

is a slightly increase accuracy score using parameter 

optimization. The comparison before and after 

parameter optimization can be seen in table 4. 

Table 4. Comparison of evaluation results before and after 

parameter optimization for decision tree and random forest 

classifier 

Model evaluation 

parameter 

Before 

parameter 

optimization 

After 

parameter 

optimization  

   

Mean accuracy 

score of decision 

tree using 

stratified 10 fold 

cross validation 

0.91 0.96 

 

Mean accuracy 

score of random 

forest using 

stratified 10 fold 

cross validation 

 

0.94 

 

0.96 

 

Table 4 shows that the training model for decision 

tree and random forest returned a high accuracy and 

there is no significant different between decision tree 

and random forest in building the training dataset AI 

model.  

Test the model was performed using validation dataset. 

For decision tree for the test model evaluation is shown 

in table 5 and figure 4 

Table 5. Evaluation results from the test dataset of decision 

tree classifier 

Model evaluation 

type 

Score 

  

Accuracy 0.93 

Precision  0.96 

Recall 0.96 

F1 0.96 

 

 

 
Figure 4. Decision tree confusion matrix from test dataset 
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Moreover, to evaluate the test result in decision tree 

scenario, AUC analysis was also performed as shown 

in figure 5. 

 

 
Figure 5. Decision tree ROC curve from test dataset 

 

 Figure 5 shows that the AUC score achieved 0.84. 

it indicates that the algorithm performs pretty well in 

separating the cancer and normal dataset. 

This study was also test the model using random 

forest classifier and the model evaluation is depicted in 

table 6 and figure 6 

 
Table 6. Evaluation results from the test dataset of random 

forest classifier 

Model evaluation 

type 

Score 

  

Accuracy 0.91 

Precision  0.95 

Recall 0.95 

F1 0.95 

 

 

 
Figure 6. Random forest confusion matrix from test dataset 

 

AUC analysis was also performed for random 

forest evaluation model for test dataset as shown in 

figure 7. 

 

 
Figure 7. random forest ROC curve from test dataset 

 

 Figure 7 shows that the AUC score achieved 0.79. 

it indicates that score is slightly decreasing compare to 

the decision tree result. 

 It is shown that with the new dataset that come from 

the validation dataset the system still can predict in high 

accuracy 0.93 and 0.91 using decision tree and random 

forest algorithm classification classifier. It is shown that 

our developed model has a very strong dataset and 

algorithm that can be used as a tool to predict cancer or 

normal patients in prostate cancer. Through this study 

as well it is shown that gene expression dataset has a 

strong or powerful pattern to be used as a features for 

AI to diagnose a disease 

IV. CONCLUSION 

This research utilized prostate cancer genomic 

dataset to classify cancer or normal using 

bioinformatics and AI approach.  The results show that 

with top 3 up and down regulated genes in specific race 

are able to screening the prostate cancer from normal 

with higher accuracy score in training, testing and 

validation dataset. 

Through this study also we can understand that 

combining bioinformatics approach for feature 

filtering and selection is a powerful method in selecting 

the features for AI model development to predict a 

particular disease.  
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Abstract— The website has become one of the most widely 

used media to obtain information, conduct business, 

transfer data, and others.  The development and use of 

increasingly sophisticated websites also pose a threat to 

information security, called cybercrime. Website 

phishing is one type of cybercrime where the perpetrator 

creates a fake website that mimics the original one in 

order to steal sensitive user information. The Support 

Vector Machine (SVM) algorithm is one way that can be 

implemented in detecting phishing websites by classifying 

through checking website features. Selecting relevant 

features for SVM is important to generalize performance 

and computational efficiency. Thus, the use of Recursive 

Feature Elimination (RFE) feature selection is conducted 

to improve the performance of SVM (SVM-RFE). By 

eliminating irrelevant features, RFE contributes to the 

increasing accuracy rate for the SVM by 0.15% with an 

accuracy of 96.09%. In other experiment, the accuracy 

results of SVM-RFE significantly improved by 

approximately 15% to 20%. 

Index Terms— Feature Selection, Recursive Feature 

Elimination, Support Vector Machine, Website Phishing 

Detection. 

I. INTRODUCTION 

Behind the rapid development of information 
technology and the internet, there are threats that can 
harm users of this technology and internet which is 
commonly called cybercrime [1]. One of the 
cybercrimes that often occurs today is phishing. A 
phishing attack is a cybercrime that uses social 
engineering to deceive users and steal victims' 
information data, such as personal identity, important 
information related to finance, and others. Phishing 
attacks can be carried out in several ways, such as 
sending fake messages via email or social media 
platforms, as well as websites [2], [3], [4]. Users who 
are not aware of this attack will usually be asked to enter 
information or download files containing malware that 
can steal the personal data of the victim's device [5]. 

Website phishing itself is one of the main problems 
in website security. Phishers usually send Uniform 
Resource Locator (URL) to victims via email, SMS, 
and social media [6]. In the second quarter of 2023, the 

Anti-Phishing Working Group (APWG) noted that 
there were 1,286,208 phishing attacks and there were 
597,789 phishing website attacks detected. The losses 
resulting from these attacks are considerable, so 
improvements need to be made. 

A phishing website is a replica of a legitimate 
website. The entire phishing website is not built for 
phishing, but only a few pages that are specialized by 
the perpetrator to provide input or download, so that 
when data is sent, the data is sent to the attacker. There 
are several methods of cloning websites, which can be 
done by using special software or by creating manually 
[7].  The features used to detect phishing websites fall 
into three categories, namely URL-based features, 
content-based features, and external service features. 
URL-based features are features taken directly from the 
URL of the website, while content-based features refer 
to characteristics taken from the content of the web 
page. The content-based features analyze the items 
displayed on the website or contained within its HTML 
code to detect trends or abnormalities that could 
indicate a phishing attempt, such as hyperlink content 
and abnormal content. External service features are 
features obtained by querying third-party services or 
search engines, such as WHOIS, Alexa, Openpagerank, 
and Google [1]. 

Support Vector Machine (SVM) is one of the 

algorithms in machine learning. In SVM, each data item 

is mapped as a point in n-dimensional space and this 

algorithm builds a dividing line for the classification of 

two classes known as hyperplane [8]. Research 

conducted in [9] detects phishing websites using the 

SVM algorithm. The research uses six attributes of the 

URL, including Long URL, Dots, IP Address, SSL 

Connection, At (@) Symbol, and Dash (-) symbol 

which are used as the main features in SVM model 

training. Study in [10], uses Logistic Regression, k-

Nearest Neighbors, Decision Tree, Random Forest, 

SVM, and Gradient Boosting to detect phishing 

websites. The results show that the proposed SVM 

algorithm has the lowest performance. The use of 

kernels in SVM also cannot handle noisy data and 

overlapping target classes. Therefore, it can be 
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concluded that the SVM algorithm still dealing with 

high-dimensionality in the feature space [10]. Selecting 

relevant features for SVM classifiers improves 

generalization performance, computational efficiency, 

and feature interpretability [11], [12]. To address the 

issue of high-dimensional feature space, feature 

selection methods play a crucial role. 

Recursive Feature Elimination (RFE) is one of the 

feature selection methods that performs model selection 

based on the learnt model and classification accuracy.  

RFE sequentially removes unimportant features that 

can cause a decrease in classification accuracy so that 

after obtaining the best features, this technique rebuilds 

a new classification model.  The model is trained with 

the training dataset, feature weights that reflect the 

importance of each feature are obtained. The features 

that have been sorted by the highest weight, will be 

reclassified so that the use of the RFE method based on 

feature importance can be obtained [13]. This study 

aims to enhance the performance of SVM algorithm by 

utilizing RFE feature selection for detecting the web 

phishing. 

II. THEORY 

A. Recursive Feature Elimination 

Recursive Feature Elimination (RFE) is a wrapper 
method in feature selection.  It is a method that works 
by removing redundant and weak features whose 
removal affects the training error the least and keeping 
independent and strong features to improve the 
generalization performance of the model. RFE initially 
builds a model on the entire feature set and ranks the 
features based on their importance. After ranking, the 
lowest ranked feature is removed and the model is 
rebuilt and re-ranked for the most important feature 
[14]. Here are the steps in performing the RFE process, 
namely: 

1. Train the model using all features with 10-fold 
cross-validation. 

2. Calculate the mode performance to determine 
the value (accuracy, precision, and recall) 
Determine the confusion matrix to use 

3. Comparing features with the highest to lowest 
weights 

4. Discard the feature with the lowest weight 
5. Perform iterations to calculate the performance 

of the model until it is finalized: 
(a) Train and test the model on the most recent 

features 
(b) Recalculate model performance 
(c) Comparing the features with the highest to 

the lowest weights 
(d) Discard the feature with the lowest weight 

6. Use the selected optimal model 

B. Support Vector Machine 

Support Vector Machine (SVM) is one of the 

powerful algorithms in machine learning. In SVM, each 

data item is mapped as a point in an n-dimensional 

space and the algorithm constructs a dividing line for 

classification of two classes known as a hyperplane [8]. 

A hyperplane is a dividing line between classes by 

maximizing the margin between them. The margin is 

the distance between the hyperplane and the nearest 

point in n-dimensional space in each class. The SVM 

algorithm is included in the ensemble learning method. 

This is because the learning system of this model uses 

a hypothesis space in the form of functions from a high-

dimensional feature space. In this space, there are many 

boundaries that can be used to separate the classes, but 

there is only one boundary that maximizes the margin 

[15]. The kernel function plays a crucial role in SVM 

[16] by transforming the input data into a higher-

dimensional space where the data becomes linearly 

separable, including Linear, Radial Basic Function 

(RBF), and Polynomial kernel. 
Linear kernel is the simplest kernel, without using 

the gamma value (γ) as in (1). 𝑥𝑖 is the value of the 
training data, 𝑥𝑗 is the value of the test data, and 

𝑘(𝑥𝑖 . 𝑥𝑗) is the kernel value.  

𝑘(𝑥𝑖 . 𝑥𝑗) =  𝑥𝑖
𝑇𝑥𝑗    (1) 

RBF is a non-linear kernel, using the gamma value 
parameter (γ>0) as a determinant of the flexibility of 
this kernel, can be described by (2). This kernel is 
suitable for data that cannot be solved linearly with a 
high level of accuracy and precision [17].  

𝑘(𝑥𝑖 . 𝑥𝑗) =  𝑒𝑥𝑝 (−𝛾. ‖𝑥𝑖 . 𝑥𝑗‖
2

)  (2) 

Polynomial kernel is a non-linear kernel, using the 
parameter value of the gamma value (γ > 0) and the 
value of d as the coefficient of the penalty degree for 
flexibility as described in (3). 

𝑘(𝑥𝑖 . 𝑥𝑗) =  𝛾 (𝑥𝑖
𝑇 . 𝑥𝑗 + 𝑟)

𝑑
  (3) 

A large gamma value will also calculate training data 

that is far from the decision boundary but will cause a 

small accuracy value, and the value of C is a free 

parameter, the value of r is a bias, and the gamma and r 

parameters have a strong relationship [18]. 

III. METHOD 

The methodology of this study consists of several 

steps and is presented in this section. The following 

steps are described in detail: data collection, data 

preprocessing, and the proposed method. 

A. Data Collection 

The dataset used is a dataset from Mendeley data 

entitled Web page phishing detection from [1]. This 

dataset contains 11,430 data with 87 attributes. This 

data has been labelled as phishing and legitimate. All 

feature values used in this study are integer data types. 

Only the label is a string data type. Three feature 

categories included 56 URL-based features, 24 content-

based features, and 7 external service features. The 
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labels are equally distributed. Data is divided into 70% 

testing data and 30% training data.  

B. Data Preprocessing 

The preprocessing process is divided into three 

parts, namely data cleaning, standardization, and label 

encoding. The data cleaning process checks data errors, 

incorrect data types, duplicates, and empty data. If those 

exists, the data will be deleted. After data cleaning, the 

standardization process is carried out to handle outlier 

data so that it is still in a good scale distribution. 

Standardization improved model convergence and 

performance by ensuring features were scaled 

uniformly. Standardization using the Z-score method as 

in (4). 

𝑍 =  
𝑥−𝜇

𝜎
   (4) 

where 𝑥 is a value of data point, 𝜇 is mean of data 

points, and 𝜎 is the standard deviation of all data. Z-

score standardization transforms features to have a 

mean of 0 and a standard deviation of 1. This ensures 

all features contribute equally to the distance-based 

calculations, particularly for algorithms like SVM. 

Labels on imported datasets have a string data type. 

It is necessary to do a label encoding process to convert 

category label data into numeric label data since SVM 

model requires numeric labels to be able to train the 

model. The LabelEncoder class from scikit-learn is 

used to transform the status data (label) to change the 

value of legitimate website to 1 and phishing website to 

0. 

C. Proposed Method 

The process iterates the training process for each 

feature using SVM and RFE models. We use 10 cross-

validation and calculate the feature ranking based on the 

accuracy score. After the features are sorted, then 

remove the features that have the lowest weight. The 

iteration continues until the features reach convergence. 

Convergence is a condition when the selected features 

have found the most optimal optimization and the 

criteria have been met. In this study, the criteria are the 

number of features that have been determined.  

The SVM model uses parameters previously obtained 

through the gridsearchCV process. The data training 

process is carried out by checking convergence. 

Convergence in SVM refers to SVM training to achieve 

the most optimal solution or close to the optimal 

solution. If the convergence has not reached the optimal 

point, then the training iterates with different points and 

the point vector will be updated. However, if it has 

converged, then the accuracy of the hyperparameter 

will be checked. The prediction results will later be used 

for system evaluation and determine the performance of 

the RFE and SVM algorithms 

IV. RESULTS AND DISCUSSIONS 

In this section, the experiment results are described 

and analyzed. We also explain the model parameters 

used in RFE and SVM training, which then become the 

basis for tuning hyperparameters in the improved-SVM 

model using RFE, which in this article will be referred 

to as SVM-RFE.  

A. Experimental Setup 

The RFECV class of scikit-learn is used with 
parameters in it, namely, the estimator is SVM as a 
model, CV is cross validation worth 10, and the weight 
seen is accuracy. In SVM, the parameters used are C, 
gamma, and kernel. The values of C are 0.01, 0.1, 1. 
Gamma values are 0.01, 0.1, 1. Kernels used are linear, 
polynomial, and RBF. Hyperparameters like the 
penalty parameter C, kernel type, and kernel-specific 
parameters control the trade-off between model 
complexity and accuracy or how the decision boundary 
is shaped. The hyperparameters values are determined 
based on the previous studies. Training is carried out on 
the dataset used, and the results sought are the best 
accuracy of each parameter. 

B. Evaluation Measures 

Precision, recall, accuracy, and F1-score are used to 

evaluate the proposed model. Then the evaluation 

results are visualized using a heatmap, to see the 

number of correct and incorrect predictions from the 

test data using the improved SVM model with RFE. 

The metrics precision, recall, F1-score, and accuracy 

are calculated as in (5), (6), (7), and (8), respectively. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (6) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 × (𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (7) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
   (8) 
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C. Results 

The results of finding the best hyperparameters 

using gridsearchcv get results that are C = 1.0, gamma 

= 0.01, and kernel = 'RBF'. The accuracy of the SVM is 

0.96092.  

Fig. 1. Confusion matrix without RFE 
 

 

The evaluation results of the SVM model without 

RFE can be seen in Figure 1. There are 1662 data for 

true negative (TN), 69 for false negative (FN), 70 for 

false positive (FP), and 1628 true positive (TP) data. 

The evaluation results of the SVM model with RFE are 

shown in Figure 2. There are 1667 true negative data, 

69 false negative data, 65 false positive data, and 1628 

true positive data.  
 

 
Fig. 2. Confusion matrix with RFE 

 

TABLE I.  COMPARISONS OF SVM WITH AND WITHOUT RFE 

Method Precision Recall F1-score Accuracy 

Without 

RFE 

0.96 0.96 0.96 0.9594 

With 
RFE 

0.96 0.96 0.96 0.9609 

 

 In false positives, there is a difference in the 

number, namely RFE = 70 and without RFE = 65. In 

Table 1, the precision, recall, and F1-score values have 

the same results in RFE and without RFE, there is a 

difference in the accuracy value, namely with RFE 

96.09% and without RFE 95.94%. From the results of 

this analysis, it can be concluded that the use of RFE 

on the dataset used in this study has a good impact 

because it has increased accuracy by 0.15%. The 

significance of a 0.15% improvement in accuracy may 

appear insignificant on the surface, but it can have a 

significant real-world impact, particularly in critical 

applications such as phishing website detection. 

Phishing website detection systems are deployed on a 

huge scale, screening millions or billions of webpages 

each day. A 0.15% increase in accuracy means 

properly identifying thousands (or possibly more) of 

extra phishing websites every day, stopping multiple 

phishing attacks. 

TABLE II.  FEATURE SELECTION COMPARISONS WITH [1] 

Feature Selection Accuracy 

U + C 81.74% 

U + E 76.50% 

C + E 80.20% 

RFE 96.04% 

 

 To test the effectiveness of the proposed method, 

namely SVM-RFE, we also conducted a comparison 

with the research conducted by Abdelhakim 

Hannousse [1]. In [1], a combination of features was 

performed, with the following features: URL-based 

features (U in Table 2), content-based features (C), and 

external-based features (E). In Table 2, the accuracy 

results in this current study which uses RFE have 

significantly improved compared to previous studies 

with an increase in accuracy of approximately 15% to 

20%. 

 This paper also uses a different dataset to analyse 

the proposed SVM-RFE algorithm. In research 

conducted by Muhammad Hasan [9], the research used 

a different dataset taken from kaggle which has 32 

features, and 11,054 data samples. With the same 

division of training and testing data: 70% training data 

and 30% testing data. Study in [9] does not use any 

selection features and uses the full features in the 

dataset. The results obtained from the study are also not 

very good accuracy which is 56.05%. Experiments 

were also conducted for the dataset used in [9] by 

comparing with SVM-RFE. 

 The features selected and removed from the new 

dataset are nine features and the remaining 22 selected 

features used for classification. The SVM model was 

performed using gridsearchCV using a polynomial 

kernel, gamma of 0.1, and C of 1.0 which are the best 

parameters. SVM-RFE model obtained an accuracy of 
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95.23%, while [9] only obtained an accuracy result of 

56.05%. This result proves that RFE can provide a 

great improvement to the performance of SVM 

classification in detecting phishing websites.  

 

V. CONCLUSION 

Phishing websites are common and cause harm to 

ordinary people. SVM is one of the machine learning 

algorithms used to detect phishing websites. However, 

SVM has disadvantages if the data used has many 

features. Therefore, feature selection is used to remove 

irrelevant and redundant features. The use of RFE 

feature selection coupled with evaluation using 10 

cross-validation, makes feature elimination more 

accurate and better. The use of standardization is also 

important for the dataset used so that there is no outlier 

data so that the accuracy generated when predicting 

training data with the SVM algorithm becomes more 

accurate and higher.  

In this study, the prediction results have an accuracy 

of 96.09%. In experiments with different datasets with 

SVM algorithm and RFE feature selection, there is a 

significant improvement. Without RFE, different 

datasets only get 56.05% accuracy, while using RFE 

increases accuracy to 95.23%. Thus, from several trials 

conducted, it can be concluded that the use of feature 

selection Recursive Feature Elimination has a good 

impact in handling many features and helping the 

Support Vector Machine algorithm in optimizing 

accuracy for phishing website classification. RFE 

feature selection is very large due to the repetition of 

feature checking that is done, necessitating further 

research on techniques to improve computation 

complexity. 
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Abstract— Skin diseases are health problems that affect 

many individuals worldwide. Rapid and accurate 

diagnosis of skin diseases is essential for effective 

treatment. In an effort to improve diagnosis, information 

technology and artificial intelligence have taken on 

increasingly significant roles. This study focuses on the 

implementation of deep learning models for skin disease 

identification using CNN architectures EfficientNetB0, 

Xception and VGG16. The models were trained and 

tested on a dataset of 1800 images with 5 dermatitis 

classes and 1 normal class. Confusion matrices were used 

to assess the performance of the three deep learning 

models on the components of accuracy, recall, precision, 

and F1-score. The results of the deep learning model that 

can classify dermatitis skin diseases with a performance 

of more than 90% for each evaluation matrix are deep 

learning models utilizing EfficientNetB0 transfer 

learning with an accuracy of 93%. In contrast, the 

Xception model indicates overfitting with a training 

accuracy of 99.96% and a validation accuracy of 86.38%. 

The VGG16 model indicates underfitting with a training 

accuracy of 69.71% and a validation accuracy of 46.79%. 

Index Terms— Skin Disease Classification; CNN; 

Transfer Learning; EfficientNetB0; Xception; VGG16. 

I. INTRODUCTION 

The integumentary system serves as the exterior 
barrier that safeguards the human body against external 
environmental factors. The skin, being the outermost 
epithelial organ in the human body, is very vulnerable 
to diseases due to its direct exposure to the external 
environment, which harbors a significant amount of 
pollutants, germs, and viruses. Epidermal illness, often 
known as dermatosis, is a pathological disorder that 
impacts the human skin. These skin diseases can arise 
due to a multitude of circumstances, encompassing 
infections, allergies, autoimmune disorders, genetic 
predisposition, environmental influences, and other 
contributing variables. Contact dermatitis, actinic 
curatory, neoplasms, dermatophytosis, acne and 
granulomas are various skin diseases that surrender 
certain workers to almost 70-95% [1]. Dermatitis with 
a prevalence of 10% of cases in the world is an 
inflammation or skin disease that causes clinical 

abnormalities in the form of polymorphic collation and 
itching complaints [2]. Dermatitis, particularly contact 
dermatitis, constitutes a substantial proportion of 
dermatologist consultations, accounting for around 4-
7% of cases. The prevalence of hand dermatitis is high, 
with a reported incidence rate of 2% among the general 
population.  Indeed, a 20% prevalence rate of hand 
dermatitis is observed among women, occurring at least 
once during their lifetime.  Furthermore, the findings 
from the patch test indicated that 30% of children 
diagnosed with dermatitis exhibited possible 
allergens[3]. The data obtained shows a significant 
increase in dermatitis cases in Indonesia from year to 
year. In 2019, the percentage of dermatitis incidence 
reached 60.79%[4]. 

People without a medical background tend to ignore 
the early manifestations of skin diseases because of the 
difficulty in distinguishing one type of skin disease 
from another. The provision of information that is 
common on the internet is often inadequate in providing 
adequate guidance for patients trying to understand the 
condition of their skin disease. Even though this type of 
skin disease can be cured today, these diseases have 
indeed brought problems to the patient's life[5]. 
Indonesia's Health Profile 2022 shows that restrictions 
on community activities due to the COVID-19 
pandemic in 2022 have hampered efforts to detect early 
cases of skin diseases [6]. Proper identification of skin 
diseases is important in order to provide appropriate 
treatment. At this time, technological developments 
have taken a big role in the health sector, including the 
use of deep learning in classifying skin disease types 
based solely on images.  

Previous research comparing CNN, RFC, SVM and 
KNN algorithms resulted in the CNN algorithm having 
the highest accuracy of 97.89%, followed by RFC with 
87.43% accuracy, SVM with 78.61% accuracy and 
KNN with 76.96% accuracy[7], conducting research on 
the development of a CNN model in detecting kulti 
diseases without utilizing transfer learning resulting in 
an accuracy of 73%[8], research on large class 
classifications will cause the model to have many class 
options so that to correctly classify the class is 
smaller[9], comparing EfficientNet, ResNet, and VGG 
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in classifying skin diseases with the result that 
EfficientNet is the model with the best performance 
reaching an accuracy of 87.31%[10], using the transfer 
learning models ResNet50, Inception-V3, Inception-
ResNet, DenseNet, MobileNet, and Xception to classify 
skin diseases with Xception results showing the best 
accuracy at 97% followed by MobileNet (96%), 
Inception-ResNet (5%), Inception-V3 (95%), 
DenseNet (93%) and ResNet50 (87%)[11].  

Research reports that the accuracy of skin disease 
detection using image processing and CNN ranges from 
70% to 95% [12]. This study aims to identify skin 
diseases using a convolutional neural network 
algorithm by utilizing CNN architectures, namely 
EfficientNet, Xception and VGG16. This study will 
compare the performance of each CNN architecture 
using components in the confusion matrix so that it can 
provide the best performance architectural results. By 
incorporating deep learning technology, it is hoped that 
the results of this study can help in making more 
accurate and efficient identification of skin diseases, as 
well as making an important contribution to better 
diagnosis efforts and more efficient management of 
skin diseases overall 

II. METHOD 

The research method in this study consists of dataset 

collection, data pre-processing, CNN modeling, 

training, and performance evaluation. The flow of the 

research methodology can be seen in figure 1. 

 
Fig. 1. Research Methods 

A. Literature Studies 

The literature study stage includes a comprehensive 

review of relevant scientific literature obtained from 

websites, articles and journals with the science of skin 

disease classification. 

 

 

B. Dataset Collection  

At this stage, data collection from other sources was 

carried out, datasets of allergic contact dermatitis, 

atopic dermatitis, perioral dermatitis, seborrheic 

dermatitis, and neurodermatitis used from [13] and the 

normal class dataset used comes from[14].  

The dataset used has the format of Joint 

Photographic Experts Group (jpeg/jpg). This dataset 

consists of 1800 images with 300 images each for each 

class. Table I shows the distribution of datasets and 

classes that will be used in this study. 

 

Table 1. Dataset Distribution 

No Class Sum 

1 Allergic Contact 

Dermatitis 

300 

2 Atopic Dermatitis 300 

3 Seborrheic Dermatitis 300 

4 Dermatitis Perioral 300 

5 Neurodermatitis 300 

6 Normal 300 

C. Data Pre-processing  

In the processing process, several things will be 

done, including changing the size of the image, 

augmenting data, and distributing the dataset. The 

image resizing is carried out because the dataset has a 

different size, so the image size is changed before the 

process so that the data has the same size so that the 

model can receive appropriate input. In this study, the 

image size was changed to 224 x 224 pixels.  

 

 
Fig. 2 Data augmentation 

 

Data augmentation is a way to multiply the number 

of images[15]. Augmentation is a technique that aims 

to enhance the quantity and variety of training data by 

strategically applying specific alterations to pre-

existing data. To enhance the generalization of the 

model, several augmentations will be implemented. 

These include rotation with a maximum value of 0.7 

for both right and left rotation, flip right and left with 

a value of 0.5, flip up and down with a value of 0.5, 

zoom random with a value of 0.5, crop random with a 

value of 0.5, random brightness with a value of 0.5, 

and random contrast with a value of 0.5. 
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Fig. 3 Examples of images that have been augmented 

 

The process of distributing the training, validation, 

and test datasets involves a method designed to 

carefully divide the dataset into distinct segments for 

training, testing, and validation, while ensuring that 

the proportion of each class is consistently maintained 

across all sections. This approach is crucial for 

preserving the integrity and balance of the dataset, 

allowing the model to learn effectively from the 

training data and be accurately evaluated on the test 

and validation sets. In the context of this study, the 

dataset has been allocated in a manner where 80% of 

the data is used for training the model, 10% is reserved 

for testing its performance, and the remaining 10% is 

dedicated to validating the model's accuracy and 

generalization capabilities. This proportional 

distribution is intended to optimize the model's 

learning process and ensure robust and reliable 

results. 

D. Modelling CNN  

Following the pre-processing of the dataset, the 

subsequent step involves the development of a high-

performance deep learning model. The modeling 

procedure involves conducting multiple experimental 

iterations using various hyperparameters in order to 

identify the model that yields the highest level of 

accuracy. By iteratively optimizing accuracy through 

trial and error to identify the hyperparameters that yield 

optimal outcomes.  

Figure 4 illustrates the CNN architecture 

employed in the present investigation. The employed 

architectural design has five distinct layers, 

specifically the layer base model, batch normalizing 

step, dense layer, dropout layer, and fully linked layer.  

 
Fig. 4 Applied CNN architecture 

 

The hyperparameters used in this study are shown 

in table II. EfficientNetB0, VGG16 and Xception were 

chosen as CNN architectures for detecting dermatitis 

skin disease classes. The performance of the three 

architectures will be compared to find the best 

architecture. The data is split into 80% for training, 

10% for validation, and 10% for testing. With a batch 

size of 64, this means that if there are 4800 training 

samples, the CNN algorithm will take 64 data samples 

from the total 4800 available. These samples will then 

be trained by the neural network until complete, after 

which it will take the next 64 samples, continuing this 

process until all data is processed. While 5 layers 

means the architecture consists of 5 layers that have 

been explained in figure 4.1. Epoch 25 means the 

training process is carried out as many as 25 iterations 

or repetitions which are then applied earlystopping 

callbacks that can stop training if according to the 

defined metrics, then there is adamax optimizer which 

is used to iteratively improve weights based on training 

data, and the use of learning rate of 0.001 where the 

smaller the learning rate, the model will learn the 

training data in more detail, the learning rate also 

applies reduce_lr callbacks which will reduce the 

learning rate if the defined metrics are met. 

 

Table 2. Hyperparameters 

No Hyperparameter 

1 CNN Architecture EfficientNetB0, 

Xception, VGG16 

2 Batch Size 64 

3 Epoch 25 

4 Optimizer Adamax 

5 Learning rate 0.001 

E. Training  

At this stage, the training stage is carried out with 

the dataset owned on the selected architecture. The 

training process is used using training data and 

updating the model using optimization algorithms. In 

the training model, callbacks such as 
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'ReduceLROnPlateau', 'ModelCheckpoint' and 

'EarlyStopping' are applied which are used to 

maximize the model training process. 

ReduceLROnPlateau is used to reduce the learning rate 

when the monitored metric, namely 'val_loss', does not 

improve. ModelCheckpoint is used to store the best 

model based on the best 'val_accuracy' metric or 

validation accuracy, ensuring the most optimal model 

is not lost during training. EarlyStopping is used to stop 

training or training if the monitored metric 

'val_accuracy' stops increasing, this aims to prevent 

overfitting and save computing resources. By 

implementing these callbacks, the training process will 

become more efficient and adaptive to validation 

performance. 

 

 
Fig. 5 Application of callbacks in model training 

F. Evaluation  

This study will analyze the work of the classification 

model by using the confusiation matrix as the core 

evaluation instrument. The confusion matrix is an 

evaluation tool that provides a detailed overview of the 

performance of a classification model that shows how 

correct a model is in grouping data [16]. The confusion 

matrix is shown in table 3. 

 

Table 3 Confusion Matrix 

Data 

Classes 

Predicted Positive Predicted Negative 

Actual 

Positive 

True Positive (TP) False Negative (FN) 

Actual 

negative 

False Positive (FP) True Negative (TN) 

 

True Positive (TP) indicates a correct prediction 

when the model accurately classifies data as positive, 

and the data is actually positive. True Negative (TN) 

represents a correct prediction when the model 

correctly identifies data as negative, and the data is 

indeed negative. On the other hand, False Positive (FP) 

occurs when the model incorrectly classifies negative 

data as positive, while False Negative (FN) happens 

when the model incorrectly labels positive data as 

negative. These components of the confusion matrix 

are essential for calculating key metrics such as 

accuracy, precision, recall, and F1-Score, which are 

used to assess and compare the performance of the 

model.  

 

 

 

Equation (1) shows the formula for calculating 

accuracy.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

Equation (2) shows the precision calculation 

formula.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃 
 (2) 

Equation (3) shows the recall calculation formula.  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁 
 (3) 

Equation (4) shows the formula for calculating the F1-

score.  

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 
  (4) 

III. RESULTS AND DISCUSSIONS 

In this section, it will be explained in detail how the 

results have been obtained, starting from the results of 

model training, and the results of the confusion matrix 

test. Table 4 shows the results of the training process of 

each archivist. 

Table 4 Model Training Results 

No Architecture Acc Val 

Acc 

Loss Val 

Loss 

1 EfficientNetB0 0.99 0.93 0.03 0.24 

2 Xception 0.99 0.86 0.54 0.84 

3 VGG16 0.69 0.46 0.86 1.31 

  

EfficietNetB0 performs very well in testing and 

training. With a validation accuracy of 0.9987 and a 

training accuracy of 0.9343, this model shows that it 

can effectively learn patterns from training data and 

generalize them to new data (data validation). 

Xception shows signs of overfitting. Given the very 

high validation accuracy (0.9996) and lower training 

accuracy (0.8638), it seems that this model may be 

overly dependent on the training set and unsuitable for 

generalization. The much larger loss value in the 

validation data (0.8412) compared to the training data 

(0.5400) further supports this. 

VGG16 shows overfitting and gives substandard 

results. The model's poor training accuracy (0.4679) 

and low validation accuracy (0.6971) indicate that the 

model has difficulty generalizing previously unknown 

data and learning patterns from the training set. It can 

be seen from the high loss value in the validation data 

(1.3071) and training data (0.8697) that this model is 

not able to maximize learning. 
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Macro averages consider precision, recall, and F1-

score for each class individually, without applying any 

weights based on the class distribution. On the other 

hand, the weighted average also takes into account 

precision, recall, and F1-score for each class but 

incorporates weights that correspond to the size or 

importance of each class. This means that in a weighted 

average, classes with more samples or higher relevance 

have a greater influence on the overall metric.[17]. 

Table 5 presents the confusion matrix outcomes derived 

from the calculations of three models.  

 

 

Table 5 Confusion matrix calculation results 

 

 
Fig. 6 EfficientNetB0 confusion matrix results 

 

Figure 6 show the confusion matrix of 

EfficientNetB0 model. EfficientNetB0 model 

performs very well in both testing and training. This 

model is not overfitting, as evidenced by the low loss 

values on training and validation data. The precision, 

recall, and F1-Score values for Macro Average are 

0.93, 0.93, and 0.92 respectively, then for the 

precision, recall, and F1-Score values for Weighted 

Average are 0.93, 0.93, and 0.92 respectively, which 

are consistently the same between the two. This 

approach not only concentrates on the majority class 

but also effectively manages the minority class, as seen 

from the high macro and weighted average 

performance that is constant across all classes. This 

shows that the model is reliable and has strong 

generalization across various types of data in the 

dataset.  

 
Fig. 7 Xception confusion matrix results 

 

Figure 7 show the confusion matrix of Xception 

model. The Xception model shows signs of overfitting. 

The macro average values for precision, recall and F1-

score are 0.84, 0.84, and 0.83 respectively and the 

precision, recall and f1-score values for the weighted 

average are 0.84, 0.85, and 0.84.  

The decrease in the weighted average and macro 

values indicates that the performance of this model is 

not evenly distributed across all classes. The reason 

why the performance of this model is inconsistent 

across datasets may be that this model over-learns the 

majority class and ignores the minority class. 

No Architecture Acc 

Macro Avg Weighted Avg 

Precision Recall F1-score Precision Recall F1-Score 

1 EfficientNetB0 0.93 0.93 0.93 0.92 0.93 0.93 0.92 

2 Xception 0.86 0.84 0.84 0.83 0.84 0.85 0.84 

3 VGG16 0.46 0.62 0.49 0.47 0.49 0.47 0.47 
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Fig. 8 VGG16 confusion matrix results 

 

Figure 8 show the confusion matrix of VGG16 

model. The VGG16 model shows overfitting and 

produces subpar results. The precision, recall, and F1-

score values for the macro average are 0.62, 0.49, and 

0.47, respectively, which are lower than the weighted 

average values of 0.49, 0.47, and 0.47, respectively. 

The very low weighted average and macro values 

indicate that the model's performance is not balanced 

across all classes and cannot manage classes that are in 

the majority or not. 

IV. CONCLUSION 

Based on the findings from the study on the 

implementation of Deep Learning models for skin 

disease identification using Convolutional Neural 

Networks (CNNs), it can be concluded that the process 

involves several key stages. These stages include data 

collection, image pre-processing, integrating transfer 

learning models, batch normalization, adding dense 

layers, incorporating dropout layers, and final dense 

layers. The study applied three transfer learning 

models—EfficientNetB0, Xception, and VGG16—

utilizing 1800 images, which were augmented to 

expand the training dataset. 

The performance of the skin disease classification 

model was evaluated using a confusion matrix, where 

the True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN) values played a 

crucial role in calculating metrics such as recall, 

precision, and F1-Score. These metrics were essential 

in determining the model's accuracy. Among the 

various experiments conducted (A to C), the best result 

was achieved in experiment A using the 

EfficientNetB0 model, which obtained a training 

accuracy of 93%. Validation using the confusion 

matrix confirmed this performance, yielding an 

accuracy of 93%, precision of 93%, recall of 93%, and 

an F1-Score of 92%. 

For further development, it is imperative to conduct 

research employing diverse transfer learning 

architectures. Additionally, expanding the dataset size 

to encompass a higher number of instances can yield 

improved accuracy outcomes. Furthermore, the 

utilization of convolutional neural network (CNN) 

architectures with varying hyperparameters can 

effectively mitigate the issues of overfitting and 

underfitting 
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Abstract— Corrosion is a severe problem in various 

industries, leading to increased production costs, 

maintenance, and decreased equipment efficiency. Using 

organic compounds as corrosion inhibitors has become 

an increasingly desirable solution due to their 

effectiveness and environmental friendliness. This study 

compares the performance of two machine learning 

algorithms, Multilinear Regression (MLR) and AdaBoost 

Regression (ABR), in predicting the corrosion inhibition 

efficiency (CIE) of pyridazine-derived compounds. The 

dataset consists of molecular properties as independent 

variables and CIE values as targets. A k-fold cross-

validation using the k=10 process was used to measure 

the model's performance, where the dataset was divided 

into equal subsets. Each iteration uses one subset as 

validation data and the other as training data. Results 

show that the AdaBoost Regression model achieves 

higher accuracy (99%) than Multilinear Regression 

(98%) in predicting CIE. Important feature analysis 

showed that Total Energy (TE) and Dipole Moment (µ) 

were the most influential variables in the ABR model, 

highlighting their important role in inhibitor 

effectiveness. Model evaluation was performed with R2 

and RMSE metrics, where nonlinear models such as ABR 

were shown to be superior in predicting corrosion 

inhibition efficiency. These findings support using 

nonlinear methods to improve the effectiveness of 

protecting industrial equipment from corrosion. 

Index Terms— Pyridazine; Corrosion inhibitors; 

AdaBoost Regression; Multilinear Regression; Corrosion 

inhibition efficiency. 

I. INTRODUCTION 

Corrosion is a significant phenomenon in industry 
that can result in large economic losses, increased 
production costs, and decreased efficiency and 
equipment life [1]. The main corrosion causes include 
air humidity, metal contamination with acidic 
compounds, sulfur, and other corrosive gases. 
According to the definition of the International Union 
of Pure and Applied Chemistry (IUPAC), corrosion is 
a natural process that occurs in materials such as metals, 
ceramics, and polymers [2]. In this process, the material 

reacts with its surrounding environment, resulting in the 
degradation or deterioration of the material. Significant 
impacts of corrosion include increased maintenance 
costs, decreased equipment efficiency, and losses in 
production [1],[3]. 

  To address the problem of corrosion, the use of 
corrosion inhibitors has become a major focus to reduce 
its adverse effects [4]. To tackle corrosion problems, 
much recent research has led to the use of corrosion 
inhibitors made from organic compounds for industrial 
metals [5]. These compounds are chosen because they 
are considered environmentally friendly, cost-effective, 
and effective in preventing corrosion [6]. These organic 
compounds can create a molecular layer that effectively 
protects metal surfaces from direct attack by corrosive 
substances, which is one of the main reasons for their 
use [7]. 

  Pyridazine-derived compounds attract attention 
because they have diverse molecular structures, 
including functional groups such as sulfur, nitrogen, 
and oxygen that affect the adsorption ability of 
inhibitors on steel surfaces [3]. These compounds have 
been widely studied in the context of corrosion 
inhibition through various experimental methods such 
as gravimetry, potentiodynamic, and impedance 
spectroscopy [8]. 

  Although experimental research provides valuable 
insights, it often requires significant time, cost, and 
resources [9]. As an alternative, Machine Learning 
(ML) approaches are becoming increasingly popular 
for evaluating corrosion inhibitor compounds [10]. ML 
facilitates the development of predictive models based 
on quantitative relationships between molecular 
structures and their properties and activities [11], [12]. 
Predictive models that have been developed allow 
prediction of the level of corrosion inhibition 
effectiveness of pyridazine-derived compounds [3]. 

Multilinear Regression (MLR) is a popular method 
in regression analysis that is effective for describing the 
linear relationship between input (X) and output (Y) 

mailto:1yudha.myn@gmail.com


 

 

 

 

136 Ultimatics : Jurnal Teknik Informatika, Vol. 16, No. 2 | December 2024 

 

ISSN 2085-4552 

variables [13]. MLR works by determining the best line 
that represents the relationship between variables X and 
Y [14]. The main advantage of MLR is its ease of 
interpretation, which helps us understand the significant 
influence of input variables on output variables [3]. 

Adaptive Boosting Regression (ABR) often 
referred to as AdaBoost, is an ensemble learning 
method that improves model performance by 
combining several weak models into one strong model 
[1], [15]. ABR works by giving weight to each model 
used, where models that have low performance will be 
given a higher weight to be improved in the next 
iteration [16]. The advantage of ABR is its ability to 
handle overfitting and improve prediction accuracy 
with different model combinations [17], [15]. 

Many studies on the effectiveness of pyridazine 

compounds as corrosion inhibitors have utilized 

experimental methods, including gravimetry, 

potentiodynamics, and impedance spectroscopy [8], 

[18]. However, these experimental methods often 

require a lot of cost, time, and resources [19], [20]. As 

a solution, Machine Learning (ML) approaches offer a 

more efficient way of evaluating corrosion inhibitor 

performance. Using ML, it is possible to predict the 

effectiveness of inhibitors by identifying quantitative 

relationships between a compound's structure and its 

molecular properties [21], [14], [22]. Research by  [14] 

shows that the artificial neural network (ANN) model 

has better performance than multilinear regression 

(MLR), with RMSE, MSE, and MAPE values of 

111.5910, 10.5637, and 10.2362, respectively. Another 

study by Haikal et al. showed that the Decision Tree 

Regression (DTR) model is more effective than MLR, 

with R², MAE, and RMSE values of 0.908, 2.059, and 

2.704, respectively [3]. 

However, our model achieved even lower error 
metrics in this study, making it more accurate and 
effective. Specifically, our model reached R2, MSE, 
RMSE, and MAE values of 0.990, 0.004, 0.057, and 
0.040, respectively, significantly outperforming the 
results from [14] and [3]. This improvement in model 
accuracy indicates the effectiveness of our approach in 
predicting the corrosion inhibition efficiency of 
pyridazine-derived compounds, highlighting the 
potential of more refined ML models in this field [23]. 
Therefore, this study aims to assess and compare the 
performance of Multilinear Regression (MLR) and 
AdaBoost Regression (ABR) models in forecasting the 
corrosion inhibition efficiency of pyridazine-derived 
compounds. This study implemented data 
normalization techniques in the pre-processing phase 
and used k-fold cross-validation using k=10 in the 
Machine Learning (ML) model-building process [24], 
[13]. the results of this study can provide a more 
accurate model and can be an important contribution to 
the development of more effective corrosion inhibitors 
in the future [6]. 

II. METHOD 

Fig 1 illustrates the process of developing this 

study's Machine Learning (ML) model. The initial 

stage was the selection of the pyridazine dataset, 

followed by data preprocessing to address scale 

differences and sensitivity to outliers [3]. After that, the 

ML algorithm was selected to model the relationship 

between input and output variables that can accurately 

predict the corrosion inhibition efficiency of the 

pyridazine dataset.  Furthermore, the model was 

trained using the k-fold cross-validation technique, 

which helps avoid overfitting and obtain a more 

generalized model. Evaluation of model performance 

was done using several metrics that are often used in 

regression model evaluation, namely Mean Squared 

Error (MSE), Root Mean Squared Error (RMSE), 

Mean Absolute Error (MAE), and Coefficient of 

Determination (R²). These steps not only helped select 

the optimal ML model but also ensured that the model 

could produce accurate predictions of the corrosion 

inhibition efficiency of pyridazine in this study. 

 

 
Fig 1. Development of Machine Learning Model 

A. Dataset 

The dataset used in this study is a collection of 

pyridazine-derived compound data published by 

Quadri et al. (2022) [14]. This data collection comprises 

20 pyridazine compounds with various quantum 

molecular properties, used as independent variables and 

CIE values as dependent variables. The features 

included in this analysis are total energy (TE), HOMO 

(Highest Occupied Molecular Orbital), LUMO (Lowest 

Unoccupied Molecular Orbital), energy gap (ΔE), 

dipole moment (µ), ionization potential (I), electron 
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affinity (A), electronegativity (χ), global hardness (η), 

global softness (σ), and fraction of transferred electrons 

(ΔN). 

B. Data Preprocessing 

The initial stage of developing a Machine Learning 

(ML) model is to perform data normalization. This 

normalization process is fundamental in the pre-

processing stage, as it ensures that all features are on a 

uniform scale. This helps to improve the performance 

of ML algorithms, especially if the features in the 

dataset have a wide range of values. In this study, the 

StandardScaler technique is used for normalization, 

transforming the data to have a mean of 0 and a standard 

deviation of 1. This approach effectively minimizes the 

impact of outliers, allowing the algorithm to perform 

more optimally [25], [13]. In addition, researchers 

applied the Interquartile Range (IQR) method to 

remove outlier data [18]. This step was taken to cleanse 

the dataset of unusual or unrepresentative data that 

could interfere with interpreting the analysis results. By 

calculating the IQR, researchers can identify and 

eliminate extreme data that may hurt model 

performance [6], [19]. 

C. K-Fold Cross-Validation 

Researchers applied the k-fold cross-validation 

method with k = 10 to split the data into 10 equal parts 

[6]. At each iteration, the model was trained with 9 

subsets and tested with the remaining subsets, 

alternating through all subsets [1]. This process aims to 

identify the model with the least error rate, thus 

ensuring model robustness and reliability [24]. The 

selection of k = 10 is done to maximize the use of data 

and minimize bias and variance [23]. The selection of 

k=10 was done to maximize the use of data and 

minimize bias and variance [23]. The selection of the k-

fold value is tailored to the dataset's characteristics, 

although k=5 or k=10 values are commonly used in 

machine learning. This study evaluated the model’s 

performance across various fold values from 1 to 10. 

After testing, it was determined that k=7 provided the 

best accuracy for this dataset. Therefore, we selected 

k=7 for the final model,  reported in the results section. 

This explanation is included here to clarify the choice 

of k and its rationale. These steps were carefully 

designed to ensure the dataset’s quality, with data 

preprocessing as a foundational step. 

The ultimate goal is to create an accurate and 

consistent machine-learning model for predicting the 

corrosion inhibition efficiency of pyridazine derivatives 

[6]. Therefore, data preprocessing is an important basis 

in building a reliable and relevant model for this study. 

D. Machine Learning Algorithm 

In this research, various linear and non-linear 
regression algorithms have been applied to project CIE 
values [3]. This study involves a comparison between 
linear algorithms, which typically utilize linear 

relationships between input and output variables, and 
non-linear algorithms that can manage more complex 
and non-linear interactions between the two variable 
[6],[10]. Linear algorithms assessed include multilinear 
regression (MLR), ridge, lasso, Elastic-Net (EN), 
Support Vector Regression (SVR), and Generalized 
Linear Model (GLM), all prioritizing a linear 
relationship between input and output variables [6]. On 
the other hand, non-linear algorithms explored include 
random forest (RF), k-nearest neighbors (KNN), nu-
support vector regressor (NuSVR), decision tree 
regressor (DT), gradient boosting regressor (GBR), 
orthogonal matching pursuit (OMP), kernel ridge (KR), 
partial least square (PLS), AdaBoost regressor (ABR), 
and bagging regressor (BR), all of which are designed 
to address more complex and non-linear relationships 
between input and output variables [1], [3], [6]. 

Through these experiments, the main objective was 
to identify the most effective algorithm to estimate how 
effective corrosion inhibition by pyridazine-derived 
compounds is [26]. The results show that the best model 
for predicting the efficiency of corrosion inhibitors is 
the AdaBoost Regressor (ABR). ABR is a boosting 
algorithm used to improve the accuracy of predictive 
models.[10]. The prediction of the AdaBoost Regressor 
is based on a combination of several weak learners [27]. 
Each weak learner contributes to the final prediction 
through a weighted vote, where the weight reflects the 
accuracy of the weak learner [28]. 

Multilinear Regression is a statistical technique for 
modeling linear relationships between input (𝑋 ) and 
output (𝑌 ) variables: 

𝑌 =  𝛽0 + 𝛽1𝑋1 +  𝛽2𝑋2 + ⋯ +  𝛽𝑛𝑋𝑛 +  𝜖 

 

where β is the regression coefficient that shows the 
effect of each independent variable X on the dependent 
variable𝑌 , and? is the error term [29]. The MLR model 
was implemented using the scikit-learn library in 
Python. 

AdaBoost Regression is an ensemble learning 
technique that aims to improve prediction accuracy by 
combining several weak models into one strong model 
[28],[6]. ABR works by assigning weights to each 
observation, and models that have high prediction 
errors get a more considerable weight in the next 
iteration [30]. The ABR algorithm is implemented 
using the scikit-learn library in Python. 

The final prediction of H(x) from the AdaBoost 
Regressor is calculated as follows: 

𝐻(𝑥) = ∑ α𝑚ℎ𝑚(𝑥)

𝑀

𝑚=1

 

where H(x) is the final prediction of the ensemble 

model,ℎ𝑚 is the weight of the mth weak learner, h_m is 

the prediction of the mth weak learner for input x, and 

M is the total number of weak learners in the ensemble 

[6]. The weight𝑎𝑚 is calculated based on the accuracy 

of each weak learner. 
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E. Model Evaluation 

Model performance is evaluated using three main 

metrics, namely the coefficient of determination (R²), 

Mean Absolute Error (MAE), and Root Mean Squared 

Error (RMSE), which are evaluation metrics used to 

assess model performance [12], [31], [32]. The 

coefficient of determination (R²) measures the 

effectiveness of independent variables in explaining 

changes in dependent variables, with values between 0 

and 1, where values closer to 1 indicate that the model 

is more accurate [27], [33]. The MAE gives the average 

absolute error between the predicted and true values, 

providing a more intuitive understanding of the error 

rate [34]. RMSE measures the average prediction error 

but provides a larger penalty for more significant errors 

[10]. RMSE values closer to 0 indicate a more accurate 

model [30], [35]. By implementing k-fold cross-

validation and utilizing these evaluation metrics, this 

study aims to provide a deep insight into the 

effectiveness of Multilinear Regression and AdaBoost 

Regression models in predicting the corrosion 

inhibition efficiency of pyridazine-derived compounds 

[3], [19]. 

F. Important Features 

The analysis of important features in this study is a 

crucial step that requires an in-depth understanding of 

the relationship between the molecular and 

physicochemical characteristics of pyridazine-derived 

compounds and their corrosion inhibition efficiency  

[33]This method not only helps identify the most 

influential features in the prediction but also provides 

deeper insights into the corrosion-inhibiting mechanism 

of action of such compounds [33].[3]. Thus, the 

important feature analysis results provide a solid basis 

for selecting the most relevant features to construct 

accurate and effective Machine Learning models [27]. 

The information obtained from salient feature analysis 

also has important implications in the context of 

industrial applications and further research [6]. The 

discovery of the most significant features in 

demonstrating corrosion inhibition effectiveness can be 

used to direct the development of more cost-effective 

and environmentally friendly corrosion-inhibiting 

materials [36]. In addition, a deeper understanding of 

the relationship between the molecular properties of 

pyridazine-derived compounds and their performance 

as corrosion inhibitors provides opportunities for 

further research in the optimization of inhibitor 

formulations that can be widely applied in the corrosion 

industry [37]. Therefore, the analysis of important 

features is not only an important part of this research 

but also results in important impacts on the 

development of knowledge and technology in the effort 

to control corrosion [3], [6], [33]. 

III. RESULTS AND DISCUSSIONS 

The results of this study, including a comparison of 

the performance of Multilinear Regression (MLR) and 

AdaBoost Regression (ABR) models in estimating the 

corrosion inhibition effectiveness (CIE) of pyridazine-

derived compounds, are illustrated in Table 1. This 

table presents the results of both models based on 

evaluation metrics such as the coefficient of 

determination (R²), Mean Absolute Error (MAE), and 

Root Mean Squared Error (RMSE). 

TABLE I.  MODEL PERFORMANCE 

Model 
MLR and ABR model evaluation 

MSE RMSE MAE R2 

MLR 0.006 0.078 0.063 0.982 

ABR 0.004 0.057 0.040 0.990 

 

The ABR model shows an R² value closer to 1 and 

smaller MAE and RMSE values compared to the MLR 

model, proving that ABR has better prediction 

performance. 

Figures 2, 3, 4, and 5 present the prediction 

distribution visualization and residual error plots for 

each model. These two types of visualizations are used 

to conduct a more detailed analysis of each model's 

accuracy.  

 
Fig 2. Scatter plot of MLR 

 

 
Fig 3. Scatter plot of ABR 
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In Figures 2 and 3, from the observed results, the 

distribution of prediction data for the AdaBoost 

Regressor (ABR) model looks closer to the line 

representing the true value (fitting line) compared to 

Multilinear Regression (MLR). This indicates that the 

ABR model has better prediction performance in 

processing the pyridazine derivative compound dataset. 

This means that the ABR model can produce more 

accurate predictions and closer to the original value 

than MLR. In addition, Figures 4 and 5 display the 

residual error, which is the difference between the 

actual and predicted values, showing that the 

distribution of prediction errors for the ABR model is 

closer to the 0 line than the MLR model. This shows 

that ABR produces smaller forecast errors, indicating 

higher accuracy in this model.  

 
Fig 4. Residual Error on MLR model 

 

 
Fig 5. Residual Error on ABR model 

 

Fig 6 shows the performance comparison between 

Multilinear Regression (MLR) and AdaBoost 

Regressor (ABR) based on R2 values. From the results 

shown, it can be seen that the ABR model consistently 

achieves R2 values close to 0.99 across all folds 

evaluated, demonstrating its ability to consistently 

explain around 95% of the variability in the data. In 

contrast, the MLR model showed more significant 

variation in R2 values, ranging from 0.82 to 0.98. This 

analysis suggests that the ABR model has a higher and 

more consistent accuracy in predicting pyridazine 

efficiency than the MLR model. The ability of the ABR 

model to consistently achieve R2 values close to 1 

indicates that it can represent the relationship between 

input and output variables with a high degree of 

accuracy. Therefore, based on this evaluation, the ABR 

model is considered a more suitable choice to predict 

pyridazine derivatives' corrosion inhibition efficiency. 

This is supported by the ABR model's ability to 

provide accurate and consistent predictions and 

explain the variations in the evaluation data. 

 
Fig 6. Comparison of the best linear (MLR) and nonlinear (ABR) 

algorithms for 10-fold trials. 

 

The selection of (ABR) as the superior model is 

reinforced by the results of the feature importance 

analysis, which identifies key features that influence the 

prediction of (CIE). The important features found were 

total energy (TE), LUMO, dipole moment (µ), global 

softness (σ), HOMO, and ionization potential (I). 

Further analysis in Figure 12 shows that total energy 

(TE) and LUMO are the two most significant features 

in the (ABR) model. This shows that (ABR), with its 

ability to capture complex patterns, is better than other 

models such as (MLR) in predicting (CIE), making it a 

more appropriate choice for corrosion inhibition 

prediction. 

 

Fig 7. Feature Importance of ABR 

IV. CONCLUSION 

This study compares multilinear regression (MLR) 

and AdaBoost regression (ABR) algorithms to predict 

the corrosion inhibition effectiveness (CIE) of 

pyridazine derivatives. The results show that ABR is 

superior to MLR, with higher R² values (0.990 vs. 

0.982) and smaller MAE and RMSE values. ABR also 

showed superior predictive performance and more 

effectively captured the complex relationship between 

molecular features and CIEs. 
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Feature analysis identified total energy (TE) and 

dipole moment (µ) as significant factors influencing 

CIE. The research methodology, including k-fold cross-

validation and evaluation metrics, ensured robust and 

reliable results. These findings demonstrate the 

potential of ensemble models such as ABR in 

improving the prediction and efficiency of corrosion 

inhibitors, making an important contribution to 

developing more effective and environmentally 

friendly inhibitors. 
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Abstract— The web framework emerges as a solution to 

enhance web development efficiency. Django, an open-

source web framework written in the Python 

programming language, is one of the popular 

frameworks. Currently, there are not many 

programming learning platforms that provide specific 

programming learning materials for Django, 

implementing a method to boost user interest in using the 

platform. This research aims to design and build a web-

based Django learning application using gamification 

methods designed based on the octalysis framework to 

enhance user learning interest. It also incorporates the 

Fisher-Yates shuffle algorithm to randomize questions 

for more variety. The application was tested by several 

users by filling out a questionnaire prepared using the 

Hedonic Motivation System Adoption Model (HMSAM). 

The evaluation results of the application obtained an 

average percentage of 84,15% in the aspect of behavioral 

intention to use, which means users strongly agree that 

the djangoing application generates a desire to use it 

again in the future. Furthermore, the results in the aspect 

of immersion were 81,44%, which means users agree that 

the djangoing application creates an immersive learning 

experience for the Django framework. 

Index Terms— Django, Fisher-Yates Shuffle, 

Gamification, Learning Application, Website. 

I. INTRODUCTION 

Technological developments in this digital era have 
had a big impact in making human life easier. One of 
the technological developments that we have 
experienced is in the education sector, where 
technology has contributed significantly to the teaching 
and learning process through website development. The 
use of websites in the teaching and learning process will 
help speed up access to information, enable interaction 
between teachers and students, and make it easier to 
share learning materials. [1].  

A website is a page that contains information that 
can be accessed from all over the world via the internet 
as long as there is a connection to the internet network. 
To create a website, several elements such as 
JavaScript, HTML, and CSS are required. This is very 
important so that a web address can operate well and 
display a quality website [2]. However, website 
development without using a web framework or using 
vanilla methods has disadvantages, including a lack of 
efficiency and time effectiveness [3]. 

With advances in technology, the emergence of web 
frameworks has become a solution to overcome the 
weaknesses in vanilla methods. Web frameworks are 
basically tools that help developers to build websites so 
that they avoid bugs and can save time in developing 
websites [4]. 

Web frameworks come in various types, developers 
can choose the framework they want to use according 
to their individual needs [4]. An example of a 
framework that allows it to be used in website 
development is Django. Django is a web framework 
that is open source and written in the Python 
programming language. Due to its rapid development 
features, Django is highly sought after by developers 
today as it takes very little time to build any application 
[5]. 

Currently, there are not many programming 
learning platforms that provide discussions about 
programming learning materials, especially Django, 
which implement a method to increase users' interest in 
learning when using the platform. Increasing user 
motivation in learning can be done by implementing a 
method called gamification. This is proven by previous 
research which discusses the implementation of 
gamification methods in learning the React Native 
framework [6]. From this research, results were 
obtained in the form of implementing gamification 
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methods in learning which can increase focus and 
interest in using applications in the future. 

During the learning process, quizzes will be 
provided based on the material that has been studied. 
The mechanism used in a quiz is randomization of the 
questions provided, so an algorithm is used to 
randomize the quizzes irregularly using Fisher-Yates 
Shuffle on the quizzes provided. There is previous 
research that discusses the implementation of the 
Fisher-Yates Shuffle algorithm to randomize exam 
questions [7]. From this research, results were obtained 
in the form of applying the Fisher-Yates Shuffle 
algorithm which can randomize questions optimally 
and efficiently. There are also previous researchers who 
discussed the comparison between the performance of 
the Fisher Yates Shuffle algorithm and the Comparison 
of Linear [8]. From this research, the results obtained 
were that the performance of the Fisher Yates Shuffle 
algorithm was faster than the Comparison of Linear, 
namely 11.76% of the total of five data tests. 

Based on the background of the existing problems 
and referring to previous research, a django learning 
platform will be designed and built using website-based 
gamification methods. It is hoped that by creating this 
learning application it can attract anyone who has an 
interest in learning and developing websites using the 
Django framework through the material provided. 

II. THEORY 

A. Django 

Django is a web framework used to develop a 
project. Django emphasizes its advantages in fast and 
practical development, and has a simple design. Django 
was built by experienced developers to solve many 
problem in web development. By using HTML, CSS, 
and JavaScript the frontend appearance of the project is 
made more user friendly. Meanwhile, the Python 
programming language is used for the backend [9]. 
Compared to other web frameworks that use the MVC 
(Model View Controller) design structure, Django uses 
another design structure, namely MVT (Model View 
Template) [10]. 

B. Gamifikasi 

Gamification is the application of game 
mechanisms and activities to contexts where the 
primary goal is not gaming [11]. In more detail, 
gamification can be defined as an idea that combines 
game-based mechanics, aesthetic elements, and game 
thinking to engage others, motivate action, encourage 
learning, and solve problems [12]. Gamification is now 
increasingly commonly used in non-gaming related 
applications to improve user experience and 
engagement [13]. 

C. Octalysis Framework 

Octalysis Framework is the result of research from 
Yu-Kai Chou in the form of establishing a gamification 
framework designed using eight core drives that focus 

on human behavior such as epic meaning, 
accomplishment, empowerment, ownership, social 
influence, scarcity, unpredictability, and avoidance 
[14].  

 

Fig. 1. Core Drive Octalysis Framework 

D. Algoritma Fisher-Yates Shuffle 

The Fisher-Yates algorithm (taken from the names 
of Ronal Fisher and Frank Yates) or also known as the 
Knuth Shuffle (taken from the name of Donald Knuth), 
is an algorithm that produces random permutations of a 
finite set, in other words randomizing a finite set. 
arrange. If implemented correctly, the results of this 
algorithm will not be biased so that each permutation 
has the same probability [15]. The way to generate 
random permutations from questions number 1 to N is 
as follows [16]. 

1. Write down all the questions from number 1 
to N (total index number). 

2. Next, determine non-sequentially a number K 
(one index) up to the number of numbers that 
have not been crossed out. 

3. After that, look for the question number K that 
has not been crossed out from the bottom, then 
write down the number in a different place. 

4. Repeat steps 2 and 3 until all question numbers 
are crossed out. 

5. Thus, the sequence of question numbers 
recorded in step 3 will form a random 
permutation of the original question number 
sequence. 

E. Blackbox Testing 

Black box testing is a software testing technique 

used to determine the functionality of an application. 

The main focus of black box testing is the input 

available to an application and the expected output for 

each input value. This blackbox testing method is based 

on software requirements and specifications [17]. 

F. Hedonic Motivation System Adoption Model 

(HMSAM) 

HMSAM is a model that has been adapted from the 
Hedonic Motivation System (HMS) as a model that 
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functions to measure hedonic motivation in a system 
[18]. 

 

Fig. 2.  Model HMSAM. 

In Figure 2 there are several factors for 
measurement in HMSAM, namely as follows. 

1. Perceived ease of use is a measure of the ease 
of using a system. 

2. Perceived usefulness is a measure of the usage 
performance of a system. 

3. Curiosity is a measure of the user's level of 
curiosity about using a system. 

4. Joy is a measure of the feeling of pleasure 
obtained when interacting with the system. 

5. Control is a measure of user perception of 
interaction with the system. 

6. Behavioral intention to use is a measure of the 
user's desire to use the application. 

7. Focused immersion is a measure of how 
focused the user is in using the application. 

HMSAM has the final result in the form of 
behavioral intention to use and also focused immersion. 
Behavioral intention to use is determined by two 
aspects, namely perceived usefulness and curiosity. 
Meanwhile, focused immersion is determined by two 
other aspects such as joy and control. 

G. Likert Scale 

The Likert scale is a type of psychometric scale that 
is often used in questionnaires, and is a common choice 
in research studies such as surveys [19]. The Likert 
scale is used to assess the views, opinions and 
perceptions of individuals or groups regarding social 
phenomena [20]. The Likert scale consists of five 
categories with respective points, ranging from strongly 
agree to strongly disagree. 

TABLE 1. LIKERT SCALE CATEGORY INDICATORS 

Category Point 

Strongly Agree (SS) 5 

Agree (S) 4 

Neutral (N) 3 

Disagree (TS) 2 

Strongly Disagree (STS) 1 

 
When the testing process on respondents is carried 

out, the HMSAM questionnaire will be used. The 
results of the questionnaire scores can be calculated to 
get a percentage using formula 1 for the HMSAM 
criteria with a positive connotation, while formula 2 is 
used for the HMSAM criteria with a negative 
connotation. 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =
(𝑆𝑆 ∗ 5) + (𝑆 ∗ 4) + (𝑁 ∗ 3) + (𝑇𝑆 ∗ 2) + (𝑆𝑇𝑆 ∗ 1)

5 ∗ 𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡
 𝑥 100% 

 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =
(𝑆𝑇𝑆 ∗ 5) + (𝑇𝑆 ∗ 4) + (𝑁 ∗ 3) + (𝑆 ∗ 2) + (𝑆𝑆 ∗ 1)

5 ∗ 𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡
 𝑥 100% 

From the results of percentage calculations, the 
respondents' assessment levels were obtained which 
were categorized based on the percentage intervals 
listed in Table 2. 

TABLE 2. PERCENTAGE INTERVAL FOR RESPONDENT 

ASSESSMENT CATEGORIES 

Percentage Interval Category 

80% - 100% Strongly Agree (SS) 

60% - 79,99% Agree (S) 

40% - 59,99% Neutral (N) 

20% - 39,99% Disagree (TS) 

0% - 19,99% Strongly Disagree (STS) 

 

III. METHOD 

The methodology that will be used in this research 

is as follows. 

A. Literatur Study 

Literature studies are carried out by taking and 
studying information from various literary sources such 
as journals, books or other scientific sources to support 
research according to existing theories. The theories 
collected in this stage are about Django, Gamification, 
Octalysis Framework, Fisher-Yates Shuffle algorithm, 
HMSAM, and Likert scale. 

B. Application Design 

The application design starts from gamification 
design using the Octalysis method, followed by 
designing the application model, flowchart, and 
designing the interface. 

C. Application Programming 

Application programming is carried out as a form of 
implementation of the application design that has been 
created previously. The technology used is the Next.js 
framework, React library, and Firebase as a database. 

D. Application Testing 

Application testing is carried out to ensure that the 
application created can run well according to the design 
that has been made. Testing will be carried out using the 
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Microsoft Edge browser. Next, the application will be 
distributed to a number of respondents who are 
interested in learning and developing websites using 
Django for testing. Users who have tried will answer 
several questions based on the HMSAM model and 
Likert scale measurements through the online 
questionnaire that has been distributed. Questionnaires 
are used to measure the level of behavioral intention to 
use and immersion of the applications that have been 
created. 

E. Evaluation 

 Evaluation is carried out by processing data 
obtained from the results of answers to online 
questionnaires that have been filled in by users who 
have carried out experiments on the applications 
created. Measurement of the level of behavioral 
intention to use and immersion was carried out based 
on Likert scale interpretation of online questionnaire 
answer data. 

F. Documentation 

Making a research report is carried out after the 

evaluation results have been analyzed, with the aim of 

documenting research activities in writing and then 

displaying the results and conclusions which can be 

used as a reference for further research. 

IV. RESULTS AND DISCUSSIONS 

Application implementation is carried out based on 
application model design, flowcharts, database design, 
interface design, and asset selection. 

G. Implementation 

 

Fig. 1.  Login Page 

Figure 3 is the result of the implementation of the login 

page. On the login page, there are 2 columns that must 

be filled in, namely email and password. If the user has 

filled in the required data, the user can press the login 

button so they can move to the home page if the login 

process is successful. If the user forgets the account 

password that has been created, the user can press the 

link. If the user doesn't have an account, there is a 

registration link that will direct the user to the 

registration page. 

 

Fig. 1.  Halaman Register 

Figure 4 is the implementation result of the register 

page. On the registration page, there are 4 columns that 

must be filled in, namely username, email, password 

and also password confirmation. If the user has filled 

in the required data, the user can press the register 

button to register a new account if the registration 

process is successful. If the user already has an 

account, the user can press the login link and will be 

directed to the login page. 

 

Fig. 2. Home Page 

Figure 5 is the implementation result of the home page. 

On the home page, there is a greeting along with 

learning modules. Learning modules that are still 

locked will open if the user has completed or passed 

the previous module or learning material. If the user 

presses the button with the book icon, the user will be 

directed to the material list page. 

 

Fig. 3. List Materi Page 

Figure 6 is the result of the implementation of the 

material list page. On the material list page, users can 

see several materials according to the previously 

selected module. Learning material will open if the 

user has completed or passed the previous material. If 

the user presses the button with the book icon, the user 

will be directed to the material page. 
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Fig. 4. Lesson Page 

Figure 7 is the result of the implementation of the 

material page. On the material page, users can view 

and study the material according to the previously 

selected material title. If the user has finished 

understanding the material, the user can press the quiz 

button to be directed to the quiz page. 

 

Fig. 5. Quiz Page 

Figure 8 is the implementation result of the quiz page. 

On the quiz page, users can answer questions 

according to previously selected material. The quiz 

only consists of one type of answer, namely a choice 

answer with the contents of 3 questions which will be 

displayed randomly in each quiz. Users can press the 

submit button if they feel they have chosen or 

answered correctly and will be directed to the next 

question. After reaching the last question, the correct 

answer will be counted and returned to the home page. 

 

Fig. 6. Leaderboard Page 

Figure 9 is the implementation result of the ranking 

page. On the ranking page, users can see a ranking list 

of other users with only 10 users. Users can choose to 

display the ranking list globally or friends. If the user 

presses another user's name, the user will be redirected 

to the other user's profile page. 

 

Fig. 7. Other User Profile Page 

Figure 10 is the result of the implementation of another 

user's profile page which can be accessed via the 

ranking page. Users can press the follow button to add 

other users as friends. 

 

Fig. 9.  User Profile Page 

Figure 9 is the result of the implementation of the 

profile page. On the profile page, users can see the 

avatar, title, number of followers, number of followers, 

total points and ranking. If the user presses the change 

profile button, the user will be directed to the edit 

profile page. 

 

Fig. 10.  Edit Profile Page 

Figure 10 is the result of the implementation of the edit 

profile page, the user can change the title via the 

change title button, apart from that the user can also 

change the username and it will be saved to the 

database after pressing the save button. 

H. Evaluation 

Application trials are carried out by sharing the 
access link to the application via social media for 
testing by a number of users who have the criteria, 
namely that they are studying or working in the IT field 
and want to learn or get to know the Django framework 
in basic terms. Users will be asked to fill out an online 
questionnaire prepared using the HMSAM model to 
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measure the level of user acceptance of the application 
based on the level of application behavioral intention to 
use and immersion. 

From the results of previous application testing, the 
questionnaire calculation results were obtained using a 
Likert scale in each aspect of HMSAM which can be 
seen in Table 3. 

TABLE 3. EVALUATION OF TEST RESULTS 

HMSAM Aspects Result 

Perceived Ease of Use 88,93% 

Perceived Usefulness 87,39% 

Curiosity 85,70% 

Control 82,76% 

Joy 82,19% 

Behavioral Intention to Use 84,15% 

Immersion 81,44% 

 

Table 3 it can be seen that the highest calculation 

result is perceived ease of use, namely 88.93%. These 

results were obtained because users felt that the 

Djangoing application was easy to use. Apart from that, 

the immersion aspect has the lowest calculation at 

81.44%. These results were obtained because users felt 

that the Djangoing application did not give them a 

feeling of being carried away when learning the Django 

framework. In the results of calculating all aspects of 

the HMSAM, the final average percentage was 

obtained at 84.15% which fell into the Strongly Agree 

(SS) category. 

V. CONSLUSION 

Based on the results of research that has been 
carried out, the Django framework learning application 
using the gamification method and Fisher-Yates 
Shuffle has been successfully implemented in the form 
of a website-based application that has been 
successfully designed and built. The Djangoing 
application is used using the NextJS framework, React 
library, Javascript programming language, and Chakra 
UI. The game techniques in the Octalysis Framework 
that have been successfully implemented are Easter 
eggs, leaderboard, milestone unlock, virtual goods, 
friending, prize pacing, free lunch and progress loss. 

The Djangoing application has been tested by 30 
users by filling out a questionnaire prepared using the 
HMSAM model. The evaluation results of the 
Djangoing application testing were calculated using a 
Likert scale with results obtained in the behavioral 
intention to use aspect of 84.15%, which means that 
users strongly agree that the Djangoing application 
creates a desire to use it again in the future, apart from 
that the results in the immersion aspect were 81 .44% 
which means users agree that the djangoing application 
creates a feeling of being carried away when learning 
the django framework 
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Abstract— The background of this study stems from the 

need for a recommendation system to assist users in 

finding games that match their interests. With the rapid 

growth of the gaming market, an increasing number of 

people engage in gaming activities. In 2022, the personal 

computer (PC) gaming market accounted for 37.9% of all 

gamers worldwide. One of the largest PC gaming 

platforms is Steam, developed by Valve Corporation, 

which boasts over 184 million active users. However, the 

overwhelming number of options can lead users to lose 

interest in purchasing games. Therefore, a 

recommendation system is required to help users find 

games that align with their preferences. The 

methods/theories employed in this study include data 

from the Steam Web API, SteamSpy API, and local JSON 

files. The Content-Based Filtering method, using the 

Cosine Similarity algorithm, was implemented to 

determine the similarity index between games and user 

preferences. Flutter was used for application 

development and to display the recommendation results 

to users. The results of this study show that the 

application was successfully developed, and the Content-

Based Filtering method provided recommendations that 

met expectations. The highest cosine similarity factor 

achieved was 0.6454972244, indicating a fairly good level 

of accuracy. Application evaluation using the Technology 

Acceptance Model revealed positive reception, with a 

"Perceived Usefulness" score of 82.6% and a "Perceived 

Ease of Use" score of 86.2%, indicating that users found 

the application both useful and easy to use. 

Index Terms— Terms—Content-Based Filtering; 

Cosine Similarity; Flutter; similarity; Steam; SteamSpy 

API; Steam Web API. 

I. INTRODUCTION 

One of the most popular activities in the digital era 
is gaming. With services like Steam, users can easily 
access a variety of games. Video games are a form of 
digital media-based activity where players aim to 
achieve predetermined objectives within the game [1]. 
According to Statista, the total revenue from the video 
game market is projected to reach 625.64 trillion USD 
by 2028 [2]. Additionally, data from 2022 reveals that 

the market for personal computer (PC) games is the 
second largest, following mobile games, accounting for 
37.9% of all video game players worldwide [3]. 

One of the largest marketplaces for PC gaming is 
Steam, a game distribution platform developed by 
Valve Corporation, a U.S.-based company. Steam 
offers over 8,000 available games and boasts more than 
184 million active users [4]. However, the abundance 
of game options presents a significant challenge for 
users, as too many choices can lead to decision fatigue. 
Research by Chernev, Böckenholt, and Goodman 
demonstrates that an excessive number of options can 
reduce consumer interest in making purchases [5]. This 
phenomenon highlights the need for an effective 
recommendation system to assist users in navigating 
Steam's extensive library and identifying games that 
align with their preferences. 

Steam was chosen as the research object for several 
compelling reasons. As one of the largest and most 
influential game distribution platforms globally, its 
significant user base and vast library of games make it 
a prime candidate for studying recommendation 
systems. Additionally, Steam’s robust Steamworks 
Web API and supplementary services like SteamSpy 
API provide access to valuable data on user activity and 
game information, enabling the development and 
testing of advanced algorithms. By addressing the issue 
of decision fatigue on a platform as prominent as Steam, 
the findings of this study have practical relevance and 
the potential to improve user satisfaction and 
engagement while supporting game developers in 
reaching their target audience. 

Previously, several recommendation systems have 
been proposed to tackle similar challenges, including 
those based on Deep Learning [6], the K-Nearest 
Neighbor (KNN) algorithm [7], and matrix 
factorization techniques [8]. Each method has its 
strengths and limitations: Deep Learning achieves high 
accuracy but requires extensive user data for 
implementation, the KNN algorithm performs well 
with existing input, and matrix factorization can 
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identify personal preferences for approximately 33% of 
Steam users. 

Among the various approaches, Content-Based 
Filtering has emerged as a widely used method for 
building recommendation systems. This technique has 
been successfully applied in other domains, such as 
movie recommendation systems based on genres [9] 
and property recommendation systems [10]. In the 
context of game recommendation systems, Content-
Based Filtering utilizes user activity to generate 
personalized suggestions. A comparative study by the 
State University of Feira de Santana [11] indicates that 
this method is particularly effective with large and 
dense datasets, such as Steam’s extensive game library 
and user base. 

For these reasons, this study adopts Content-Based 
Filtering to develop a recommendation system that 
mitigates decision fatigue and assists users in finding 
games that match their preferences. By leveraging this 
approach, the study aims to address the challenges 
posed by Steam’s vast game selection and improve the 
overall user experience on the platform. 

II. THEORY 

A. Flutter 

Flutter is a cross-platform framework used to 

develop high-performance mobile applications. It was 

launched by Google in 2016 [12]. Flutter enables the 

creation of high-performance applications akin to 

native apps, thanks to its high-performance rendering 

engine. In Flutter's architecture, C/C++ code is 

compiled using the NDK on Android and LLVM on 

iOS, while Dart code is compiled Ahead Of Time 

(AOT) [13]. 

B. Dart 

Dart is a programming language designed with 

principles of ease of use, familiarity for most 

programmers, and scalability. Dart was created to 

provide tools specifically tailored to meet the needs of 

modern software and hardware [14]. It is an Object-

Oriented Programming (OOP) language developed and 

maintained by Google. Dart has also been utilized to 

develop large-scale web applications [15]. 

C. Content-Based Filtering 

The Content-Based Filtering (CBF) algorithm is one of 

the most successful recommendation algorithms, using 

correlations between content as its foundation. CBF 

relies on an item's information, represented by 

attributes, which are compared with other items to 

calculate similarity [16]. An example of its 

implementation is a recommendation system that 

compares a user profile with the content of each 

document in a collection. The content of a document 

can be represented by several keywords that reflect the 

user's profile [17]. One of the methods to calculate 

similarity between textual data is through Cosine 

Similarity. 

D. Cosine Similarity 

Cosine Similarity is a commonly used metric to 

measure the degree of similarity between two vectors, 

calculated based on the cosine of the angle between 

them [18]. This method is also useful for measuring the 

similarity between two documents based on matching 

terms [19]. The formula for Cosine Similarity is as 

follows: 

 

cosine_similarity (𝐚, 𝐛) =
𝐚⋅𝐛

‖𝐚‖‖𝐛‖
          (1) 

 

Explanation: 

- a: Represents vector a 

- b: Represents vector b 

- Cosine Similarity (a,b): The similarity value 

between vectors a and b, calculated based on 

the cosine of the angle between them. 

E. Technology Acceptance Model 

With the growing technological demands in the 

1970s and increasing system adoption failures across 

various organizations, predicting system usability 

became a popular field among researchers. In 1985, 

Fred Davis proposed the Technology Acceptance 

Model (TAM), based on the Theory of Reasoned 

Action (TRA), to explain individual behavior in 

adopting technology [20]. 

 
The Technology Acceptance Model suggests that 

Perceived Ease of Use and Perceived Usefulness are 
significant predictors of application usage, which play 
a major role in evaluating the effectiveness and 
usability of a technological system [21]. 

III. METHOD 

A. Problem Identification 

Before designing and developing the application, 

the primary step is identifying existing problems. This 

process was conducted through market research and by 

gathering information from previous studies on game 

recommendation systems. 

B. Literature Review 

The literature review involved collecting and 

analyzing related studies from various written sources, 

such as journals, articles, and research reports that 

address similar topics. 

C. Application UI Prototyping 

The initial stage of mobile application development 

involved creating a user interface (UI) prototype. The 

prototype was designed using Figma and served as the 

foundation for the UI of the developed application. 
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D. Integration of Steamworks API 

In this phase, the Steamworks Web API was 

integrated into the application. This included 

implementing the login system via Steam using the 

OpenID service and extracting user data through the 

API's GET function. The Uri.parse() method was used 

to retrieve specific user data, which was utilized for the 

recommendation system. 

E. Development of Core Application Functions 

At this stage, the core functions designed during the 

prototyping phase were developed and implemented 

into the application. These functions were built using 

the tools and components provided by the Flutter 

framework. 

F. Integration of Content-Based Filtering 

The Content-Based Filtering algorithm was 

implemented to generate personalized 

recommendations by comparing the similarity between 

games previously played and other available games on 

the Steam platform. The tag data from the Steamworks 

Web API was utilized for this purpose. The integration 

process followed these steps (Figure 1): 

 

 

Fig. 1. Content-Based Filtering Process 

1) Data Collection: The application retrieved data 

from Steam Web API, SteamSpy API, and a 

JSON dataset containing information on 55,000 

Steam games. 

2) Data Preprocessing: Symbols were removed 

from the data, and all tags were converted to 

lowercase for uniformity. 

3) Vectorization: The preprocessed tags were 

vectorized into binary vectors, which were used 

for cosine similarity calculations. 

4) Cosine Similarity Calculation: The dot product 

was calculated between Vector A: Representing 

the user profile, containing tags from the games 

played by the user, and Vector B: Representing 

tags from a specific game being compared. 

5) Magnitude Calculation: The magnitudes of both 

vectors were calculated by summing the 

squared values of their components. 

6) Final Cosine Similarity: The cosine similarity 

value was computed by dividing the dot product 

by the square root of the magnitudes of both 

vectors. 

7) Sorting and Displaying Results: The system 

iterated through steps 4 to 6 for all games in the 

dataset, sorted the results based on the cosine 

similarity values, and displayed the top 10 

games with the highest similarity scores. 

G. Testing and Debuging 

Once development was completed, the application 

underwent comprehensive testing to ensure its 

functionality met expectations. Testing focused on 

evaluating functionality, reliability, performance, and 

security. Any identified bugs were addressed through 

debugging processes to ensure smooth application 

performance. 

H. Evaluation using Technology Acceptance Model 

(TAM) 

The developed application was distributed to 

research participants, who evaluated it using a survey 

based on the Technology Acceptance Model (TAM). 

The survey included questions addressing two key 

factors, which are Perceived Ease of Use, and Perceived 

Usefulness. The TAM framework, proposed by Fred 

Davis and Richard Bagozzi [20], was used to measure 

technology acceptance. The collected results were 

analyzed to determine the application's acceptance level 

among users 

IV. RESULTS AND DISCUSSIONS 

I. Application Interface 

Figure 2 shows the application’s login interface, 

where users log in using Steam to extract their gaming 

data. 

 

Fig. 2. Login Page Interface 
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Figure 3 shows the main page of the application, 

where users can choose to request game 

recommendations or view their profiles. 

 

Fig. 3. Home Page Interface 

 

Figure 4 illustrates the recommendation page, 

where users can request recommendations based on 

games they own or have played in the past two weeks. 

 

Fig. 4. Recommender Page Interface 

 

Figure 5 displays the results page, where the system 

shows recommended games along with their cosine 

similarity scores. 

 

Fig. 5. Recommendation Result Interface 

J. Implementation of Steam Web API 

The Steam Web API was implemented to support 

the login system and retrieve user data. The login 

system utilized the WebView plugin, which redirected 

users to the Steam login page via OpenID. Once the 

Steam account was linked, users were directed to the 

main application interface. 

The Steam Web API was also used to extract 

critical user data, including UserID, the user's Steam 

Library, and general game data from Steam. This data 

was obtained through the GET function, returning a 

JSON file. 

K. Data Acquisition 

Before providing game recommendations, 

necessary data was collected: 

1) App ID Data: Retrieved via the Steamworks Web 

API for detailed game information. 

2) Alternative Data Source: Due to limitations of the 

Steam Web API, the SteamSpy API was used to 

supplement the required game data. 

3) Game Dataset: A JSON file containing data for 

55,000 Steam games sourced from Kaggle was 

utilized to overcome API rate limitations. 

 

L. Content-Based Filtering Implementation 

After gathering the necessary data, the 

recommendation process commenced. The first step 

was pre-processing, which involved filtering games 

based on playtime, removing symbols and special 

characters, converting tags to lowercase, and 

preventing duplicates by converting the data into Sets. 

This ensured uniformity and efficiency in subsequent 

processes. 



 

 

 

 

Ultimatics : Jurnal Teknik Informatika, Vol. 16, No. 2 | December 2024 153 

 

ISSN 2085-4552 

Next, the tags were vectorized into binary vectors, 

enabling the system to perform similarity calculations. 

The Cosine Similarity metric was then used to measure 

the similarity between the User Profile Vector (A), 

representing tags derived from the user’s game library, 

and the Game Vector (B), which contained tags for 

each game in the dataset. 

After calculating the cosine similarity for all games 
in the dataset, the system sorted the results based on the 
highest similarity values. The top 10 games with the 
highest cosine similarity scores were then displayed to 
the user as recommendations. 

The system was tested using the researcher’s Steam 
account, where the highest cosine similarity score of 
0.6454972244 was obtained for the game “Judgment”. 
Tags associated with Judgment, such as Action, 
Adventure, Beat’em Up, Hack and Slash, closely 
aligned with the tags in the user profile, demonstrating 
the accuracy of the recommendation system. 

M. Application Evaluation 

The application evaluation was conducted using the 

Technology Acceptance Model (TAM). Upon 

completion of the application, it was distributed to 

participants along with a survey created using Google 

Forms. The survey included questions designed in 

accordance with TAM principles (Table 1). 

TABLE I.  SURVEY QUESTIONS BASED ON TECHNOLOGY 

ACCEPTANCE MODEL (TAM) 

No. Question Response Scale 

1 Name (Initials allowed) Text input 

2 Is the application useful to you? 1 (Not Useful) - 5 
(Very Useful) 

3 Does the application simplify 

finding games you want to play? 

1 (Strongly 

Disagree) - 5 
(Strongly Agree) 

4 Can you easily obtain useful 

information from the application? 

1 (Strongly 

Disagree) - 5 

(Strongly Agree) 

5 Does the application help you 

better understand recommendation 

systems? 

1 (Strongly 

Disagree) - 5 

(Strongly Agree) 

6 Does the app interface facilitate 
your interaction with the 

recommendation system? 

1 (Strongly 
Disagree) - 5 

(Strongly Agree) 

7 Does interacting with the app 
make using recommendation 

systems easier? 

1 (Strongly 
Disagree) - 5 

(Strongly Agree) 

 

Questions 2 to 4 focused on the perceived 

usefulness of the application, assessing how beneficial 

the application was for users. Meanwhile, questions 5 

to 7 measured the perceived ease of use, evaluating 

how easy it was for users to interact with and utilize the 

application. The survey received responses from 30 

participants, adhering to the sampling method 

suggested by Sugiyono [22]. 

 

TABLE II.  PERCEIVED USEFULNESS 

Perceived Usefulness 1 2 3 4 5 

Question 2 0 0 3 15 12 

Question 3 0 0 8 12 10 

Question 4 0 1 6 14 9 

The results of the survey are presented in Table II 

for the "perceived usefulness" aspect and Table III for 

the "perceived ease of use" aspect. These tables 

summarize participants' responses on a scale of 1 

(Strongly Disagree/Not Useful) to 5 (Strongly 

Agree/Very Useful). 

TABLE III.  PERCEIVED EASE OF USE 

Perceived Usefulness 1 2 3 4 5 

Question 5 0 0 5 11 14 

Question 6 0 0 5 12 13 

Question 7 0 0 3 13 14 

The survey results provided insights into the 

participants' opinions on the application. To calculate 

the percentage of perceived usefulness and perceived 

ease of use, the following formula was applied: 

∑  
𝑝
𝑖=1

(𝑥𝑖×𝑦𝑖)

(𝑝×𝑠×𝑗)
× 100%             (2) 

Explanation: 

- i: Scale value of the question. 

- p: Total number of scale points in the 

question. 

- xi: Specific scale value for a given question. 

- yi: Total number of responses corresponding 

to the scale value xi 

- s: Total number of survey participants 

(sample size). 

- j: Total number of questions related to the 

evaluation factor being measured. 

Based on the results, Formula 3 was used to 

calculate the percentage for perceived usefulness, 

while Formula 4 was applied to compute the 

percentage for perceived ease of use. The evaluation 

demonstrated the application’s effectiveness and 

usability from the perspective of the participants. 

perceived usefulness = 
(0×1)+(1×2)+(17×3)+(41×4)+(31×5)

5×30×3
× 100% = 82.6%  (3) 

 

perceived ease of use =
(0×1)+(1×2)+(17×3)+(41×4)+(31×5)

5×30×3
× 100% = 86.2%   (4). 

V. CONSLUSION 

The study concluded that the design and 

development of the application were successfully 

completed, with the application running smoothly on 

nearly all devices used during testing. The 

recommendation system, which employed the 

Content-Based Filtering method, delivered satisfactory 

results, achieving the highest Cosine Similarity score 

of 0.6454972244. Additionally, the evaluation using 
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the Technology Acceptance Model (TAM) 

demonstrated positive reception from users, with a 

perceived usefulness score of 82.6% and a perceived 

ease of use score of 86.2%, indicating that the majority 

of participants found the application effective and user-

friendly. 

For future research, it is recommended to explore 
alternative methods to access dynamic data without 
being constrained by API call limitations, enabling the 
use of more accurate and comprehensive data from 
Steam services. Additionally, the recommendation 
process could be expedited by optimizing the algorithm 
further or adopting alternative methods that can deliver 
equivalent or superior results with reduced processing 
time. 
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paper. Use this document as a template if you are using 

Microsoft Word 2007 or later. Otherwise, use this 

document as an instruction set. Do not use symbol, 

special characters, or Math in Paper Title and Abstract. 

Do not cite references in the abstract. 

Index Terms—enter key words or phrases in 

alphabetical order, separated by semicolon ( ; ) 

I. INTRODUCTION 

This template, modified in MS Word 2007 and 

saved as a Word 97-2003 document, provides authors 

with most of the formatting specifications needed for 

preparing electronic versions of their papers. Margins, 

column widths, line spacing, and type styles are built-

in here. The authors must make sure that their paper 

has fulfilled all the formatting stated here. 

Introduction commonly contains the background, 

purpose of the research, problem identification, and 

research methodology conducted by the authors which 

been describe implicitly. Except for Introduction and 

Conclusion, other chapter’s title must be explicitly 

represent the content of the chapter. 

II. EASE OF USE 

A. Selecting a Template 

First, confirm that you have the correct template 

for your paper size. This template is for 

ULTIMATICS. It has been tailored for output on the 

A4 paper size. 

B. Maintaining the Integrity of the Specifications 

The template is used to format your paper and style 

the text. All margins, column widths, line spaces, and 

text fonts are prescribed; please do not alter them. 

III. PREPARE YOUR PAPER BEFORE STYLING 

Before you begin to format your paper, first write 

and save the content as a separate text file. Keep your 

text and graphic files separate until after the text has 

been formatted and styled. Do not add any kind of 

pagination anywhere in the paper. Please take note of 

the following items when proofreading spelling and 

grammar. 

A. Abbreviations and Acronyms 

Define abbreviations and acronyms the first time 

they are used in the text, even after they have been 

defined in the abstract. Abbreviations such as IEEE, 

SI, MKS, CGS, sc, dc, and rms do not have to be 

defined. Abbreviations that incorporate periods should 

not have spaces: write “C.N.R.S.,” not “C. N. R. S.” 

Do not use abbreviations in the title or heads unless 

they are unavoidable. 

B. Units 

• Use either SI (MKS) or CGS as primary units 

(SI units are encouraged). 

• Do not mix complete spellings and 

abbreviations of units: “Wb/m2” or “webers 

per square meter,” not “webers/m2.” Spell 

units when they appear in text: “...a few 

henries,” not “...a few H.” 

• Use a zero before decimal points: “0.25,” not 

“.25.” 

C. Equations 

The equations are an exception to the prescribed 

specifications of this template. You will need to 

determine whether or not your equation should be 

typed using either the Times New Roman or the 

Symbol font (please no other font). To create 

multileveled equations, it may be necessary to treat the 

equation as a graphic and insert it into the text after 

your paper is styled. 

Number the equations consecutively. Equation 

numbers, within parentheses, are to position flush 

right, as in (1), using a right tab stop. 
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Note that the equation is centered using a center 

tab stop. Be sure that the symbols in your equation 

have been defined before or immediately following the 



equation. Use “(1),” not “Eq. (1)” or “equation (1),” 

except at the beginning of a sentence: “Equation (1) is 

...” 

D. Some Common Mistakes 

• The word “data” is plural, not singular. 

• The subscript for the permeability of vacuum 

0, and other common scientific constants, is 

zero with subscript formatting, not a lowercase 

letter “o.” 

• In American English, commas, semi-/colons, 

periods, question and exclamation marks are 

located within quotation marks only when a 

complete thought or name is cited, such as a 

title or full quotation. When quotation marks 

are used, instead of a bold or italic typeface, to 

highlight a word or phrase, punctuation should 

appear outside of the quotation marks. A 

parenthetical phrase or statement at the end of a 

sentence is punctuated outside of the closing 

parenthesis (like this). (A parenthetical 

sentence is punctuated within the parentheses.) 

• A graph within a graph is an “inset,” not an 

“insert.” The word alternatively is preferred to 

the word “alternately” (unless you really mean 

something that alternates). 

• Do not use the word “essentially” to mean 

“approximately” or “effectively.” 

• In your paper title, if the words “that uses” can 

accurately replace the word using, capitalize 

the “u”; if not, keep using lower-cased. 

• Be aware of the different meanings of the 

homophones “affect” and “effect,” 

“complement” and “compliment,” “discreet” 

and “discrete,” “principal” and “principle.” 

• Do not confuse “imply” and “infer.” 

• The prefix “non” is not a word; it should be 

joined to the word it modifies, usually without 

a hyphen. 

• There is no period after the “et” in the Latin 

abbreviation “et al.” 

• The abbreviation “i.e.” means “that is,” and the 

abbreviation “e.g.” means “for example.” 

IV. USING THE TEMPLATE 

After the text edit has been completed, the paper is 

ready for the template. Duplicate the template file by 

using the Save As command, and use the naming 

convention as below 

ULTIMATICS_firstAuthorName_paperTitle. 

In this newly created file, highlight all of the 

contents and import your prepared text file. You are 

now ready to style your paper. Please take note on the 

following items. 

A. Authors and Affiliations 

The template is designed so that author affiliations 

are not repeated each time for multiple authors of the 

same affiliation. Please keep your affiliations as 

succinct as possible (for example, do not differentiate 

among departments of the same organization). 

B. Identify the Headings 

Headings, or heads, are organizational devices that 

guide the reader through your paper. There are two 

types: component heads and text heads. 

Component heads identify the different 

components of your paper and are not topically 

subordinate to each other. Examples include 

ACKNOWLEDGMENTS and REFERENCES, and 

for these, the correct style to use is “Heading 5.”  

Text heads organize the topics on a relational, 

hierarchical basis. For example, the paper title is the 

primary text head because all subsequent material 

relates and elaborates on this one topic. If there are 

two or more sub-topics, the next level head (uppercase 

Roman numerals) should be used and, conversely, if 

there are not at least two sub-topics, then no subheads 

should be introduced. Styles, named “Heading 1,” 

“Heading 2,” “Heading 3,” and “Heading 4”, are 

prescribed. 

C. Figures and Tables 

Place figures and tables at the top and bottom of 

columns. Avoid placing them in the middle of 

columns. Large figures and tables may span across 

both columns. Figure captions should be below the 

figures; table heads should appear above the tables. 

Insert figures and tables after they are cited in the text. 

Use the abbreviation “Fig. 1,” even at the beginning of 

a sentence. 

TABLE I.  TABLE STYLES 

Table 

Head 

Table Column Head 

Table column subhead Subhead Subhead 

copy More table copy   

 



 

Fig. 1. Example of a figure caption 

V. CONCLUSION 

A conclusion section is not required. Although a 

conclusion may review the main points of the paper, 

do not replicate the abstract as the conclusion. A 

conclusion might elaborate on the importance of the 

work or suggest applications and extensions. 

APPENDIX 

Appendixes, if needed, appear before the 

acknowledgment. 

ACKNOWLEDGMENT 

The preferred spelling of the word 

“acknowledgment” in American English is without an 

“e” after the “g.” Use the singular heading even if you 

have many acknowledgments. Avoid expressions such 

as “One of us (S.B.A.) would like to thank ... .” 

Instead, write “F. A. Author thanks ... .” You could 

also state the sponsor and financial support 

acknowledgments here. 

 

REFERENCES 

The template will number citations consecutively 

within brackets [1]. The sentence punctuation follows 

the bracket [2]. Refer simply to the reference number, 

as in [3]—do not use “Ref. [3]” or “reference [3]” 

except at the beginning of a sentence: “Reference [3] 

was the first ...” 

Number footnotes separately in superscripts. Place 

the actual footnote at the bottom of the column in 

which it was cited. Do not put footnotes in the 

reference list. Use letters for table footnotes. 

Unless there are six authors or more give all 

authors’ names; do not use “et al.”. Papers that have 

not been published, even if they have been submitted 

for publication, should be cited as “unpublished” [4]. 

Papers that have been accepted for publication should 

be cited as “in press” [5]. Capitalize only the first 

word in a paper title, except for proper nouns and 

element symbols. 

For papers published in translation journals, please 

give the English citation first, followed by the original 

foreign-language citation [6]. 
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