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FOREWORD 

 

ULTIMA Greetings!  

Ultimatics : Jurnal Teknik Informatika is the Journal of the Informatics Study Program at Universitas 

Multimedia Nusantara which presents scientific research articles in the fields of Computer Science and 

Informatics, as well as the latest theoretical and practical issues, including Analysis and Design of 

Algorithm, Software Engineering, System and Network Security, Ubiquitous and Mobile Computing, 

Artificial Intelligence and Machine Learning, Algorithm Theory, World Wide Web, Cryptography, as 

well as other topics in the field of Informatics. Ultimatics: Jurnal Teknik Informatika is published 

regularly twice a year (June and December) and is published by the Faculty of Engineering and 

Informatics at Universitas Multimedia Nusantara. 

In this June 2025 edition, Ultimatics enters the 1st Edition of Volume 17. In this edition there are 

fifteen scientific papers from researchers, academics and practitioners in the fields of Computer 

Science and Informatics. Some of the topics raised in this journal are: Implementation of YOLOv8 in 

Object Recognition Systems for Public Area Security in Kebun Raya Bogor, Optimizing CV Matching 

with Job Vacancies Using the Boyer-Moore Algorithm, SI-MAMAS: Design and Development of a 

Mobile-Based Mosque Management Information System, Using Convolutional Neural Network and 

Saliency Maps for Cirebon Batik Recognition, Application of Fuzzy AHP-TOPSÄ°S Hybrid Method 

in Facility Location Selection for Software Systems, Development of Restful API Mental Health 

Application with Microservices Architecture Using Google Cloud Platform, Association Rule Mining 

of Consumer Behavior at MOY Supermarket Using Apriori Algorithm, Comparison of Cosine 

Similarity, Rabin-Karp, and Levenshtein Distance Algorithms for Plagiarism Detection in Document, 

A Comparative Study: Predicting Customer Churn in Banking Using Logistic Regression & Random 

Forest, Enhancing Intelligent Tutoring Systems through SVM-Based Academic Performance 

Classification and Rule-Based Question Recommendation, Prewedding Location Selection 

Recommendation System using Count Vectorization and Cosine Similarity, Clustering Student 

Competencies Using the K-Means Algorithm, Web-Based Online Learning Platform with RAD and 

Laravel Methods, Calculus Calculus Scores and Sleep Quality: A Study of UMN Informatics 2022, 

Developing an Android-based Tour Guide Application. 

On this occasion we would also like to invite the participation of our dear readers, researchers, 

academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific 

papers to: Ultimatics : Jurnal Teknik Informatics, International Journal of New Media Technology 

(IJNMT), Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of 

Computer Systems. Information regarding writing guidelines and templates, as well as other related 

information can be obtained through the email address ultimatics@umn.ac.id and the webpage of our 

Journal here. 

Finally, we would like to thank all contributors to this December 2025 Edition of Ultimatics. We hope 

that scientific articles from research in this journal can be useful and contribute to the development of 

research and science in Indonesia.  

 

June 2025,  

 

 

David Agustriawan, S.Kom., M.Sc., Ph.D.  

Editor-in-Chief 

  

mailto:ultimatics@umn.ac.id
https://ejournals.umn.ac.id/index.php/TI/
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Abstract— Pedestrian areas often serve as centers of high 

public activity, requiring intelligent monitoring systems 

to ensure user safety and comfort. Computer vision 

technology, especially object detection, provides a 

promising method for identifying and counting 

individuals in public spaces. This study implements 

YOLOv8 to develop a human detection and crowd 

counting model in the pedestrian zones of Bogor 

Botanical Garden. Researchers collected images and 

videos from three strategic locations and annotated them 

using Roboflow with a single class labeled “person.” They 

trained the model on Google Colab using a Region of 

Interest (ROI)-based method and evaluated it through 

metrics like precision, recall, F1-score, confusion matrix, 

and mean Average Precision (mAP). The model achieved 

a precision of 0.846, recall of 0.858, F1-score of 0.85, and 

mAP@50 of 0.951, though mAP@50-95 dropped to 0.586. 

These findings show YOLOv8 provides strong real-time 

pedestrian detection, though enhancing precision in 

complex environments remains challenging. 

Index Terms— crowd counting; deep learning; object 

detection; pedestrian surveillance; YOLOv8. 

I. INTRODUCTION 

Crowds in public spaces, including pedestrian areas, 

town squares, open markets, and sports venues, present 

significant challenges related to security and safety. 

High-density human gatherings not only impact 

comfort levels but also elevate the risk of incidents such 

as accidents and criminal activities. Poorly managed 

large crowds have occasionally led to tragic outcomes, 

exemplified by the crowd crush disaster in Itaewon, 

Seoul, in 2022, which resulted in over 150 fatalities [1]. 

With the continuous increase in public events and 

activities, effective crowd management and monitoring 

have become imperative. In response to these 

challenges, artificial intelligence (AI) technologies, 

particularly object detection and crowd counting 

methods, offer promising avenues to enhance safety 

and security.  

Numerous prior studies have investigated various 

deep learning approaches, including CNN, SSD, 

YOLO, and R-CNN, for human detection and counting 

tasks. Among these methods, the YOLO (You Only 

Look Once) algorithm, specifically its latest iteration 

YOLOv8, has gained recognition due to its superior 

real-time detection capabilities and high accuracy under 

complex environmental conditions [2]. YOLOv8 

significantly improves human behavior detection 

accuracy by approximately 4.2% compared to previous 

versions [3]. Furthermore, YOLOv8 achieved high 

precision (94.32%) and recall (91.17%) in complex 

scenarios such as passenger detection in elevators [4]. 

Despite these advancements, existing research 

identifies persistent limitations in accurately detecting 

individuals within densely crowded and complex 

environments. Architectural modifications to the 

YOLOv8 model are necessary to improve its mean 

Average Precision (mAP) [5]. Additionally, although 

YOLOv8 offers promising performance, it still 

struggles with distant or partially obstructed objects [6]. 

Therefore, there remains a critical need to further 

evaluate and refine the YOLOv8 algorithm under real-

world, challenging conditions. 

The YOLOv8 method is highly suitable for 

implementation in research related to object recognition 

systems for public area security at Kebun Raya Bogor, 

as this model achieves an optimal balance between 

detection speed and accuracy—both critical aspects for 

real-time scenarios. Compared to YOLOv9, which, 

despite offering slightly better accuracy, introduces 

higher complexity resulting in increased inference 

times and computational demands, YOLOv8 provides 

a more practical and resource-efficient solution for real-

world deployments. Meanwhile, Faster R-CNN, 

although known for high detection accuracy, employs a 

two-stage detection process that significantly increases 

inference latency, making it less effective for real-time 

monitoring in public spaces. Thus, YOLOv8 emerges 

as the most appropriate choice in this study, effectively 

mailto:pri@staff.gunadarma.ac.id,
mailto:sriagustina78@gmail.com
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addressing the need for rapid, efficient, and sufficiently 

accurate object detection in real-time public 

surveillance applications. 

Addressing the existing challenges and building 

upon previous research findings, the present study aims 

to develop and evaluate a deep learning-based model 

employing the YOLOv8 algorithm specifically for the 

detection and counting of individuals within crowds at 

the pedestrian areas of Bogor Botanical Gardens. The 

primary objective of this study is to create a reliable and 

real-time monitoring system capable of enhancing 

public safety by promptly identifying human density 

levels. 

To achieve this objective, the research employs an 

experimental approach involving the collection of 

image and video datasets from pedestrian areas within 

Bogor Botanical Gardens. The collected datasets will 

undergo preprocessing stages, including image resizing 

and annotation with bounding boxes, facilitated through 

the Roboflow platform. Subsequently, data will be 

partitioned into training, validation, and testing subsets 

to provide comprehensive model evaluation. 

II. LITERATURE REVIEW 

 

2.1 Pedestrian Zones and Urban Life 

Pedestrian zones are a key part of modern urban 

planning. These spaces are designed to encourage 

people to walk, interact, and feel safe and comfortable 

in the city. When done right, pedestrian zones don’t 

just improve the walkability of a place—they also 

reduce traffic congestion and lower air pollution. To 

make pedestrian zones work effectively, planners need 

to consider how people move through the area, how 

safe and accessible it is, and how well it connects with 

other parts of the city [7-9]. 

But as more people gather in public spaces—

especially during events or busy times—it becomes 

more difficult to manage and monitor those areas. 

That’s where technology, like crowd monitoring and 

computer vision, starts to play an important role. 

 

2.2 Counting Crowds 

Crowd counting is all about estimating how many 

people are in a space and understanding how they’re 

distributed. It’s used in many settings—like public 

safety, traffic control, and event planning. But this task 

is far from simple. When crowds are dense or people 

are partially blocked from view (what we call 

occlusion), it becomes much harder to accurately count 

them. The problem gets even trickier when people are 

moving or spread out unevenly [10]. 

Crowd counting can be approached in two main 

ways. The first is supervised learning, where the 

system is trained using data that’s already labeled—so 

it knows, for example, what a “person” looks like. The 

second is unsupervised learning, where the system has 

to figure out for itself how to group and interpret the 

data without any prior labeling [11]. 

 

2.3 Computer Vision 

Computer vision is a branch of artificial 

intelligence that teaches machines to “see” and make 

sense of visual data, just like humans do. Thanks to 

powerful models called convolutional neural networks 

(CNNs), machines can now detect patterns, shapes, and 

movements in images and videos with impressive 

accuracy. These systems can recognize what’s in a 

scene, understand how things relate to each other, and 

even spot unusual activity [12-14]. 

For crowded areas, computer vision allows systems 

to automatically scan camera footage and detect how 

many people are present—without needing a human 

operator to watch every frame. 

 

2.4 Object Detection 

At the heart of many computer vision systems is 

object detection. This technology lets a computer 

recognize and locate multiple objects—like people, 

cars, or bicycles—in a single image. It does this by 

drawing bounding boxes around the objects and 

labeling them. There are two types of object detectors: 

• Two-stage detectors, such as Faster R-CNN, first 

identify possible object locations, then analyze 

each one to decide what’s inside. 

• One-stage detectors, like YOLO and SSD, skip 

the proposal step and predict everything at once, 

making them faster and more efficient for real-

time use. 

 

To measure how well these models perform, we use 

metrics like precision (how many detections were 

correct), recall (how many real objects were found), 

and IoU (Intersection over Union)—a measure of how 

closely the predicted box matches the actual object. 

 

2.5 YOLOv8  

One of the most impressive object detection models 

today is YOLOv8. It's the latest version of the popular 

“You Only Look Once” family of models, and it’s 

packed with upgrades. Unlike older versions that rely 

on predefined “anchor boxes,” YOLOv8 is anchor-

free, which makes it simpler and more flexible when 

detecting objects of different sizes.  

It also uses something called decoupled heads—

basically, separate parts of the model for deciding what 

an object is and where it is. This helps it make better 

predictions. YOLOv8 also adds smarter loss functions 

like CIoU and DFL, which help the model learn more 

efficiently and predict bounding boxes more precisely. 

What’s more, YOLOv8 isn’t limited to object 

detection. It can also do instance segmentation, pose 

estimation, and image classification, making it a 

versatile choice for many real-world applications. It 

runs fast—up to 60 frames per second—and handles 
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cluttered, crowded scenes better than previous models 

[2, 4]. 

III. METHODOLOGY 

This research utilizes the YOLO version 8 or 

YOLOv8 method. The use of YOLO in machine 

learning aims to detect and classify specific objects in 

images or videos. The results of detection and 

classification using YOLO can be used to count the 

number of objects that pass through a specific area or 

that have been defined in an image or a video frame. 

This research aims to detect people in images or videos 

at pedestrian areas in Kebun Raya Bogor. 

This study employs an experimental approach to 

evaluate the performance of the YOLOv8 algorithm for 

detecting pedestrians in crowded urban areas. The 

overall stages of the research are presented in Fig. 1. 

 

 
Fig. 1. Research Framework 

 

a) Data collection 

The research begins with the collection of data in 

the form of images and videos. After data collection, 

pre-processing is carried out to prepare the data for 

further analysis. Once the pre-processing stage is 

completed, the data are annotated and divided into 

three categories: training data, validation data, and test 

data. An example of the data collection location can be 

seen in Fig. 2. After the annotation and data division 

processes, the design and coding of the detection 

model are conducted. The final stage involves testing, 

where the developed model is evaluated to assess its 

accuracy in detecting people within Kebun Raya 

Bogor. 

 
Fig. 2. Image of Pedestrian Area near Gate 3 

 

b) Data Pre-processing 

After collecting images and videos at three 

designated points, a project was established within the 

Roboflow Workspace, a software tool designed for 

data storage and annotation to facilitate the creation of 

a dataset. The initial step in the workflow involved 

defining a Class in Roboflow, specifically designated 

for "person," which serves as the identifier for the 

object to be detected in the study. Table 1 presents the 

details of the images per frame that were successfully 

collected from the three capture points." 

Subsequently, the collected image and video files 

were uploaded to the platform. A crucial step in 

processing the video data involved extracting frames at 

a rate of one frame per second from each video to 

transform these into a uniform image format for further 

analysis. This frame rate was chosen to balance the 

need for detailed temporal resolution while managing 

the volume of data processed and stored, ensuring 

efficient handling during the subsequent stages of 

model training and validation. 

 
TABLE 1. NUMBER OF IMAGES FROM CAPTURE POINTS 

No Collection poin 
Number of 

images 

1 Pedestrian near Gate 3 416 

2 Pedestrian near Gate 4 418 

3 Sempur Park 367 

Total 1201 

 

c) Annotation 

This stage begins after the collection of image-

formatted data and focuses primarily on identifying the 

"person" object within the images by using the 

annotation feature on Roboflow. During the annotation 

process, each image is carefully marked with a 

bounding box around each detected person. This 

labeling is performed manually or under supervision to 

ensure accuracy and consistency in object 

identification. The annotation process can be seen in 

Fig. 3. 
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Fig. 3. Image Annotation 

 
After labeling all images, the dataset is divided 

into three distinct subsets: training data, validation 

data, and test data. The training data is used to adjust 

the model’s parameters and optimize its performance 

during the learning process. The validation data serves 

to periodically evaluate the model throughout training, 

helping to detect signs of overfitting and ensure 

generalization. Meanwhile, the test data is reserved for 

assessing the model’s final performance after training 

is complete. The detailed distribution of the dataset 

across these categories is presented in Table 2, 

ensuring clarity and reproducibility for further 

analysis. 

 
TABLE 2. IMAGE DATA DIVISION 

No Data type Percentage 
Amount 

of data 

1 Training Data 70% 840 

2 Validation Data 20% 241 

3 Test Data 10% 120 

Total 100% 1201 

 

After specifying the percentages for data division, 

Roboflow automatically partitions the image data into 

three categories at random. The results of this data 

segmentation can be observed in Fig. 4, where each 

image is clearly marked to indicate its classification as 

training, validation, or test data, noted at the bottom left 

corner of each image. 

 

 
Fig. 4. Results of the Image Data Division 

 

d) Dataset Formation 

After dividing the data into three parts, the next 

step is to create a dataset for research purposes. 

However, before constructing the dataset, a 

preprocessing stage is required. During this stage, the 

images are resized to ensure that they all have the same 

resolution, facilitating consistent data handling during 

the subsequent analysis. In the preprocessing stage, all 

images are resized to a uniform resolution of 1280 x 

720 pixels. The fitting format 'Fit (black edges) in' is 

selected to ensure that images with different original 

resolutions do not distort—either by stretching or 

compressing—when compiled into the dataset. 

 

e) Model Development and Testing 

In the Model Development and Testing phase, a 

systematic approach was undertaken to build an 

effective person detection system tailored for the 

pedestrian zones of Bogor Botanical Gardens. This 

phase began with the preparation of the dataset, which 

included image annotation and segmentation into 

training, validation, and test sets. Following this, the 

focus shifted to the design and coding stage, where the 

YOLOv8 algorithm—renowned for its high 

performance in real-time object detection—was used 

to train the model. The model was trained using 

annotated data to recognize and count individuals, 

addressing a key challenge in maintaining public safety 

in densely populated areas. 

After training, the model was tested to evaluate 

its accuracy and reliability under real-world 

conditions, such as varying lighting and crowd density. 

This step is critical to ensure that the model performs 

effectively in dynamic urban environments. The 

development phase highlights two essential 

components: training the YOLOv8 model and testing 

its performance using the annotated dataset. The 

detailed steps involved in this stage are described in the 

following sections 

 

1. Enabling hardware accelerator GPUT4 

This research was conducted using Google Colab 

as the computational platform. By default, Google 

Colab operates on a Central Processing Unit (CPU), 

which tends to be slower in executing machine learning 

processes. To address this limitation, a T4 GPU was 

utilized, which is more effective in accelerating the 

training and inference of models in machine learning 

and deep learning. GPUs, particularly the T4 model 

provided for free by Google Colab, offer better energy 

efficiency and superior optimization for matrix and 

vector operations compared to CPUs. 

 

2. Export Dataset 

To export the dataset that has been created, it is 

necessary to copy the API code provided at the dataset 

formation stage. This code contains the necessary 

information to access and manage the organized 

dataset. 

 

3. Training Dataset 

The training dataset plays a crucial role in the 

development of machine learning models, serving as 

the primary resource for teaching the model to 

accurately recognize and predict outcomes. This 

dataset consists of pre-processed and annotated images 

used to adjust the model's parameters through 

supervised learning techniques. During training, the 
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model iteratively learns from this dataset by comparing 

its predictions against the actual outcomes, 

continuously improving its accuracy. In the code 

shown below, the dataset is trained using 100 epochs 

with an image size of 800 pixels. One epoch means the 

model has learned or recognized each data sample in 

the training dataset once. Increasing the number of 

epochs allows the model to become more familiar with 

the form of the object being trained. The adequacy of 

the training dataset directly influences the model's 

ability to generalize to new, unseen data, making the 

quality and diversity of the training examples 

paramount. Consequently, ensuring a comprehensive 

and representative training dataset is essential for the 

successful application of the model in real-world 

scenarios. 

 

!yolo task=detect mode=train model={model} 

data={dataset_location}/data.yaml epoch=100 imgsz= 

800 plots=True 

 
4. Dataset Validation 

The validation dataset is a collection of data used 

for an objective evaluation of a model's performance 

during the training process. Not involved in adjusting 

model parameters, the validation dataset plays a critical 

role in identifying issues such as overfitting, where the 

model perfectly fits the training data but fails to 

generalize to new data. The code shown below is used 

to validate data, ensuring that the trained model is tested 

using this validation dataset. This validation process is 

crucial for assessing how effectively the model can 

predict new data and for adjusting the model to achieve 

an optimal balance between learning and generalization 

capabilities. Using this validation dataset allows 

developers to optimize the model, ensuring that the 

best-trained model performs well on the same data used 

during training. 

 

!yolo task=detect mode=val 

model={HOME}/runs/detect/train/weight/best.pt 

data={dataset.location}/data.yaml 

 
f) Testing  

In the testing phase, the trained system is 

evaluated to assess its object detection and 

classification capabilities under real-world conditions. 

This process involves the use of video files that were 

previously uploaded or stored in the Google Colab 

directory. The test results are presented in video 

outputs that display bounding boxes around "person" 

objects, accompanied by confidence scores ranging 

from 0.25 to 1, indicating the level of prediction 

accuracy. Evaluation is conducted not only through 

visual analysis of the output videos but also by 

measuring performance metrics such as accuracy, 

precision, recall, and F1-score. These metrics provide 

a comprehensive overview of the model’s 

effectiveness in generalizing and detecting new, 

unseen objects beyond the training process. Therefore, 

the testing phase is a critical step in objectively 

validating the model’s performance across various 

real-world conditions and scenarios. 

The following outputs are used to evaluate the 

accuracy of the person detection model in this study: 

 

• Confusion Matrix 

A performance evaluation table that shows the 

number of correct and incorrect predictions made 

by the model for each class. This matrix allows 

for detailed identification of classification errors. 

• Normalized Confusion Matrix 

A normalized version of the confusion matrix, 

where each value is divided by the total number 

of predictions for the corresponding class. It 

provides proportions that are easier to compare 

across classes. 

• F1-Score 

An evaluation metric that combines precision and 

recall into a single harmonic mean value. The F1-

score is particularly useful when there is an 

imbalance between the number of positive and 

negative classes. 

• Precision 

Indicates the proportion of positive predictions 

that are truly relevant (correct). In other words, 

precision measures how accurate the model is 

when making positive predictions. 

• Recall 

Measures the model’s ability to correctly identify 

all actual positive cases. Recall shows how many 

of the total positive cases were successfully 

detected by the model. 

• Precision-Recall Curve 

A graph that illustrates the trade-off between 

precision and recall at various threshold levels. 

This curve is useful for evaluating model 

performance, especially in cases with imbalanced 

data. 

• Train Batch 

A subset of the training dataset used to update the 

model’s weights during one training iteration. In 

object detection, train batch images are often 

visualized to observe interim detection results 

during training. 

• MAP (Mean Average Precision) 

A widely used metric for evaluating object 

detection models. mAP is the average of the 

Average Precision (AP) values across all classes, 

where AP is calculated as the area under the 

Precision-Recall curve for a given class. The 

mAP score provides a comprehensive overview 

of the model's ability to consistently detect 

objects across multiple categories. 

 

To evaluate the performance of the detection 

model, four key parameters are used based on the 

model's classification results on the test data: 
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1. True Positives (TP): Cases where the model 

correctly classifies a positive object. 

2. True Negatives (TN): Cases where the model 

correctly identifies a negative (non-target) object. 

3. False Positives (FP): Errors where the model 

incorrectly classifies a negative object as positive. 

4. False Negatives (FN): Errors where the model 

fails to detect a positive object and classifies it as 

negative. 

 

These four parameters form the basis for calculating 

evaluation metrics such as precision, recall, and F1-

score, which provide a comprehensive overview of the 

model’s accuracy and reliability in object detection. 

IV. RESULT 

The model evaluation stage aims to measure how 

well the YOLOv8 model performs during training. In 

this study, the model was trained for 100 epochs, 

taking approximately one hour, using 241 validation 

images. The training outcomes include several key 

metrics: 

• Precision (P): The model achieved a precision of 

0.846, which indicates a high proportion of 

correctly predicted bounding boxes that actually 

contain a person. This value, being close to 1, 

reflects good model accuracy. 

• Recall (R): With a recall of 0.858, the model 

successfully detected a large portion of actual 

people present in the images. 

• mAP50: The model scored 0.951 at an 0.01 

threshold of 0.5, demonstrating excellent 

performance in identifying objects at lower 

threshold levels. 

• mAP50-95: The score dropped to 0.586 across 

stricter IoU thresholds (0.50 to 0.95), indicating 

reduced performance under more precise 

detection requirements. 

 

These metrics illustrate that while the model 

performs exceptionally well under standard threshold 

conditions, its precision decreases as the required 

overlap for correct predictions increases. 

 

4.1. Deeper Analysis of Performance Drop 

A deeper analysis is necessary to identify the 

factors contributing to the model’s performance drop, 

particularly the decline in mAP across stricter IoU 

thresholds (mAP@0.5:0.95). This decrease indicates 

that although the model performs well at a standard 

threshold, its localization precision diminishes when 

tighter bounding box overlaps are required. 

One major cause of this performance decline is the 

occurrence of false positives, where the model 

incorrectly classifies background elements as humans. 

For example, objects such as leaves, tree branches, 

shadows, or other background features with human-

like visual patterns were often misclassified, especially 

under challenging lighting conditions, low contrast, or 

dynamic backgrounds caused by wind. This issue 

emerges because the YOLOv8 model, despite its 

robust capabilities, sometimes learns features that also 

exist in non-human objects. Additionally, limitations 

in the training dataset—such as a lack of diversity in 

human poses, environmental conditions, and 

movement variations—exacerbate the risk of 

misclassification. 

From a practical standpoint, this degradation in 

precision significantly affects the deployment of the 

model for public area surveillance. A high rate of false 

positives could trigger excessive false alarms, reducing 

the operational efficiency and trustworthiness of the 

surveillance system. In public safety scenarios, this 

could lead to confusion among security personnel and 

delayed responses to actual threats. Therefore, to 

enhance the model’s practical effectiveness, further 

improvements are needed. These may include 

enriching the dataset with more varied real-world 

examples, adjusting the model architecture for better 

feature discrimination, and applying additional post-

processing techniques to filter out background-induced 

false positives. 

 

4.2 Evaluation of Confidence Scores 

The training results in this study also utilized four 

types of graphs or curves as tools to compare the 

model's accuracy in relation to its confidence levels. 

These curves include the Precision-Confidence Curve, 

Recall-Confidence Curve, and the Precision-Recall 

Curve. These visualizations are used to analyze how 

variations in confidence thresholds affect the model's 

predictive performance. 

 

Recall-Confidence Curve 

As shown in Fig. 5, the x-axis represents the 

confidence threshold ranging from 0 to 1, while the y-

axis shows precision. The curve demonstrates that as 

confidence increases, so does the precision, peaking at 

1.00 when the confidence threshold reaches 0.956. 

This indicates that the model's predictions become 

more accurate at higher confidence levels, especially in 

detecting the "person" class. 

 
Fig. 5. Recall-Confidence Curve 

 

 

 



 

 

 

 

Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 1 | June 2025 7 

 

ISSN 2085-4552 

Precision-Recall Curve 

Fig. 6 illustrates the relationship between recall and 

confidence. Initially, the model maintains a high recall 

of 0.97 at a confidence level of 0.00. However, recall 

drops significantly as the confidence threshold 

increases. This trend suggests that while the model 

detects more objects at lower confidence, it becomes 

conservative at higher thresholds, resulting in missed 

detections. 

 
Fig. 6. Precision-Recall Curve 

 

F1-Confidence Curve 

 

Fig. 7 shows that F1-score, which harmonizes 

precision and recall, is stable at moderate confidence 

levels and begins to decline as confidence approaches 

1. At a confidence level of 0.561, the model achieves 

an F1-score of 0.85, suggesting a well-balanced 

performance at this threshold. However, 

overconfidence may lead to reduced effectiveness due 

to increased false predictions. 

 
Fig. 7. F1-Confidence Curve 

 

4.3 Confusion Matrix Evaluation 

The confusion matrix analysis, presented in Fig. 8, 

provides a detailed breakdown of the model's 

classification results: 

a. True Positives (TP): 0.90 

b. True Negatives (TN): 0.00 

c. False Positives (FP): 1.00 

d. False Negatives (FN): 0.10 

 
Fig. 8. Confusion Matrix Model 

 

 

Based on these values, the following metrics are 

calculated: 

a. Precision 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
            (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
0.90

0.90+1.00
= 0.47  

b. Recall 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
0.90

0.90+0.10
= 0.90  

C. F1-score 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
           (3) 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ×
0.47×0.90

0.47+0.90
= 0.62  

D. Accuracy 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
           (4) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
0.90+0

0.90+1.00+0.10+0
= 0.45  

 

Although the recall is high, the model's high false 

positive rate negatively affects precision, leading to a 

moderate F1-score. This result suggests that while the 

model is effective at detecting people, it struggles to 

distinguish them from background elements. 

 

4.4. Evaluation Using Scatter Plot and Box Plot 

Scatter plots are employed to visualize the 

distribution of bounding box coordinates and 

dimensions. These visual tools help in understanding 

the spatial and size characteristics of detected objects. 

The (x, y) scatter plot in Fig. 9 shows that most 

bounding box centers are clustered between x = 0.1–

0.4 and y = 0.2–0.6. 
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Fig. 9. Scatter Plot x,y 

 

The (width, height) plot in Fig. 10 indicates that 

bounding boxes are generally taller than wide, with 

heights concentrated between 0.1–0.2 and widths 

between 0.0–0.1. 

 
Fig. 10. Scatter plot (width, height) 

 

Fig. 11 includes a bar chart showing fewer 

than 3500 bounding boxes labeled as "person" in the 

dataset, alongside an overlay of trained bounding 

boxes, demonstrating the model's coverage. 

 

 
Fig. 11.  Bar chart & Bounding box overlays 

 

 
 

4.5 Training and Validation Metrics 

Training and validation metrics serve as essential 

indicators of the model’s learning progress and 

generalization ability. These metrics, which include 

loss functions, precision, recall, and mean average 

precision (mAP), provide insights into how well the 

model performs on both seen (training) and unseen 

(validation) data during each epoch of training. Fig. 12 

provides an overall indication that the model is 

undergoing an effective learning process and 

progressively improving its performance during both 

training and validation phases. 

 

 
Fig. 12. Matrix & Data Validation 

 

• The loss values (train/box_loss, train/cls_loss, 

train/dfl_loss) steadily decrease throughout 

training, indicating that the model is learning 

effectively in terms of localization, classification, 

and feature extraction. 

• The validation losses (val/box_loss, val/cls_loss, 

val/dfl_loss) follow a similar downward trend, 

suggesting good generalization to unseen data. 

• Metrics such as precision and recall consistently 

improve across epochs, showing progressive 

enhancement in detection performance. 

• The increasing trends in mAP@0.5 and 

mAP@0.5:0.95 further confirm that the model's 

accuracy level continues to improve throughout 

the training and validation phases. 

 

These graphical metrics collectively indicate that the 

model undergoes a positive learning process and 

progressively enhances its performance over time. 

 
4.6 Train Batch 

The concept of train batch refers to the process of 

training the model using grouped subsets of data, 

allowing for more stable and efficient learning. Train 

batching also helps minimize fluctuations in the object 

representations being learned, ensuring the model can 

generalize better and produce more consistent results. 

In this study, the training batch was divided into six 

parts derived from a total of 840 training images. 

Fig. 13 presents the initial training batch, consisting 

of the first subset of training images introduced to the 

model at the beginning of the learning process. This 

batch plays a crucial role in setting the initial learning 

direction by introducing the model to the fundamental 

features of the target object.  
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Fig. 13. Initial training batch 

 

In contrast, Fig. 14 illustrates the final training batch, 

which comprises the last subset of images used during 

the concluding stage of training. This batch reinforces 

the model’s learned patterns and helps stabilize its 

performance prior to final evaluation It helps reinforce 

the patterns and features the model has learned, 

ensuring the consistency and stability of detection 

performance by the end of the training cycle. 

 

 
Fig. 14. Final training batch 

 
4.7 Model Output Evaluation 

The model's output was evaluated using external 

video samples from YouTube. Each video was 

analyzed for detection accuracy in various scenarios, 

such as crowd density, object distance, and occlusion.  

 

• Accurately detects individuals who are visible 

and unobstructed. 

• Struggles to detect individuals who are distant or 

partially blocked. 

• Occasionally misclassifies non-human objects as 

"person" (e.g., leaves or fruit). 
 

These findings confirm that while the model 

performs well under ideal conditions, its accuracy 

declines in complex environments, suggesting areas for 

further improvement. 

V. CONCLUSIONS 

This study successfully developed a YOLOv8-

based pedestrian detection system at Bogor Botanical 

Garden by training it on 1,201 annotated images. 

Overall, the model demonstrated strong performance at 

moderate confidence thresholds, although its accuracy 

declined when stricter precision requirements were 

applied, particularly under more demanding IoU 

conditions. 

The model, trained over 100 epochs with 

confidence thresholds ranging from 0.25 to 1.00, 

achieved a high precision of 0.846, a recall of 0.858, 

and a strong mAP@0.5 of 0.951. However, its 

mAP@0.5:0.95 dropped to 0.586, suggesting that 

while the model could detect people effectively under 

standard settings, it struggled with finer, more precise 

object localization. 

Confidence-based analysis revealed that the model 

performed best at specific thresholds: precision peaked 

at a confidence of 0.956, recall reached 0.97 at a 

confidence of 0.00, and the highest F1-score of 0.85 

was achieved at a confidence of 0.561. The Precision-

Recall Curve also showed a high mAP of 0.901, 

indicating a good balance between precision and recall 

across different thresholds. 

Further evaluation through the confusion matrix 

highlighted challenges in differentiating humans from 

similar-looking background elements. Although the 

model achieved a high recall (0.90), the precision 

dropped to 0.47 due to frequent false positives, 

resulting in a moderate F1-score of 0.62 and an overall 

accuracy of 0.45. These findings suggest that while the 

model was effective at detecting people, it sometimes 

misclassified objects such as leaves, shadows, or tree 

branches as human figures. 

Scatter plot visualizations showed that most 

bounding box centers clustered between x = 0.1–0.4 

and y = 0.2–0.6, consistent with the upright posture of 

standing humans. A width-to-height ratio of roughly 

6:10 further supported that the model mainly detected 

vertical, human-like shapes. Analysis of training 

batches also confirmed that the model's learning 

process was stable and systematic throughout. 

When tested on real-world videos, the model 

performed well in detecting clearly visible, 

unobstructed individuals but struggled with detecting 

people who were distant or partially blocked from 

view. Some false positives also occurred, especially 

when background objects resembled human features. 
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From a practical standpoint, the YOLOv8-based 

system shows real potential for integration into real-

time CCTV surveillance platforms, particularly in 

public spaces like parks, squares, or transit areas. 

Thanks to its relatively lightweight design and efficient 

inference speed, the model can operate on moderately 

powered GPUs or even edge computing devices, 

making it a practical solution for real-world 

deployments. However, further fine-tuning and 

optimizations would be necessary to ensure reliable 

performance in dense or complex environments before 

full-scale adoption. 

Future research is recommended to explore the use 

of keypoint detection for more precise recognition of 

human posture, replacing the current bounding box 

approach. Expanding the dataset with more diverse 

human movement patterns could further improve model 

accuracy. Additionally, optimizing the model for real-

time detection and integrating it into CCTV-based 

surveillance systems would enhance its practical use in 

public safety applications 
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Abstract— According to a survey conducted by a public 

survey agency, there was a decline in the percentage from 

37% to 20%, indicating that a gap still exists between the 

skills required by the job market and those possessed by 

job seekers. To address this issue, this study aims to assess 

the alignment between data from curriculum vitae (CV) 

and job vacancies. The Boyer-Moore algorithm is 

implemented through a web-based system. The system 

extracts text from a PDF file, which is then used in 

the application of the Boyer-Moore algorithm. The 

system also retrieves selected job vacancy data and 

generates keywords using YAKE (Yet Another Keyword 

Extractor). Before processing with the Boyer-Moore 

algorithm, all data undergoes pre-processing. The 

algorithm’s output is either a “match found” or “no 

match found.” The similarity score is determined by 

dividing the number of matching keywords by the total 

number of keywords. Additionally, the system 

recommends other job options, aiming to suggest 

alternative vacancies that may better match the CV. 

These recommendations are based on the highest 

percentage of keyword matches from all job vacancy data 

stored in the system, which are sorted accordingly. The 

Boyer-Moore algorithm was successfully implemented in 

the job vacancy system, and the system’s performance 

evaluation, using 100 job vacancy data entries, yielded an 

average processing time of 2.84438 seconds. 

Index Terms— Boyer-Moore, curriculum vitae, 

Similarity score. 

I. INTRODUCTION 

According to data from the Central Statistics Agency 

(BPS), 937,176 people registered or applied for jobs in 

Indonesia in 2022. Job seekers’ educational 

backgrounds play a crucial role in the application 

process. Various job vacancies in Indonesia require 

different minimum education levels, ranging from high 

school to bachelor’s degrees. However, the proportion 

of university-educated workers in the labor force is only 

around 9.92%. This discrepancy highlights the gap 

between required job skills and the qualifications 

possessed by job seekers. Notably, a significant 

number of workers (up to 63%) end up in jobs 

unrelated to their field of study. To address this, an 

effective system is needed one that helps job seekers 

identify relevant skills for their desired positions and 

assists recruiters in selecting candidates whose CVs 

align with job criteria. Unlike some other algorithms, 

Boyer-Moore doesn’t require preprocessing, making it 

efficient for large-scale searches [1]. Boyer-Moore 

performs pattern matching by sliding the pattern over 

the text. It starts matching from the last character 

of the pattern, which allows for faster processing. The 

algorithm combines two heuristics: the Bad Character 

Heuristic and the Good Suffix Heuristic. When a 

mismatch occurs, the algorithm identifies the “bad 

character” (a character in the text that doesn’t match 

the current pattern character). It then shifts the pattern 

to align with the last occurrence of the bad character in 

the pattern. This heuristic improves efficiency by 

skipping unnecessary comparisons [2]. The Boyer-

Moore algorithm also considers the context of matching 

characters. If a mismatched character in the text 

occurs somewhere in the pattern, its index is used to 

skip over more characters, further reducing the number 

of comparisons. Boyer-Moore can be applied to strings 

of varying lengths and characters, making it suitable for 

CVs and job vacancy matching [3]. 

The research aims to implement the Boyer-Moore 

algorithm for assessing the suitability of CVs to specific 

job vacancies. It evaluates the efficiency of the 

algorithm based on computation time and focuses on 

English language patterns in PDF files. The goal is to 

assist HR professionals in streamlining the process and 

achieving more precise job candidate matches. 

II. METHODOLOGY 

A. Literature Studies 

Literature studies aim to determine the development 

of knowledge, theories, concepts, methods, and current 

findings related to the problem that you want to 

research. Literature study includes searching, reading, 

analyzing, and evaluate relevant scientific sources about 

mailto:andrew.hadiwinata@student.umn.ac.id
mailto:eunike.endariahna@umn.ac.id
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algorithm implementation Boyer-Moore towards a 

system. There are references to pre- vious research 

regarding implementation of the Boyer-Moore 

algorithm taken from a written journal by Sara Nasr. In 

This research, found the best candidates using CV and 

process fuzzy or uncertain information with berth 

algorithm [4]. The Boyer-Moore algorithm is an 

efficient string search method. Discovered by Bob 

Boyer and J. Strother Moore, it has become a standard 

in string search literature [1] [6]. Key characteristics of 

the Boyer-Moore algorithm include right-to- left string 

matching. This approach allows the algorithm to skip 

further when encountering mismatches, avoiding unnec- 

essary character comparisons [6]. 

The Boyer Moore algorithm is a string search 

algorithm that matches characters from right to left, and 

uses two rules to shift the pattern to the right if a 

mismatch occurs, namely the bad character rule and the 

good rule suffix [1]. This algorithm requires two pre-

search tables, namely the bmBc table and the bmGs 
table, which store the distance between each character 

or suffix and the end of the pattern. The mathematical 

formula for the Boyer Moore algorithm is 

s = max{bmBc[text[i]] − m + 1 + j, bmGs[j]} (1) 

B. Dataset 

Data collection involves obtaining relevant data 

from both primary and secondary sources. It must be 

done in a valid, reliable, and ethical manner. In this 

research, a dataset named “Job Dataset” from Kaggle 

is used for job vacancy data [5]. The relevant fields 

include company name, city, country, job title, role, 

salary, description, skills, and requirements. 

C. Requirements 

The system requirements for implementing the 

Boyer- Moore algorithm include allowing users to 

view all job postings. Users can scan their CV’s against 

specific job criteria and match their CV data with job 

descriptions and skills requirements. The matching 

process involves extracting keywords using YAKE 

(Yet Another Keyword Extractor) from job descriptions 

and skills requirements, followed by applying the 

Boyer-Moore algorithm for accurate matching. The 

system should display the match percentage for the 

selected job and provide alternative options with the 

top 5 match percentages. 

D. Planning 

Planning refers to the process of creating a plan or 

sketch for the functions, features, and technologies to be 

used in a system under development. It involves 

creativity, innovation, and alignment with user 

specifications and needs. The design phase encompasses 

system blueprints, user and system requirements, 

sitemaps, flowcharts, and low-fidelity prototypes. Here 

is the flowchart that defines the web-based system 

process. 

 

Fig. 1. System Flowchart 
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Fig. 2. Boyer-Moore Implementation Flowchart 

 

The system design at Figure 1 System flowchart 

and Figure 2 Booyer Moore Implmentation, outlines the 

process for implementing the Boyer-Moore algorithm. 

It begins by requesting user input in the form of a PDF 

file. The text within the PDF is then extracted and 

tokenized, followed by pre- processing (including 

removing non-alphanumeric characters and converting 

to uppercase). Next, the system combines job 

description data with skills data based on the selected 

job. The resulting combined text is tokenized and 

preprocessed as well. 

For string matching using the Boyer-Moore 

algorithm, both the text and pattern are needed. The text 

comes from the extracted and preprocessed data from 

the PDF, while the pattern is derived from the combined 

job description and skills text. To obtain the pattern, 

keyword extraction using YAKE is performed [8]. The 

Boyer-Moore string matching process begins, adding 

match percentages when a pattern is found. If no 

match occurs, a query right-side shift is applied. This 

process continues until the entire pattern is exhausted. 

After Boyer-Moore completes, the match percentage is 

displayed. For example, if 20 keywords were extracted, 

but only 15 matched, the system shows a 75% match. 

These percentages are stored in an array. 

In the recommendation system, sorting is crucial to 

display the most relevant results to users. The system 

proceeds to obtain the top 5 recommendations. Sorting 

involves taking the match percentages generated by 

Boyer-Moore and arranging them from highest to 

lowest. The same process is applied to all job postings, 

resulting in 5 additional recommendations. These top 5 

matches are also stored in an array. Once all steps are 

completed, the system displays the array results. 

III. RESULT 

A. Implementation 

The implementation of the Boyer-Moore algorithm 

within a Python-based web system requires the Flask 

library. Flask handles user input from the website, 

processes data using the algorithm, and returns the 

results to display on the website. The system follows 

the flowchart design outlined in Figure 1, involving 

steps such as selecting job postings, uploading 

documents, processing data, and displaying results 

along with recommendations. 

Fig. 3. Job Listings Page 

 

Figure 2 Job Lisitings Page is the job listing page 

allows users to view all available job postings. It 

displays job titles, roles, and locations. When a specific 

job is selected, detailed information including job 

descriptions and skills requirements is shown on the 

right side of the page. Below this information, a ”SCAN 

MY CV” button redirects users to the document upload 

page. 

 

Fig. 4. Upload Document Page 

The “Upload Document” page, as depicted in 

Figure 4, allows users to upload PDF files related to job 

applications. It displays job titles, roles, and locations. 

After selecting a file, users can press the “Scan Now” 

button to initiate the process. To extract text from a 

PDF, libraries like PyPDF2 are com- monly used [7]. 

Preprocessing involves tokenization (splitting text into 
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individual words) and removing stop words (common 

words with little meaning). The extracted text is 

combined and then processed further. YAKE (Yet 

Another Keyword Extractor) is used for keyword 

extraction [8]. 

The Boyer-Moore algorithm, an efficient string 

search method, doesn’t require extensive 

preprocessing, making it suitable for large-scale 

searches. It compares text and pattern from right to 

left. Two key heuristics are employed: the bad 

character rule (adjusting the pattern based on the last 

mismatched character) and the good suffix rule 

(shifting the pattern if the mismatched character doesn’t 

appear elsewhere in the pattern). By combining these 

heuristics, Boyer-Moore achieves efficient pattern 

matching. 

Fig. 5. Boyer-Moore Algorithm 

 

BoyerMooreSearch(text, word) : This is the creation 

of a BoyerMooreSearch object with the text and words 

(pattern) you want to search for. bad character

heuristic(): This func- tion is an implementation of the 

bad character heuristic in the Boyer-Moore algorithm. 

This function returns the position where the word 

(pattern) is found in the text.  init (self, text, pattern): 

This is the class constructor. This function takes two 

arguments, text and pattern, which are respectively the 

text on which the search is performed and the pattern to 

search for. This function also initializes some variables 

used in the algorithm. bad character heuristic(self): 

This is a method that implements the bad character 

heuristic of the Boyer-Moore algorithm. This heuristic 

speeds up the search by skipping characters that do not 

match in the pattern. The first loop (while i ¡= self.n - 

self.m:) moves the search window through the text. The 

second loop (while j ¿= 0 and self.pattern[j] == 

self.text[i + j]:) compares the characters in the pattern 

and text from right to left. If a pattern is found (if j ¡ 0:), 

the starting index of the pattern in the text is returned. If 

a non-matching character is found, the search window 

advances a maximum distance between 1 and j - 

self.skip[ord(self.text[i + j])]. 

The results of string matching using the Boyer-

Moore algorithm display job titles, positions, company 

names, lo- cations, and match percentages. After 

completing the Boy- erMooreSearch process, the 

results are available only for the selected job. To obtain 

job recommendations with the highest match 

percentages, testing is performed across all job data 

stored in the database. The process is similar to before, 

but without using a unique ID since the query aims to 

select all data. Iterating through all data, job 

descriptions and skills requirements are combined and 

pre-processed. Keyword ex- traction is then applied, 

followed by matching using the Boyer- Moore 

algorithm, resulting in the same format. Additional job 

recommendations are displayed to provide alternative 

options that may have higher match percentages than 

the selected job. Sorting with a Sortation Algorithm 

which is Timsorts determines the highest match 

percentage recommendations [9] [10]. 

Fig. 6. Result Page 

Once the top recommendations are obtained, the 

results are stored in an array and sent to the page 

depicted in Figure 6, the “Results Page,” using the 

render template function in Flask. The “Results Page” 

displays job titles, roles, locations, and match 

percentages. The top result corresponds to the selected 

job, while the lower section shows additional 

recommenda- tions with the highest match percentages. 

B. Testing 

The testing process for the Boyer-Moore 

algorithm applied to CV data matching with job 

vacancies. The testing process involves several 

steps: 

1) File Upload: Begin by uploading a simple CV in 

PDF format. 

2) Processing: Extract the text from the file and 

convert it into string tokens. 

3) Text Pre-processing: Perform pre-processing on 

the ex- tracted text. 

4) Select Job Vacancy Data: Choose a specific job 

vacancy to match against. 

5) Combine Job Description and Skills 
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Requirements: Pre- process the text from the job 

description and skills requirements, combining 

them into a single text. 

6) Keyword Extraction with YAKE: Use the 

YAKE algo- rithm to extract keywords. Set 

the parameter ‘n’ to 1 to ensure that the 

generated keywords consist of single words. 

7) String Matching with Boyer-Moore: Apply the 

Boyer- Moore algorithm to search for the 

extracted keywords. The algorithm provides 

accurate outputs for both “match found” and “no 

match found” cases. 

8) Calculate Matching Score: Based on manual 

testing, there was an 8 out of 20 keyword 

match, resulting in a 40% match percentage. 

Additionally, processing one CV against one 

job vacancy took less than 1 second. 
 

Overall, the system is categorized as fast in displaying 

results 

C. Evaluation 
Evaluating an algorithm multiple times is crucial to 

obtain accurate results. Various factors, such as 

operating system conditions and processor load, can 

affect execution time. Therefore, conducting multiple 

tests ensures consistent and reliable outcomes. While 

there is no strict rule about the exact number of 

evaluations, averaging results over multiple runs 

reduces variability and provides a more accurate 

performance assessment. 

The primary reason for measuring computational 

time dur- ing algorithm evaluation, especially for the 

efficient Boyer- Moore string search algorithm, is to 

assess its reliability and speed in real-world 

applications. In unsupervised learning contexts, where 

algorithms work with unlabeled data, speed and 

reliability are critical. Algorithms must identify 

patterns or structures in data without external 

assistance. 

Computational time measurement is crucial for 

systems dealing with large or real-time data 

processing. Reliable and fast algorithms enable 

accurate recommendations or results within short 

timeframes. This is valuable in practical applica- tions 

like job matching, text analysis, and recommendation 

systems. Therefore, evaluating the Boyer-Moore 

algorithm considers both accuracy and speed. 

The following are the table of average evaluation 

results.  

TABLE I 
AVERAGE EVALUATION TIME RESULT 

Data CV AndrewChristofer 
(Time Taken) 

CV Lydia (Time 
Taken) 

100 3.05692 s 2.84438 s 
200 5.78710 s 5.36939 s 
500 15.19051 s 12.92706 s 

1000 28.64033 s 26.95702 s 

 

The increase in processing from 100 data to 200 data 

nearly doubles the required time. From the data, we can 

infer that processing 100 data takes approximately 3 

seconds. Below is the graph generated based on the 

average evaluation results from Table 1. 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Average Evaluation Time Result Graph 

The graph illustrates the average evaluation 

results for these two CVs. The x-axis represents the 

processed data volume, while the y-axis shows the 

time required for processing. As expected, 

processing time increases with larger data volumes 

a common occurrence in computing. 

 For CV AndrewChristofer (indicated by the blue 

line), the processing time was approximately: 

1) 100 data: 3.06 seconds 

2) 200 data: 5.79 seconds 

3) 500 data: 15.19 seconds 

4) 1000 data: 28.64 seconds 

Similarly, for CV Lydia (indicated by the red 

line), the processing time was approximately: 

1) 100 data: 2.84 seconds 

2) 200 data: 5.37 seconds 

3) 500 data: 12.93 seconds 

4) 1000 data: 26.96 seconds 

The difference in processing time between the two 

CVs diminishes as the data volume increases. This 

suggests that both CVs perform similarly for large-scale 

data processing. In summary, while the number of 

words and characters does not significantly impact 

computational time, the data volume does affect 

processing time 

IV. CONCLUSIONS 

Implementation of the Boyer-Moore algorithm 

within a website-based system for checking the 

compatibility of cur- riculum vitae (CV) with job 

vacancies is successful. The implementation process 

involved several key steps. Literature Study, prior to 

implementation, thorough literature research was 

conducted to ensure that the chosen approach addressed 

the problem statement effectively. Data Collection and 

Anal- ysis, a dataset of job vacancies served as a 
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reference for eval- uating CV compatibility. 

Additionally, requirements analysis and system design 

formed the foundation for the website-based system. 

Algorithm Integration the Boyer-Moore algorithm was 

integrated into the system, aiming to assess the 

suitability between CV documents and job vacancy 

data. Additional algorithms, such as YAKE for keyword 

extraction and Timsort for sorting, were also utilized. 

Manual Testing and Evaluation, manual testing 

verified whether the system’s processed data matched 

the expected output. Finally, performance evaluation 

measured the time required to process a PDF CV 

against job vacancy data and provide recommendations 

based on the highest match percentage. 

The evaluation revealed that while word count and 

character length had minimal impact on computational 

time, the data volume significantly affected processing 

time. 
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Abstract— The Nurul Huda Mosque is one of the mosques 

in the city of Medan. So far, the Nurul Huda Mosque has 

not provided a facility or media that can be used to 

manage data, such as management data, financial data, 

activity data, and inventory data. The data management 

process is still carried out conventionally on a book, so 

several problems still occur, especially regarding data 

completeness, data damage, and loss of data that has been 

processed. The aim of this research is to build a mobile-

based information system that can be used to manage 

mosque data. In building the information system, the 

author used the Rapid Application Development (RAD) 

method, which consists of planning stages, design 

workshops, and implementation. Meanwhile, the tool 

used by the author in creating information system designs 

visually is UML (Unified Modeling Language). The 

mobile-based information system was built using the 

Kodular framework and the Airtable database. With this 

information system, it is hoped that it can help the Nurul 

Huda Mosque process data easily and quickly via an 

Android smartphone. 

Index Terms— Android; Management; Mosque; 

Mobile; Information Systems. 

I. INTRODUCTION 

The modern era we are currently living in has 

witnessed very rapid developments in several science 

and technology sectors. This progress directs how each 

person, community, group, or organization can deal 

with it. Effective management, or governance, is one 

way to overcome this. Effective organizational 

management can produce good and high-quality 

results. Therefore, this management is very important 

for any organization [1]. 

A mosque is a physical location and representation 

of Islam. Mosques play a very important role in the 

service of the people as a gathering place for religious 

activities, a place for studies of the Koran and Al-

Hadith, and a cultural center for Muslims [2]. 

Poor management will prevent a mosque from 

operating at its highest potential, regardless of its 

complexity or simplicity. Because productive and 

effective administration is a must for every 

organization or institution, As a result, in a mosque, 

management must be the main focus. Increasing 

awareness of the purpose of all mosque management 

activities, namely, developing human resources for 

organizational success, is necessary to achieve this 

situation [3]. 

Nurul Huda Mosque is one of the mosques in Medan 

City, located at Jl. Marelan Raya, Tanah Enam 

Hundred, District. Medan Marelan, Medan City, North 

Sumatra 20244. So far, the Nurul Huda Mosque has not 

provided a facility or media that can be used to manage 

data, such as management data, financial data, activity 

data, and inventory data. The data management process 

is still carried out conventionally on a book, so several 

problems still occur, especially regarding data 

completeness, data damage, and loss of data that has 

been processed. Aside from that, the Nurul Huda 

Mosque also does not provide technology-based 

facilities for conveying information to the public. The 

process of conveying information still uses mosque 

loudspeakers, so that the process of conveying 

information and receiving information by the public 

becomes ineffective. 

Similar research conducted by Budhy et al. in 2021 

discussed the steps involved in developing a website-

based mosque management information system using 

the PHP programming language and using the 

waterfall development method at the Baitul Ikhwan 

Mosque. Now it is easier for the public to find 

information about mosque management thanks to this 

website, and it also makes it easier for mosque 

managers to summarize data by printing it in softcopy 

in PDF format because it will be easier to search for 

files in the system and print them [4]. 

Similar research was conducted by Yanni Suherman 

and Erien Nada Azandra in 2021, discussing that 

managers of the Sungai Limau Grand Mosque often 

have difficulty managing data due to the large number 

of mosque operations. A waterfall system development 

approach is used to create a system that will really help 

administrators process data related to mosque 

management. This system utilizes a web-based 

application program for program planning and report 

preparation [5]. 
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Similar research was conducted by Wagino in 2020 

discussing the Sabilal Muhtadin Grand Mosque, 

Banjarmasin, which had created a Management 

Information System to computerize the management of 

the Banjarmasin Sabilal Mosque management body, 

which is currently still manual in its management. This 

information system was created with the help of 

Microsoft Access 2013 and Borland Delphi 7.0 

software. The management of the Sabilal Muhtadin 

Banjarmasin Mosque considers this information 

system to be very useful, for example, controlling the 

use of the computerized multi-purpose hall and 

archiving data on mosque management, cash in and 

cash out data, data on lecturers, data on kiai and Friday 

prayer speakers, as well as data on the imam who leads 

obligatory prayer [6]. 

The authors' research differs from previous research 

in several important ways. The author conducted 

research aimed at building a mobile-based information 

system that can be utilized by Nurul Huda Mosque 

administrators in managing mosque data, including 

financial data and inventory data, and can also be used 

as a medium for conveying information to the public. 

II. METHODOLOGY 

A. System Development Method 

Rapid Application Development (RAD) is the 

information system development approach used in this 

research. The three key phases of this methodology are 

planning, RAD design, and implementation. Speed in 

the development process is also prioritized with the 

RAD development method. where the development 

process can be completed quickly [7]. The RAD model 

can be seen in Figure 1. 

 

 
Fig.1. RAD Method Stages 

 

The stages contained in RAD can be explained as 

follows [8]: 

1. Analysis of problems and identification of needs 

for the information system to be built. Actions 

taken include: 

• Identifying what happened at the Nurul Huda 

Mosque related to the process of processing 

financial data, inventory, and conveying 

information. 

• Identify functional requirements and 

information needs. 

• Presents alternatives to the suggested system. 

This section lists any requirements for software, 

hardware, and human resources. 

• System selection and continuity. choosing one 

of several alternative system solutions available. 

• Object modeling. In this section, we will model 

the system using objects and related classes. 

2. RAD Design Workshop: At this point, the author 

explains about creating an information system. 

Modeling the information system to be created is 

the current process step. UML (Unified Modeling 

Language), which includes use case diagrams, 

sequence diagrams, activity diagrams, and class 

diagrams, is used to model this system. In this 

step, the new system design is written and 

described, and the following tasks are completed: 

• Combines diagrams with features that allow the 

creation of models, outputs, processes, and 

transactions using specific symbols. 

• Designing database and table requirements 

• Display interface class design. 

3. Implementation, which involves converting all 

previously completed work into an information 

system that utilizes the Kodular framework and 

Airtable database. 

 

B. Method of Collecting Data 

Data collection procedures are the fundamental 

methods used in a study to gather data, which is the 

primary objective of the investigation. The author 

employs methodologies for data collection in 

conjunction with the system development approach. In 

the absence of familiarity with the methodologies, 

researchers will be unable to gather data that adheres 

to pre-established criteria [9].  

The author collected the necessary data for this 

research activity using the following method: 

1. Observation 

Data collection occurs through direct observation 

and recording of research objects. At this stage, the 

researcher recorded matters relating to the process of 

processing financial data, inventory, and information 

at the Nurul Huda Mosque. 

2. Interview 

Gathering information through direct conversations 

with the chairman of the Nurul Huda Mosque 

management and the community. Here, researchers ask 

questions related to the process of processing financial 

data, inventory, and conveying information. 

3. Literature review 

To search for ideas or concepts that might serve as a 

basis for a theory or research framework, to identify the 

best research procedures, and to contrast current theory 

with empirical data. 

III. RESULTS AND DISCUSSION  

A. Analysis of Problem and Identification 

1. Analysis of Problems 
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Before carrying out the design stage, the author 

first analyzes the problems in the running system. The 

analysis carried out by the author focuses on the 

financial processing process, the mosque inventory 

processing process, and the process of conveying 

information to the public. Based on the results of the 

author's observations at the Nurul Huda Mosque and 

the results of the author's interviews with the chairman, 

treasurer, facilities infrastructure department and the 

public, the financial processing and inventory process 

of the mosque is still carried out manually, namely 

recorded in books, while the process of conveying 

information to the public is still carried out using 

loudspeakers or mosque toa. Based on this process, 

there are still several problems or obstacles that occur, 

including: 

• The mosque still processes its finances and 

inventory by hand. So it requires a lot of time, 

money, and energy. 

• Difficulty searching for data. 

• Data damage and loss occur. 

• Loudspeakers or mosque toa do not provide 

clear communication. 

• The scope of information delivery is limited. 

 

2. Identify System Requirements 

After conducting a thorough analysis of the current 

system, the author suggests a solution to address this 

issue. The proposal involves creating an Android-

based mosquito management information system. This 

system will aid Nurul Huda Mosque administrators in 

managing financial data, inventory data, and other 

related processes. The solution will expedite the 

efficient distribution of information to the general 

population using Android smartphones. The author 

employed the following strategy to gather the 

necessary data for this research endeavor: 

. 

B. RAD Design Workshop 

The information system design process that will be 

built uses the Unified Modeling Language (UML) 

model, which consists of use case diagrams, sequence 

diagrams, activity diagrams, and class diagrams. 

 

1. Use Case Diagram 

A use-case diagram is a graphical representation 

that depicts the standard interactions between system 

users and the system itself by narrating the system's 

usage story. A use-case diagram comprises an actor 

and the interactions they execute. The system's actors 

can include humans, hardware, other systems, or other 

entities that interact with the system. The author 

proposes a solution to address this issue based on the 

findings of the ongoing system analysis. The proposal 

involves creating an Android-based mosquito 

management information system. This system will aid 

Nurul Huda Mosque administrators in managing 

financial data, inventory data, and other related tasks. 

The solution will expedite the efficient distribution of 

information to the general population using Android 

smartphones. Meanwhile, the author used the 

following strategy to collect the necessary data for this 

study [10]. 

 The Mosque Management information system was 

built on a multiuser basis so that it can be accessed by 

different users, namely the head of the management. 

Treasurer, facilities and infrastructure sector, public 

relations, and community sector. The use case diagram 

of the mosque management information system to be 

built can be seen in Figure 2. 

 

 
Fig.2. Use Case Diagram 
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Figure 2 presents the use case diagram for the 

upcoming information system. Use case diagrams 

depict the actions that actors can perform within the 

information system under development. The mobile-

based mosque management information system is 

accessible to the chairman of the management, 

treasurer, and the facilities and infrastructure 

department. Section on Humanity and Society. Prior to 

accessing the information system, every user is 

required to log in by providing a user name and 

password and selecting pre-established access 

privileges. The chairman holds the authority to manage 

user data, the treasurer oversees income and 

expenditure data, the facilities and infrastructure 

department manages mosque inventory data, the public 

relations department manages mosque activity 

schedules and disseminates information to the public, 

and the public has the ability to access and view the 

managed information. The public relations department 

of the mosque issues these schedules. 

 

2. Sequence Diagram 

Sequence diagrams depict the exchanges and 

communications that occur among items. Sequence 

diagrams provide a detailed description of the actions 

and interactions that occur in a particular event. A use-

case diagram illustrates a set of sample objects and the 

messages that are sent between them [11]. Illustrates 

the sequential or chronological interactions among 

items within the system, such as users, displays, and 

others, through the exchange of messages [12]. 
Sequence diagrams are divided into chairman 

sequence diagrams, treasurer sequence diagrams, 

infrastructure sector sequence diagrams, and public 

relations sequence diagrams. The treasurer's sequence 

diagram This sequence diagram illustrates the 

interaction between the treasurer and the information 

system in order to acquire the necessary information. 

Figure 3 displays the Treasurer's Sequence Diagram. 

The sequence diagram of the mosque management 

information system to be built can be seen in Figure 3 

 

Fig.3. Use Case Diagram 
 

Figure 3 depicts the sequence diagram of the 

information system under construction. The sequence 

diagram for the forthcoming mobile-based mosque 

management information system begins with the 

treasurer's authentication into the system. When the 

username and password are entered during the login 

procedure, the system will verify the credentials 

against the database. Next, the treasurer will navigate 

to their designated page. When the treasurer selects the 

income or expenditure menu, they can input, edit, or 
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delete the income or spending data. The treasurer has 

the ability to enter revenue or spending data into the 

information system using the provided form, and then 

store the data in the database. Within the edit feature, 

the treasurer has the ability to choose either revenue or 

spending data and modify the selected data before 

saving it. In the delete option, the treasurer has the 

ability to select and erase specific income or spending 

data from the database. The profile menu allows the 

treasurer to access and manage their profile data. 

 

3. Activity Diagram 

Activity diagrams depict the sequence of activities 

within a planned system, beginning with its initiation 

and encompassing the decision-making process until 

its completion. Activity diagrams can also represent 

concurrent processes that take place during several 

executions. [13]. The activity diagram of the mosque 

management information system to be built can be seen 

in Figure 4. 

 

 

 

 
Fig.4. Activity Diagram 

 

Figure 4 illustrates the activity diagram. The activity 

diagram for the forthcoming mobile-based mosque 

management information system begins with the 

treasurer's login to the system, which is completed by 

inputting the designated username and password. 

Subsequently, the information system authenticates the 

username and password provided by the treasurer. 

Provided that the username and password are accurate, 

the treasurer is able to access the choices menu page 

and choose from the available menu items. If the login 

and password provided are incorrect, the treasurer will 

be unable to access the information system and will 

need to verify the authenticity of the submitted 

username and password. Within this information 

system, the treasurer has the ability to choose from 

multiple menu selections. The treasurer will receive 

input choices to update or delete income or spending 

data in the information system upon selecting the 

revenue or expenditure menu. The input option in the 

information system verifies the integrity of the revenue 

or spending data entered by the treasurer. The database 

can process and store comprehensive data. However, 

we cannot process incomplete revenue or spending 

data. In such cases, the treasurer must first fill in the 

data. Previously. Within the edit and delete choices, the 

information system will securely store the 

modifications made by the treasurer to the revenue or 

spending data. After selecting the profile menu, the 

treasurer can access and manage their profile data. 
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4. Class Diagram 

A class diagram is used to visualize the system 

structure by defining the classes that build it. Classes 

have properties, methods, and operations that are 

called [14]. 

Classes or tables in the mosque management 

information system consist of user tables, income 

tables, expenditure tables, inventory tables, and 

information tables. The class diagram can be seen in 

Figure 5. 

 
Fig.5. Class Diagram 

 

Figure 5 illustrates the correlation between each table 

in the mobile-based mosque management information 

system. The structure of the user table includes the 

following columns: kd_user, name, position, 

username, password, and access rights. Five columns 

make up the income table: kd_income, date, source, 

amount, and information. The structure of the 

expenditure table includes the following columns: 

kd_expenditure, date, recipient, amount, and photo. 

The structure of the inventory database includes the 

following columns: kd_inventory, name, amount, and 

condition. The structure of the information table has 

the following columns: kd_information, date, time, 

title, and contents. The chairman has the authority to 

handle user data; the treasurer is responsible for 

managing income and spending data; the facilities and 

infrastructure department is in charge of processing 

inventory data; and the public relations department is 

responsible for managing information and schedules 

related to mosque activities. 

 

5. Entity Relationship Diagram (ERD) 

Entity Relationship Diagram (ERD) for modeling 

file structure is a software system object which is the 

elements of the designed software system, one of these 

objects is data. Data are raw facts, which must be 

documented by the system to create information [15]. 

An ERD image of the mosque management 

information system to be built can be seen in the 

picture 6. 

 

 
Fig.6. Entity Relationship Diagram (ERD) 
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Figure 6 is an entity relationship diagram (ERD) 

model which describes the structure of the 

management information system to be built. 

Management information systems consist of four main 

elements, namely users, income, expenditure, 

inventory, and information. Each element has its own 

attributes and interacts with one another. There are five 

different types of users, namely chairman, treasurer, 

facilities and infrastructure, public relations and public. 

Each can carry out different data processing processes. 

The treasurer can process income and expenditure data, 

the facilities and infrastructure sector can process 

inventory data, the public relations sector can process 

information and schedules. The chairman can monitor 

and see all data that has been processed by each section 

and all users can see information that has been 

processed by the public relations sector. 

 

D. Implementation 

1. Impelementation Information System 

The page display of the information system built 

consists of the login page display, user data page 

display, inventory data page display, income data page 

display, expenditure data page display, financial report 

page display, and inventory report page display. 

• Login Page Display 

Prior to accessing the information system, the 

user is required to log in by providing the 

designated username and password. Figure 7 

depicts the visual representation of the page 

layout. 

. 

 
 

Fig.7. Login Page Display 

 

 

 

• User Data Page Display 

On this page, the chairman can process user 

data. Figure 8 illustrates the page display. 

 

 
Fig.8. User Data Page Display 

 

• Inventory Data Page Display 

On this page, the infrastructure department can 

process mosque inventory data. Figure 9 

illustrates the page display. 

 

 
Fig.8. Inventory Data Page Display 
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• Display the Income Data Page 

On this page, the treasurer can carry out the 

processing of cash inflows. The page display 

can be seen in Figure 10. 

 

 
Fig.10. Display of the Income Data Page 

 

• Expenditure Data Page Display\ 

On this page, the treasurer can carry out the 

processing of money disbursement. Figure 11 

illustrates the page display. 

 

 
Fig.11. Expenditure Data Page Display 

 

• Financial Report Page Display 

Users can view processed financial reports by 

month on this page. Income and expenditure 

reports. Figure 12 illustrates the page display. 

 

 
Fig.12. Financial Report Page Display 

 
 

 

2. Information System Testing 

We conduct information system testing to assess 

the program's functionality and identify any errors or 

issues. We tested this research using the black box 

method. Black box testing is a type of testing that 

focuses specifically on an information system's 

requirements [16], including user interface, 

performance, input, processing, and output. It also 

examines how information system features are used in 

the user's environment. This type of testing is followed 

by validation testing [17]. The black box testing results 

are shown in Table I. 
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TABLE I.  TABLE STYLES 

Testing 

Module 
Testing Procedures Input Output Conclusion 

Login Page 

 

- Run the Information System 

- Select the Login Menu 

- Enter the username "hanafi" and 

password "123456 

- Select “Chairman” access rights 

- Click Login 

Username 

"hanafi" and 

password 

"123456" 

The chairman can 

enter the 

information 

system and select 

the available 

menu 

Valid 

User Data 

Page 

- Run the Information System 

- Login 

- Select the user data menu 

- Enter complete user data 

- Click input 

Complete 

user data 

User data added 

successfully 

Valid 

Inventory 

Data Page 

- Run the Information System 

- Login 

- Select the inventory data menu 

- Enter complete inventory data 

- Click input 

Complete 

inventory 

data 

Inventory data 

added 

successfully 

Valid 

Income Data 

Page 

- Run the Information System 

- Login 

- Select the input data menu 

- Enter complete income data 

- Click input 

Complete 

income data 

Income data 

added 

successfully 

Valid 

Expenditure 

Data Page 

- Run the Information System 

- Login 

- Select the expenditure data menu  

- Enter complete expenditure data 

- Click input 

Complete 

expenditure 

data 

Expenditure data 

added 

successfully 

Valid 

Information 

Page 

- Run the Information System 

- Login 

- Select the information menu 

- Enter complete information 

- Click input 

Complete 

information 

Information added 

successfully 

Valid 

Furthermore, the information system undergoes testing 

on Android smartphones to evaluate its appearance, 

functionality, and efficiency when installed on various 

Android smartphone models. The Android device 

classification in this test is based on the user's operating 

system and brand of Android smartphone. It includes 

ten devices: three running Android version 10, three 

running Android version 11, three running Android 

version 12, and three running Android version 13. The 

outcomes of the testing conducted for the 

implementation of the information system are 

presented in Table II.

TABLE II.  TABLE OF TESTING THE INFORMATION SYSTEM ANDROID DEVICE

 

 

 

Devices 
Android 

Version 

Information 

System Display 

Information 

System Process 

Information 

System 

Performance 

Xiaomi Mi A2 Version 10 Successful Successful Successful 

Realme X2 Pro Version 10 Successful Successful Successful 

vivo V15 Pro Version 10 Successful Successful Successful 

Samsung Galaxy S10 Version 11 Successful Successful Successful 

Realme 6 Pro Version 11 Successful Successful Successful 

Vivo V17 Pro Version 11 Successful Successful Successful 

Xiaomi Mi 11X Pro Version 12 Successful Successful Successful 

Oppo Find X3 Pro 5G Version 12 Successful Successful Successful 

Realmi 8i Version 12 Successful Successful Successful 

Xiaomi 12S Pro Version 13 Successful Successful Successful 

Vivo X80 Pro Version 13 Successful Successful Successful 

Realmi 9i Version 13 Successful Successful Successful 

https://www.pricebook.co.id/Xiaomi-Mi-A2-RAM-4GB-ROM-64GB/40/PD_00079295
https://www.pricebook.co.id/Realme-X2-Pro-256GB/40/PD_00090003
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IV. CONCLUSIONS 

After conducting this research, the author draws 

conclusions from the research that has been carried out 

regarding the design and development of a mobile-

based Nurul Huda Mosque management information 

system, namely: The information system built can help 

the chairman of the Nurul Huda Mosque management 

see data reports that have been processed by the 

mosque management, such as financial reports and 

mosque inventory reports, the information system built 

can help the treasurer of the Nurul Huda Mosque to 

process financial data, consisting of income and 

expenditure, the information system built can help the 

facilities and infrastructure sector of the Nurul Huda 

Mosque to process mosque inventory data, the 

information system built can help the public relations 

sector of the Nurul Huda Mosque to convey 

information related to mosque activities or other 

information to the public, the developed information 

system facilitates public access to information 

disseminated by the administrators of Nurul Huda 

Mosque. An Android smartphone can access this 

technologically advanced data processing system, 

which replaces the mosque's manual data processing 

system. We specifically designed the information 

system to meet the specifications of Android 

smartphones commonly used by most individuals, 

ensuring a seamless installation and utilization 

experience. Android smartphones can access this 

technologically advanced data processing system, 

which replaces the mosque's manual data processing 

system. We specifically designed the information 

system to meet the specifications of Android 

smartphones commonly used by most individuals, 

ensuring a smooth installation and utilization 

experience. Based on the results of testing the use of a 

mobile-based mosque management information 

system that has been built by users including the 

chairman, treasurer, facilities and infrastructure, 

public relation and the public. Conclusions that can be 

drawn from before and after using the management 

information system by the user. The conclusion results 

can be seen in table III. 

 

TABLE III.  BEFORE AND AFTER USING THE APPLICATION 

Indicator Before using the app After using the app 

Financial data 

processing time 

The processing time for financial data is longer 

because it is done manually by writing it in a book. 

Financial data processing time is faster because it 

is done automatically by the information system. 

Inventory data 

processing time 

The inventory data processing time is longer because 
it is done manually by checking the inventory data 

one by one and then writing it in a book. 

Inventory data processing time is faster because 
it is done automatically by the information 

system. 

Time and scope of the 
process of conveying 

information to the public 

The process of conveying information is longer, and 

the scope is limited. 

The process of conveying information to the 
public becomes faster and the scope of 

information is wider because it uses an online-

based information system 

Time required for the 

creation of a report. 

 

The report creation process takes longer because it is 

done manually by viewing and writing data one by 

one 

The report creation process is faster because it is 

done automatically by the information system 
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Abstract— Cirebon Batik is one of Indonesia’s cultural 

heritages that has its own unique patterns and motifs, 

reflecting the cultural richness and history of its region of 

origin. This study aims to address the challenges in 

classifying the complex motifs of Cirebon Batik by 

implementing Convolutional Neural Network (CNN) and 

Saliency Map methods. The three main motifs used are 

Mega Mendung, Singa Barong, and Keratonan. The 

dataset was obtained from various online sources and 

processed using image augmentation techniques. CNN is 

used to recognize complex visual patterns, while Saliency 

Map highlights important areas in the image that 

influence the model’s decision. The results show that the 

developed CNN model achieved an accuracy of 82%, 

precision of 83%, recall of 82%, and F1-score of 82%. 

The use of Saliency Map provides better interpretability 

and enhances the understanding of the classification 

process. 

Index Terms— Batik Cirebon, classification, CNN, 

image recognition, Saliency Map. 

I. INTRODUCTION 

Cirebon Batik is a vital part of Indonesia’s cultural 

her- itage, renowned for its intricate motifs like Mega 

Mendung, Singa Barong, Paksinaga Liman, Keratonan, 

and Pratan Keris. Preserving these unique designs has 

become increasingly im- portant amid globalization, 

which often dilutes local identities [1]. The digitization 

of Cirebon Batik motifs presents an opportunity for 

effective preservation and wider international 

recognition, though the complexity and diversity of 

these patterns present challenges in classification and 

recognition efforts [2]. Manual classification is 

inefficient and requires expertise, making it impractical 

for large-scale application [3]. However, the diversity 

and complexity of Cirebon Batik motifs, which are rich 

in detail and philosophy, pose their own challenges in 

classification and recognition efforts. There- fore, an 

innovative approach is needed to ensure that the 

preservation of these batik motifs can be done 

accurately and efficiently, which will ultimately 

support the sustainability of this culture in the modern 

era. 

Artificial intelligence (AI), particularly deep 

learning, has shown promise in addressing these 

challenges. Convolutional Neural Networks (CNN) 

can extract complex visual patterns and are well-suited 

for batik motif classification due to their ability to 

handle intricate designs. Prior studies, such as those by 

Wulandari et al. and Azzalini et al., demonstrate 

CNN’s effectiveness in textile and motif recognition, 

suggesting its relevance for Cirebon Batik [4][5]. The 

addition of Saliency Maps, which highlight important 

image areas, provides further insights into model 

decisions, improving interpretability and aiding in 

motif preservation efforts [6][8]. 

This research explores the use of CNN combined 

with Saliency Maps to enhance the classification 

accuracy of Cire- bon Batik motifs while promoting 

cultural preservation. By increasing transparency and 

interpretability, this approach can support the 

development of a more informative database of batik 

patterns and facilitate their digital documentation. The 

integration of advanced AI technologies aims to 

contribute not only to cultural preservation but also to 

advancing pattern recognition methods in the context of 

Indonesia’s rich artistic heritage [9]–[11]. 

II. METHODOLOGY 

Figure 1 presents the entire process of program 

development from start to finish for the Cirebon batik 

classification task. It begins with the preparation of the 

Cirebon batik dataset, which is split into training and 

validation data. The first stage involves training a 

Convolutional Neural Network (CNN) with three 

layers using the training data, followed by validation 

to evaluate the model’s performance. The saliency map 

is then generated based on the trained model to 

highlight key features that influence the classification. 

After obtaining the saliency maps, they are applied to 

the Cirebon batik dataset, creating a new version of the 

dataset layered with additional visual insights. This 

enhanced dataset is again split into training and 

validation sets and reintroduced into the CNN model 

for further training and validation. The final step is 

mailto:yoga.aditiya@student.umn.ac.id
mailto:yoga.aditiya@student.umn.ac.id
mailto:marlinda.vasty@umn.ac.id
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an evaluation report that summarizes the performance 

and accuracy of the model after this entire process. This 

framework ensures that the model not only improves in 

accuracy but also enhances interpretability by 

incorporating saliency maps into the training workflow. 

 

Fig. 1. Framework Full Program 

A. Data Gathering 

In this research, the dataset used is images of 

Cirebon batik which consists of three batik motifs. This 

dataset is obtained from various sources on the internet. 

The three batik motifs are Mega Mendung motif, Singa 

Barong motif, Keratonan motif. 

B. Pre-processing 

At this stage, data will be uploaded to the 

system that is grouped based on batik motifs. This data 

will be added based on the augmentation results using 

“ImageDataGenerator”. With “imageDataGenerator” 

the uploaded data will be rescalled to change the pixel 

value from the 0-255 range to the 0-1 range. Figure 2 

shows the flow of pre-processing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Flowchart pre-processing 

C. Split Dataset 

At this stage, we used a split of 75% for training and 

25% for validation. A separate test set was not used. We 

have clarified the revised manuscript under the split 

dataset detection. Figure 3 shows the flow of the split 

dataset. 

 

 

 

 

 

 

 

 

 

Fig. 3. Flowchart split dataset 

D. Model Development 

Convolutional Neural Network (CNN) is a type of 

artificial neural network designed to process grid-like 

data, such as images. CNN is claimed to be the best 

model for solving problems in object recognition [12], 

[13]. CNN is developed based on the Multilayer 

Perceptron (MLP) which is designed to process two-

dimensional data. CNNs consist of several types of main 

layers, namely Convolutional layer, the Pooling layer, 

and the Fully Connected layer. [14][18]  

At this stage, we will build the model gradually from 

layer to layer. Three layers are built using ReLu 

activation with 32, 64, and 128 filters each with a kernel 

size of 3x3. From each convolution layer, the ’max 

pooling’ feature will be used to reduce the number of 
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parameters generated. After three layer runs, a two-

dimensional matrix is converted into a one-dimensional 

vector that will be input into the dense layer. Before 

entering the dense layer, the dropout layer is added 

with a dropout rate of 20% (rate = 0.2). This dropout 

serves as one of the effective regularization methods to 

prevent overfitting. In the dropout process, a random 

number of neurons will be disabled during the training 

process, so that the model is less dependent on certain 

neurons and is able to produce a more generalized 

model. The dropout is applied before the first dense 

layer, right after the flattening process, to maximize the 

regularization effect on the dense layers. There are two 

dense layers used, the first layer uses 64 neurons with 

ReLu activation. The second layer uses three neurons 

corresponding to the number of classes to be classified 

with Softmax activation. Figure 4 shows the flow of 

model building. 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Flowchart model 

 

E. Model Fit and Callbacks 

At this stage, the model that has been built will be 

tested based on the validation data against the training 

data. The initial repetition is determined as 30 

repetitions with 2 call- backs provided. The ’red lr’ 

callback is used to reduce the learning rate of the model 

by three times. my_callback is used to prevent overfit 

by stopping the repetition when it has reached an 

accuracy value of 90%. Figure 5 shows the flow of the 

model and callbacks. 

 

 

 

 

Fig. 5. Flowchart model fit and callbacks 

F. Saliency Map 

Saliency map is an important concept in pattern 

recognition and computer vision used to identify the 

most significant areas in an image that influence the 

decision of a model. The basic theory of saliency maps 

is rooted in how the human visual system works, where 

our brain automatically focuses on parts that stand out 

or attract attention in a scene. In the context of machine 

learning and artificial neural networks, saliency maps 

serve to provide a visual interpretation of the model’s 

decision- making process, by highlighting the pixels in 

the image that most influence the classification or 

detection results. Some of the main methods in saliency 

map generation are gradient, Class Activation Maps 

(CAM), and Grad-CAM. 

At this stage, parts of the batik that most affect the 

results of the model prediction will be displayed. The 

part will be displayed with a different color placed 

above the original image. Figure 6 shows the flow of 

the saliency map. 
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Fig. 6. Flowchart saliency map 

 

G. Modeling with Saliency Map Data 

 The Cirebon batik dataset, enhanced with saliency 

maps, will be reused as a new dataset to be fed into 

the pre- viously constructed model. This dataset, now 

layered with visual insights from the saliency maps, will 

undergo the same 75:25 split, where 75% is allocated 

for training and 25% for validation. The training 

process will follow the steps outlined in Section D, 

using the same CNN architecture with convo- lutional, 

pooling, and fully connected layers. The model will be 

trained similarly as described in Section E. This 

approach aims to refine the model’s ability to recognize 

key features of the batik motifs, leveraging the saliency 

maps to focus on the most relevant patterns, and 

ensuring both improved accuracy and interpretability in 

the classification results. 

H. Evaluation 

 Evaluation is done to determine the success rate of 

the model that has been built. The model will be tested 

by comparing the training data with the testing data 

based on several parameters, namely, accuracy, 

precision, recall, and F1 value calculated based on the 

confusion matrix. At this stage, an evaluation is carried 

out using a confusion the actual class. In addition, the 

accuracy, precision, recall and F1 Score values. Figure 

7 also shown flow of the evaluation result matrix to 

determine the class distribution of the classification. 

 

 

 

 

 

 

 

Fig. 7. Flowchart evaluation 

III. RESULT AND DISCUSSION 

A. Training Model 

The CNN model was trained using Cirebon Batik 
motif data stored in a specific directory. First, the data 
was generated and resized to 150x150 pixels. The 
training data is taken from the training data subset, 
while the validation data is taken from the validation 
subset. After the data generator was created, the model 
was trained using the fit function for 100 epochs. Table 
I shows the last 10 repetitions performed in model in 
the last repetition is 91.21% and the validation accuracy 
of the model in the last repetition is 84.51%. training. It 
can be seen that the training accuracy of the model. 

TABLE I 
CNN MODEL TRAINING RESULTS FOR EPOCHS 90 TO 100 

Epoch Accuracy Loss Val Accuracy Val Loss 

90 0.9680 0.1821 0.8592 0.3755 

91 0.9842 0.1397 0.8873 0.3509 

92 0.9714 0.1206 0.8732 0.3546 

93 0.9757 0.1286 0.8521 0.3903 

94 0.9657 0.1695 0.8732 0.3917 

95 0.9768 0.1465 0.8310 0.3947 

96 0.9479 0.1694 0.7887 0.5655 

97 0.9396 0.1933 0.8310 0.3618 

98 0.9692 0.1180 0.8521 0.4575 

99 0.8961 0.2813 0.8099 0.5629 

100 0.9121 0.2514 0.8451 0.4232 

 

 

 

 

 

 

 

 

Fig. 8 Loss Graph 
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In Figure 8, a graph of the loss value of the trained 
model is shown. The value of loss in the training data 
has decreased significantly from each epoch, starting 
from 7 and continuing to decrease until it reaches about 
0.02. Meanwhile, the loss value on the validation data 
also shows a consistent decrease, starting from around 
1 until it stabilizes at 0.68. This graph indicates that the 
model is getting better at minimizing prediction errors 
in both training and validation data as the number of 
epochs increases. 

Fig. 9. Accuracy graph 

In Figure 9, a graph of the model accuracy value during 
the training process is shown. The model accuracy on 
the training data shows a consistent increase as epochs 
increase, starting from 0.2 until it reaches around 0.98, 
indicating that the model is able to learn well on the 
training data. Accuracy on validation data also 
increased gradually, starting from around 0.4 until it 
stabilized at around 0.8. However, fluctuations were 
seen at some points, indicating that the model had some 
difficulty in maintaining a stable accuracy on the 
validation data. Overall, however, the model performed 
well on both training and validation data. 

B. Prediction Result 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 10. Prediction result of model 

 

Figure 10 shows an example of predicted data based 

on the trained model. The model’s prediction is “Batik 

keraton”, which also matches the actual data, indicating 

that the prediction is accurate. The accuracy of the 

prediction is supported by the model’s confidence 

percentage of the classification, where “Batik keraton” 

has the highest probability of 85.87%. In addition, the 

model also gives a small percentage probability for two 

other motifs, namely “Batik mega mendung” at 3.81% 

and “Batik singa barong” at 0.32% 

C. Saliency Result 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 11. Saliency result 

Figure 11 shows the visualization of batik that has been 
highlighted by the Saliency Map so that it can be seen 
which part of the image has the most influence on the 
model. The part covered in blue indicates the part that 
is considered important by the model, the brighter the 
blue color in a part of the image indicates that the part 
is more important to the model. 

D. Evaluation Result 

Table II shows an accuracy value of 87%, a weighted 
precision value of 89%, a weighted recall value of 
88%, and a weighted f1-score of 87%. 

 

 

 

 

 

 

 

 

 

Fig. 12. Confusion matrix 
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TABLE II 

EVALUATION RESULT 

Metric Value 

Accuracy 0.87 

Precision 0.89 

Recall 0.88 

F1-Score 0.87 

Figure 12 shows the result of the prediction distribution 
performed by the model. The True Labels (y-axis) 
represents the original categories of the Batik motifs. 
The Predicted Labels (x-axis) represents the predicted 
categories from the model. In True Label batik 
Keraton, there are 49 samples that correctly classified 
as “Batik Keraton” and there are no samples that 
misclassified. In True Label batik Mega Mendung there 
are 42 samples that correctly classified as “Batik Mega 
Mendung” and there are 3 samples that misclassified as 
”Batik Keraton”. In True Label batik Singa Barong, 
there are 21 samples that correctly classified as “Batik 
Singa Barong” and there are 7 samples that 
misclassified as “Batik Keraton” with 6 samples that 
missclassified as ”Batik Mega Mendung”. 

IV. CONCLUSIONS 

Convolutional Neural Network (CNN) and Saliency 

Map algorithms have been successfully applied in the 

classification of Cirebon Batik motifs with 

satisfactory results. The build model shows a good 

performance with 87% accuracy, 89% precision, 88% 

recall, and 87% f1-score, reflecting the balance between 

accuracy and the model’s ability to detect the correct 

motif. In addition, the Saliency Map successfully 

highlights the parts of the image that have the most 

influence on the classification decision, providing 

deeper insight into how the model recognizes and 

distinguishes batik motifs. 
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Abstract— Facility location is an integral part of the 

strategic planning process of almost every organization. 

Selecting the right location for software systems facilities 

involves considering various factors to ensure optimal 

performance, reliability, and cost-effectiveness. For 

business success, and competitive advantage there are 

some critical factors that very highly affect facility 

location. They are proximity to customers, 

infrastructure, labor quality, total cost, suppliers, etc. 

The criteria for selecting a facility location may be 

vaguely defined or open to interpretation. External 

factors such as economic conditions, political stability, 

and environmental risks may introduce vagueness and 

unpredictability into facility location decisions. In this 

paper we apply fuzzy AHP-TOPSIS hybrid method for 

facility location in software systems. Fuzzy AHP 

(Analytic Hierarchy Process) and fuzzy TOPSIS 

(Technique for Order of Preference by Similarity to Ideal 

Solution) are both decision-making methods commonly 

used in facility location selection. Fuzzy AHP is 

particularly useful in situations where decision criteria 

are subjective and uncertain, providing a more robust 

framework for making well-informed decisions. Fuzzy 

TOPSIS is useful in complex decision-making where 

uncertainty and subjectivity play a significant role, 

offering a flexible and comprehensive approach to 

evaluating and ranking alternatives. In the first part of 

the facility location selection process, we use fuzzy AHP 

method for determining weights of criteria that are 

important in selection process. Then by using fuzzy 

TOPSIS we rank alternatives and select appropriate 

location for facility. Selection of the best location for 

software systems provided according to three attributes 

and three alternatives (A, B, C). Relative closeness of each 

alternative to the ideal solution represents that 

alternative C is the best alternative. 

Index Terms— Fuzzy numbers, facility location 

selection, software systems, ideal solution, fuzzy AHP-

TOPSIS. 

I. INTRODUCTION 

Facility location typically refers to the problem of 

selecting the location of facilities (for example, 

warehouses, factories, offices, production centers, 

stores) based on various criteria, such as minimizing 

transportation costs or maximizing customer service 

[1]. Facility location in the context of software systems 

often refers to the strategic placement of data centers, 

servers, or other infrastructure to optimize 

performance, reliability, and cost-effectiveness. Key 

considerations for facility location in software systems 

are proximity to users, redundancy and disaster 

recovery, cost optimization, regulatory compliance, 

network connectivity, security, environmental 

considerations etc. Placing facilities closer to many 

users can reduce latency and improve response times. 

This is particularly important for real-time applications 

like online gaming or video streaming. Distributing 

facilities across different geographic locations helps 

ensure redundancy and disaster recovery. In the event 

of a natural disaster or network outage in one location, 

services can be quickly restored from another location. 

Considerations such as the cost of real estate, 

electricity, cooling, and labor vary by location. 

Choosing locations with lower operational costs can 

result in significant savings over time. Compliance with 

data protection regulations may require storing data in 

specific geographic regions. It's essential to choose 

locations that comply with relevant laws and 

regulations. Facilities should be in areas with robust 

network connectivity to ensure high-speed and reliable 

connections to the internet backbone and other 

networks. Choose locations that can accommodate 

future growth and scalability needs. This includes 

factors such as available space for expansion and access 

to skilled labor. Security considerations, including 

physical security and access controls, are crucial for 

protecting data and infrastructure. Facilities should be 

in areas with low crime rates and have appropriate 

security measures in place. Choosing locations with 

access to renewable energy sources or implementing 

energy-efficient technologies can help reduce 

environmental impact. Facility location decisions for 

software systems require careful consideration of 

technical, regulatory, financial, and environmental 

factors to ensure optimal performance, reliability, and 
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compliance. Some attributes are so important in 

selection of location that they control all decision 

process. These are capacity, successful labor climate, 

distances, accessibility, service, proximity to suppliers 

and resources. Capacity considerations are an important 

consideration in facility location decisions that directly 

impact operational efficiency and customer 

satisfaction. Successful labor climate plays a critical 

role in facility location decisions by influencing 

workforce availability, costs, stability, productivity, 

regulatory compliance, and community relations. 

Businesses that prioritize a favorable labor climate are 

better positioned to establish sustainable and successful 

operations in their chosen locations. Labor climate is a 

criterion of wages, training needs, regards to work, 

labor performance, and union strength.  Proximity to 

customers or locating near customers is important when 

customers need technical support, products are 

voluminous, and shipping rates are high [2].  Proximity 

to suppliers and resources is a critical consideration in 

facility location decisions, impacting transportation 

costs, supply chain efficiency, quality control, 

collaboration, risk mitigation, and access to specialized 

skills. By strategically locating facilities close to 

suppliers and key resources, businesses can gain 

competitive advantages, improve operational 

performance, and enhance overall business resilience. 

These need permanent coordination and negotiation, 

which can become heavier as distance increases [3]. In 

selection process is especially important availability 

resources and minimal costs. Different facility location 

factors are determined in place choosing, including 

investment cost, availability of high-quality labor, 

shipping, infrastructure. and facility location thus 

obviously involves multiple criteria. 

Uncertainty is a significant factor in facility location 
decisions due to several reasons. Market dynamics, 
economic conditions, consumer preferences, and 
market demand can fluctuate, leading to uncertainty in 
forecasting future sales volumes and distribution 
patterns. This uncertainty makes it challenging to 
determine the optimal location for facilities to meet 
evolving market demands effectively. It offers a way to 
model and reason about uncertain or ambiguous 
situations by capturing the inherent fuzziness in human 
reasoning and natural language [4]. Changes in 
regulations, zoning laws, and government policies can 
impact facility location decisions. Uncertainty 
regarding future regulatory requirements or restrictions 
may influence the suitability of certain locations and 
affect long-term investment decisions. The conditional 
method of approaching facility location problems like 
cost volume analysis that is s a managerial accounting 
technique used to examine the relationship between 
costs, volume, and profit within a business, factor rating 
method that is a decision-making tool utilized in place 
choosing or facility location analysis, and center of 
gravity method that is a quantitative methodology used 
in facility location analysis to define the optimal place 
for a facility, such as a warehouse, distribution center, 
or manufacturing plant are generally less effective at 

combating imprecision or vagueness in linguistic 
judgments [5]. In real life, data for assessing the 
accessibility of object locations for various subjective 
factors and factor weights are represented in linguistic 
terms [6]. For effectively resolve the vagueness that 
often arises in accessible information and eliminate the 
essential vagueness of human thinking and preferences, 
fuzzy set theory has been employed to identify 
uncertain multi-attribute decision-making problems [7]. 
Thus, the fuzzy AHP -TOPSIS hybrid method offered 
in this article for facility location selection problem in 
software system, where the ratings of various 
alternative locations under different subjective 
attributes and the weights of all attributes are introduced 
by fuzzy numbers [8]. The basis for decision-making is 
that the main decisions are made based on the results of 
AHP [9]. The decision-makers require to estimate 
alternatives always comprise vagueness. For modeling 
such vagueness in the facility location selection, fuzzy 
sets can be integrated with binary comparisons, for 
example using the AHP extension [10]. The fuzzy AHP 
technology permits a more precise specification of the 
decision-making process [11]. The fuzzy TOPSIS 
technology is a highly employed technique in decision-
making for prioritization alternatives [12].  

In this article, the fuzzy AHP-TOPSIS hybrid 

technique used for defining weights of importance of 

attributes, ranking alternatives, and determining the 

best location for software system [13-15]. Basic goal in 

facility location for software systems is to create a 

strategic infrastructure footprint that optimizes 

performance, reliability, and cost-effectiveness while 

ensuring compliance with regulations and minimizing 

environmental impact. This article is structured as 

follows. Section 2 represents the main steps of the fuzzy 

AHP-TOPSIS hybrid technique that is employed in 

facility location problem. Section 3 offered hybrid 

methodology with fuzzy numbers for the facility 

location problem. Section 4 represents discussion and 

Section 5 presents conclusions of this research. 

II. METHODOLOGY 

Fuzzy AHP-TOPSIS methodology is one of the 
largely used techniuqes of  multi-attribute decision 
making and this hybrid decision-making method 
combines the Analytic Hierarchy Process methodology 
with the Technique for Order of Preference by 
Similarity to Ideal Solution method, while also 
incorporating fuzzy set theory. This method is 
especially useful when dealing with decision problems 
involving multiple criteria or attributes that are 
subjective, imprecise, or uncertain in nature. Basic 
functions of fuzzy AHP-TOPSIS hybrid methodology 
are hierarchy formation, fuzzy pairwise comparison, 
aggregation of weights,  fuzzy normalization, 
determining fuzzy similarity to ideal solution. 
Hierarchy formation is identifying the decision 
hierarchy, which consists of the main objective, 
attributes, and alternatives. Break down the main 
objective into multiple criteria and further decompose 
each criterion into sub-criteria if necessary. Fuzzy AHP 
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use fuzzy pairwise comparison matrices to assess the 
comparative significancy or weights of attributes and 
sub-attributes. Decision-makers assign linguistic terms 
such as "weak", "strong", "very strong", "extremly" or 
fuzzy numbers to express the pairwise comparisons 
between criteria based on their perceived importance or 
preference. Aggregation of weights function is 
aggregating the fuzzy pairwise comparison matrices to 
calculate the overall weights of attributes and sub-
attributes. Various aggregation methods, such as fuzzy 
geometric mean, fuzzy arithmetic mean, or fuzzy 
weighted average, can be used to compute the 
aggregated weights. Fuzzy normalization normalize the 
decision matrix for each criterion to convert linguistic 
assessments or fuzzy numbers into crisp values. Fuzzy 
normalization techniques, such as triangular or 
trapezoidal fuzzy numbers, can be employed to handle 
vagueness and imprecision in the data. Fuzzy TOPSIS 
technique determine fuzzy positive ideal solution and 
fuzzy negative ideal solution is determined [13]. Then, 
computed the fuzzy closeness coefficient or similarity 
score for each alternative relative to the fuzzy positive 
ideal solution and fuzzy negative ideal solution using 
fuzzy TOPSIS. Alternatives with higher similarity 
scores to the fuzzy positive ideal solution and lower 
similarity scores to the fuzzy negative ideal solution  are 
considered more preferable. Ranking and sensitivity 
analysis is  odering the alternatives on base of their 
fuzzy closeness coefficients to identify the most 
preferred alternative(s). Performance sensitivity 
analysis to assess the robustness of the rankings to 
changes in the criteria weights or input data and 
evaluate the stability of the decision. Fuzzy AHP-
TOPSIS provides a structured and systematic approach 
to decision-making in complex and uncertain 
environments, allowing decision-makers to incorporate 
subjective judgments, imprecise data, and uncertainty 
into the decision process. By integrating fuzzy set 
theory with AHP and TOPSIS, this method enables 
more comprehensive and nuanced decision analysis, 
leading to more informed and robust decisions. Some 
of the superiorities of this hybrid technique are 
determining weights of criterias by calculating 
consistency ratio, rationality, comprehensibility, well 
computational efficiency and the ability to measure the 
relative performance of each alternative in a simple 
mathematical form. The basic steps in multi-attribute 
decision-making technique fuzzy AHP-TOPSIS are the 
following:  

Step 1. Creating a fuzzy comparison matrix.  The 
scale of linguistic terms is determined. The scale used 
is the triangular fuzzy numbers scale from one to nine 
and determined by the membership function that 
represented in Table I. 

 
TABLE I. SCALE OF INTEREST 

 
Scale of 
interest 

Linguistic                    
term 

Member            
function 

1 Equally important (1,1,1) 

3 Weakly important (1,3,5) 

5 Strongly more important (3,5,7) 

7 Very strongly important (5,7,9) 

9 Extremely important (7,9,9) 

Then, using the triangular fuzzy numbers to 
make pair-wise comparison matrix for the basic 
attribute and sub-attribute. The form of fuzzy 
pairwise comparison matrix represented in formula 
(1) [14]. 
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Step 2. Determining fuzzy geometric mean. The 

fuzzy geometric mean calculated by using formula 
(2) [14]: 

               ( )
1

1 2
n
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where 
ina  is estimation of fuzzy comparison matrix 

from attributes i  to n . The outcome of the fuzzy 

geometric mean will be later to called local fuzzy 
number. 

Step 3. Determining the fuzzy weight for each 
attribute. Calculate the global fuzzy number for each 
evaluated attribute with formula (3). 
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Step 4. Determining the best non fuzzy 

performance. The global fuzzy number transformed to 
crisp weight value using the sentry of area method to 
find the value of best non fuzzy performance (BNP) 
from the fuzzy weight in each attribute, determined 
using formula (4).  

Step 5. Normalization decision matrix provided by 
using formula (4) [14]. 
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Step 6. Formulated weighted normalized 
decision matrix by using equation (5) [14].  
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Step 7. Determine fuzzy positive ideal solution  *A  

and fuzzy negative ideal solution A− . The positive ideal 
solution technique represents that each evaluated factor 
has a monotonically increasing or decreasing 
characteristic. For determination of the fuzzy positive 
ideal solution set used equation (6) [15]: 

 

            * max | , min | 'ij ijA v j J v j J=    

                         * * * *

1 2, , , nA v v v=                      (6) 
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Fuzzy negative ideal solutions set selects the 
smallest of the column values in the matrix. For 
determination of the fuzzy negative ideal solution set 
used equation (7) [15]: 

             min | , max | 'ij ijA v j J v j J− =    

                      1 2, , , nA v v v− − − −=                        (7) 

 
Step 8. Calculation positive ideal and negative ideal 

the seperation measures.  
Positive ideal separation measure is calculated by 

using formula (8). 
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Negative ideal separation measure is calculated 
by using formula (9) [16].   
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Step 9. Calculation the relative closeness to the 
positive ideal  solution [16]. 

                             
*

*

i

i

i i

S
C

S S

−

−
=

+
                       (10) 

Step 10. Ranking alternatives. 
 

III. RESULT AND DISCUSSION 

Selecting the appropriate facility for software 
systems involves choosing the infrastructure or 
platform where the software will be developed, 
deployed, and maintained. There are different 
functions for facility selection process in the context of 
software systems [17]. 
- Defining requirements. Clearly defining the 
requirements and objectives of the software system. 
Consider factors such as scalability, performance, 
security, reliability, compliance, and integration needs. 
Determine any specific infrastructure or platform 
requirements based on the nature of the software and 
its intended use. 
- Evaluating hosting options. Assess different hosting 
options for the software system, such as on-premises, 
cloud, or hybrid solutions. Evaluate the advantages and 
disadvantages of each option in terms of cost, 
scalability, flexibility, reliability, security, and 
maintenance requirements. 
- Considering cloud providers. If opting for a cloud-
based solution, evaluate various cloud service 
providers based on factors such as pricing, services 
offered, performance, availability, security, 
compliance certifications, and geographical coverage. 
- Assessing infrastructure requirements. Determine the 
infrastructure requirements for the software system, 
including computing resources, networking, databases, 
development tools, and middleware. Consider whether 
specialized hardware or software components are 

needed to support specific functionalities or 
performance requirements. 
- Evaluating data storage and management. Assess 
requirements for data storage, management, and 
backup. Consider factors such as data volumes, access 
patterns, data consistency, latency, replication, disaster 
recovery, and compliance with data protection 
regulations. 
- Considering development environment. Evaluate 
options for the development environment, including 
programming languages, frameworks, extension tools, 
control systems, continuous integration/continuous 
deployment pipelines, and collaboration platforms. 
Choose tools and technologies that align with the skills 
and preferences of the development team and support 
efficient software development practices. 
- Assessing security and compliance. Ensure that the 
selected facility meets security and compliance 
requirements for the software system. Consider factors 
such as data encryption, access controls, identity 
management, audit logging, vulnerability 
management, and regulatory compliance. 
- Evaluating support and maintenance. Consider 
support and maintenance requirements for the software 
system, including monitoring, troubleshooting, patch 
management, upgrades, backups, and technical 
support. Evaluate the availability of support services 
from vendors or service providers and assess their 
responsiveness and expertise. 
- Cost analysis. Conduct a comprehensive cost analysis 
of different facility options, taking into account upfront 
costs, ongoing operational expenses, licensing fees, 
subscription costs, and potential cost savings or cost 
avoidance associated with each option. 
- Risk assessment. Identify and assess potential risks 
associated with each facility option, such as vendor 
lock-in, service outages, security breaches, data loss, 
regulatory non-compliance, and changes in business 
requirements or market conditions. Develop mitigation 
strategies to address identified risks. 
- Finalizing decision. Based on the evaluation criteria, 
prioritize the facility options and make a final decision 
on the most suitable facility for the software system. 
Document the rationale behind the decision and 
communicate it to stakeholders involved in the 
software development and deployment process. By 
following this systematic approach, organizations can 
make informed decisions when selecting facilities for 
software systems, ensuring that the chosen facility 
meets the requirements of the software system and 
supports its successful development, deployment, and 
maintenance. There may be a lack of comprehensive 
data or uncertainty surrounding key factors such as 
demand patterns, infrastructure availability, regulatory 
requirements, making it challenging to make well-
informed decisions. Stakeholders may have different 
preferences, priorities, and risk tolerances when it 
comes to facility location selection. Vague or 
conflicting preferences can lead to uncertainty and 
disagreement in decision-making. The business and 
technological landscape is constantly evolving, 
introducing uncertainty and vagueness into facility 
location decisions. Factors such as market trends, 
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technological advancements, and regulatory changes 
can impact the suitability of a chosen location over 
time.  

Assume that a multi criteria decision making  
problem of facility location selection for software 

systems involves three criteria - 1 2 3, ,C C C , ( 1C - Labor 

climate, 2C - Proximity to customers, 3C -Proximity to 

suppliers and resources) and 3 alternatives - , ,A B C .  

For determining best location of software systems 
integrated fuzzy AHP-TOPSIS approach is used. 
Graphical structure of this methodology given in fig 1. 

 

 
 
Fig 1. Graphical structure of fuzzy AHP-TOPSIS 

hybrid methodology 
 
Step 1. Determining labor climate,  proximity to 

customers and  proximity to suppliers and resources as 
criteria for facility location selection [18]. Labor 
climate criteria in software systems refer to the 
conditions, environment, and factors that affect the 
morale, productivity, and satisfaction of software 
development teams. By considering and actively 
managing these labor climate criteria, organizations 
can create an environment that supports the well-being 
and productivity of their software development teams, 
ultimately leading to better outcomes for projects and 
the organization as a whole.  

These criteria play a crucial role in determining the 
overall success of software projects. Proximity to 
customers in software systems refers to the degree to 
which software development teams interact, 
understand, and collaborate with end-users or 
customers throughout the development process. This 
criterion is essential for building successful software 
products that meet the needs and expectations of 
customers effectively. By prioritizing proximity to 
customers in software systems, organizations can build 
products that are not only technically robust but also 
resonate with users, drive adoption, and ultimately 
contribute to the success of the business. Proximity to 
suppliers and resources in software systems refers to 

the accessibility and availability of necessary 
resources, tools, and external partners that support the 
software development process. By effectively 
managing proximity to suppliers and resources in 
software systems, organizations can enhance their 
agility, scalability, and competitiveness in delivering 
high-quality software solutions that meet customer 
needs and expectations. 

Step 2. Constructing the pairwise comparison 
matrix of criteria. For determining weights of criteria 
we use fuzzy triangle numbers. Using scale of interest 
that represented in Table I we construct pairwise 
comparison matrix that represented in Table II.  

 
TABLE II. PAİRWİSE COMPARİSON 

MATRİX OF CRİTERİA 
 

 
   

 
(1,1,1) (1,3,5) (1/7,1/5,1/3) 

 
(1/5,1/3,1) (1,1,1) (1/9,1/7,1/5) 

 
(3,5,7) (5,7,9) (1,1,1) 

 

Step 3. Determining weights of each criteria. The 
geometric mean of fuzzy comparison values of each 

attribute is determined by using formula (2). ir  - 

geometric mean of fuzzy comparison values of “Labor 
climate” criterion calculated as down. 

( ) ( ) ( )

 

1
1 1 1

3 3 3
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1 1 1 11 1 ; 1 ; 1 5
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r d

=

   
   = =       =
     

=

  

ir -geometric mean of fuzzy comparison values of 

“Proximity to customers” criterion calculated as down 

( ) ( ) ( )

 

1
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    

=

  

1r -geometric mean of fuzzy comparison values of 

“Proximity   to suppliers and resources” criterion is 
calculated as down 

( ) ( ) ( )

 

1
1 1 1

3 3 3

1

3 5 1 ; 5 7 1 ; 7 9 1

2.44, 3.23, 3.92

nn

i ij
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   
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  

=

  

The geometric means of fuzzy comparison values for 

different attributes shown in Table III.  

In addition, the total values and the reverse values are 

also present 
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TABLE III. THE GEOMETRIC MEANS OF FUZZY 

COMPARISON VALUES 

 
Criteria 

ir  

Labor climate 0.53 0.41 1.18 

 Proximity to 

customers 

0.29 0.36 0.59 

Proximity to 
suppliers and 

resources 

2.44 3.23 3.92 

Total 3.26 4 5.69 

Reverse 

(power of -1) 

0.31 0.25 0.17 

Increasing Order 0.17 0.25 0.31 

 

The fuzzy weight of “Labor climate” criteria 1w  found 

by using of equation (3) 

( ) ( ) ( )

 

1 0.53 0.17 ; 0.41 0.25 ; 1.18 0.31

0.09,0.1,0.36

w =      = 

=

 

The fuzzy weight of “Proximity to customers”  

criterion 2w   calculated as down 

( ) ( ) ( )

 

2 0.29 0.17 ; 0.36 0.25 ; 0.59 0.31

0.05,0.09,0.18

w =      = 

=

 

The fuzzy weight of “Proximity to suppliers and 

resources” criterion calculated as down. 

 

( ) ( ) ( )

 

3 2.44 0.17 ; 3.23 0.25 ; 3.92 0.31

0.41,0.8,0.9

w =      = 

=

 

   

 The weight of each criterion represented by fuzzy 

numbers, such as,  

                        1w = (0.09, 0.1, 0.36) 

                        2w = (0.04,0.09,0.2) 

                         3w = (0.41,0.8,0.9) 

 

A performance evaluation matrix, also known as 

performance assessment matrix, is an organized tool 

that is used to estimate and evaluate the performance 

of individuals, teams, projects, or processes against 

predefined criteria or objectives. It provides a 

systematic framework for measuring performance, 

identifying strengths, drawbacks, and facilitating 

decision-making related to performance improvement, 

recognition, rewards, and corrective actions. 

Performance rating decision matrix presented in Table 

IV.    

 

 

 

TABLE IV.  DECISION MATRIX OF 

PERFORMANCE RATING 

 
 

1C  
2C  

3C  

 
1w  

2w  
3w  

 0.09, 0.1, 0.36 0.04,0.09,0.2 0.41,0.8,0.9 

A  0.06, 0.2, 0.8 0.3, 0.8, 0.9 0.4, 0.65, 0.9 

B  0.21, 0.6, 0.9 0.15, 0.5, 0.75 0.05, 0.07, 0.09 

C  
0.23,0.5,0.8 0.15,0.25,0.65 0.65, 0.74, 0.85 

 

By implementing a performance evaluation matrix, 

organizations can effectively assess and manage 

performance, foster accountability, transparency, and 

drive continuous improvement and excellence across 

individuals, teams, and organizational units. 

For solution of this problem and selection better 

location for facility used TOPSIS steps [19]. 

Step 4. Constructing the weighted decision matrix 

(Table V). 

 

TABLE V. WEIGHTED DECISION MATRIX 

 
 

   
A  0.005, 0.02, 0.3    0.01, 0.07, 0.18 0.16, 0.52, 0.81 

B  0.02, 0.06, 0.32   0.006, 0.04, 0.15 0.02, 0.06, 0.08 

C  0.02, 0.05, 0.29   0.006, 0.02, 0.13 0.27, 0.6, 0.76 

 

Step 5. Calculating the fuzzy positive ideal solution 

and fuzzy negative-ideal solution:  

 

( ) ( ) ( ) 

( ) ( ) ( ) 

* 0.02,  0.06,  0.32 0.01,  0.07,  0.18 0.27,0.6,0.76

0.005,  0.02,  0.29 0.006,0.02,0.13 0.02,  0.06,  0.08

, ,

, ,

A

A−

=

=

 

    

Determining separation measure for each alternative. 

For example, separation measure for first alternative 

can be determined as  
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2 2
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0.0
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0 , 0 02, .
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=
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Similarly, for other alternatives separation measures 

are determined. 

( ) ( )
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*
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Step 6. Determination of the final rank by defining 

relative closeness to the ideal solutions for each 

alternative: 

( )

( ) ( )

( )

*
0.091,0.34,1.45

0.091,0.34,1.45 0.08,0.31,1.05

0.05,0.3,5.6

A
A

A A

S
C

S S

−

−
= = =

++

=

 

( )* 0.02,0.3,3.4B
B

B B

S
C

S S

−

 −
= =

+
 

( )* 0.07,0.9,9.1C

C

C C

S
C

S S

−

 −
= =

+
 

 

Step 7. Selecting best alternative. Relative closeness of 
each alternative to the ideal solution represents that 

alternative C  is best alternative - C A B  . 

Discussion 

 Facility location for software systems in uncertain 
conditions involves determining optimal locations for 
data centers, servers, or other computing facilities 
considering potential uncertainties such as fluctuations 
in demand, network latency, power outages, and natural 
disasters. There are some basic strategies for addressing 
uncertainty in facility location for software systems. 
They are conducting a comprehensive risk analysis to 
identify potential sources of uncertainty, including 
environmental factors, market dynamics, and technical 
issues, assessing the probability and potential impact of 
each risk to inform decision-making, designing 
facilities with flexibility in mind to adapt to changing 
conditions [20]. This could involve modular designs 
that allow for easy expansion or relocation of 
computing resources based on demand fluctuations or 
unexpected events. Implementing redundancy and 
backup mechanisms to mitigate the impact of failures 
or disruptions is important in facility location [21]. This 
may include duplicating critical infrastructure 
components across multiple locations to ensure 
continuous operation in the event of failures [22]. 
Game-theoretic models can be used to address 
uncertainties in competitive environments where the 
actions of other agents (e.g., competitors, regulators) 
are uncertain [23].  

 This approach helps in making strategic decisions 
regarding facility locations.  These methods, such as 
genetic algorithms and simulated annealing, are used to 
find near-optimal solutions for complex facility 
location problems under uncertainty. They are 
particularly useful when exact solutions are 
computationally infeasible [24]. Distributing 
computing facilities across geographically diverse 
locations for minimization the risk of localized 
disruptions such as natural calamity or regional 
infrastructure failures, considering factors such as 
proximity to target markets, regulatory requirements, 
and network connectivity when selecting locations also 
important issues in facility location of software 

systems. Implementation of real-time monitoring 
systems to track key performance indicators and 
environmental conditions and using this data to 
dynamically adjust resource allocation, routing 
decisions, and failover strategies to optimize 
performance and resilience in uncertain conditions are 
significant of facility location for software systems in 
uncertainty conditions. Cloud services, leverage cloud 
computing services are offered built-in redundancy, 
scalability, and geographic diversity. Cloud providers 
typically operate data centers in multiple regions, 
providing inherent resilience to failures and disruptions. 
Foster collaboration and communication between 
stakeholders, including IT teams, facility managers, and 
business units, ensure alignment of goals and priorities 
in addressing uncertainty. Regularly review and update 
facility location strategies based on evolving risks and 
opportunities. By incorporating these strategies into 
facility location decisions, software systems can better 
withstand uncertainty and maintain optimal 
performance and reliability in dynamic environments 

IV. CONCLUSIONS 

The selection of a facility location is a multifaceted 

decision that affects various operational, financial, and 

strategic aspects of a business. A thorough analysis 

considering these practical implications can lead to a 

more informed and effective location decision, 

ultimately contributing to the business's success. The 

application of the fuzzy AHP-TOPSIS hybrid method 

in facility location selection for software systems is not 

only theoretically sound but also practically applicable. 

It provides decision-makers with a systematic and 

structured approach to evaluate and select the most 

suitable location based on their specific requirements 

and constraints. To make decision on facility location 

selection for software systems, the methodology of 

fuzzy AHP-TOPSİS with fuzzy numbers is applied in 

this paper to take high vagueness that appropriates to 

the considered problem. Selection of the best location 

for software systems provided according to three 

attributes and three alternatives- , ,A B C . The first 

attribute for selection is labor climate, the second 

attribute is proximity to customers, and third attribute 

is proximity to suppliers and resources. Results are 

defined from the relative closeness to the positive ideal 

solutions used for ranking the preference order and 

determined that alternative C  is best alternative for 

facility location.  

In conclusion, the application of the Fuzzy Analytic 

Hierarchy Process (AHP) and Technique for Order of 

Preference by Similarity to Ideal Solution (TOPSIS) 

hybrid method in facility location selection for 

software systems, several key points can be 

highlighted. The hybrid method provides a robust 

framework for decision-making by incorporating both 

fuzzy AHP and TOPSIS. This integration allows for 

handling the inherent uncertainties and complexities 

involved in facility location selection for software 

systems. Facility location selection involves multiple 
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criteria such as labor climate, proximity to customers, 

proximity to suppliers and resources proximity. The 

fuzzy AHP-TOPSIS hybrid method enables the 

consideration of these diverse criteria and their relative 

importance in decision-making. Fuzzy logic is 

effective in capturing subjectivity and imprecision in 

expert judgments during pairwise comparisons of 

criteria and alternatives. This ensures a more accurate 

representation of decision-makers' preferences and 

enhances the reliability of the decision-making 

process. Sensitivity analysis allows for assessing the 

robustness of the selected facility location against 

changes in criteria weights and alternative rankings. 

This helps decision-makers understand the stability of 

their decisions and identify potential risks associated 

with the chosen location. Validation of the selected 

facility location through simulation or real-world 

experimentation validates the effectiveness of the 

hybrid method. Moreover, the method can be adapted 

and customized to suit different contexts and decision-

making scenarios, making it a versatile tool for facility 

location selection in various industries. 

In summary, the Fuzzy AHP-TOPSIS hybrid 

method offers a comprehensive and effective approach 

to facility location selection for software systems, 

integrating fuzzy logic, AHP, and TOPSIS to address 

the complexities and uncertainties inherent in decision-

making processes. Its systematic framework, coupled 

with sensitivity analysis and validation, empowers 

decision-makers to make informed and reliable 

decisions regarding facility location selection. 
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Abstract— Circle application is an application on the 

Android operating system that is engaged in the field of 

mental health. The application requires a server that 

receives requests to fulfill the features contained in the 

application, therefore a server is needed one that can be 

scaled easily and quickly so that there are no long delays 

in requests, and it is hoped that the code base is easy to 

maintain and can be rapidly deployed. 

Index Terms— Cloud Computing, Google Cloud 

Platform, Microservices, Docker. 

I. INTRODUCTION 

Mental health is a vital aspect of a person's life. 

Mental health is no less important than physical health 

for a person to have an everyday life and be able to 

adapt to the problems encountered throughout his life. 

According to WHO, mental health is a condition of 

well-being that individuals realize, in which they can 

manage reasonable life stress, work productively and 

productively, and participate in their community [1]. 

One in three teenagers (34.9%), equivalent to 15.5 

million Indonesian teenagers, had one mental health 

problem in the last 12 months [2]. Of all primary 

caregivers who stated that their teenager needed help, 

more than two-fifths (43.8%) reported that they did not 

seek help because they preferred to handle the 

teenager's problems themselves or with support from 

family and friends. [2]. 

From the previously mentioned problems, there is 

the Circle application, Circle is a mental health 

application that has features, namely meditation, 

support groups, and online counseling with 

professional psychologists. 

The application has a support group search feature, 

recommendation system, and payment system requires 

a server to process requests sent from the Circle 

application, so the application requires a scalable 

infrastructure, has an acceptable response time and is 

easy to maintain. 

There are four main problems in developing and 

deploying a web application [3], namely: (1) 

Dependencies: a software depends on much other 

software, especially in the form of libraries for certain 

specific. (2) Incomplete documents or not solving 

initial installation and operational problems. (3) Code 

rot. Different versions of the library, operating system 

(kernel), or development language (interpreter) can 

also differ in the results provided by the application. 

For example, a bug update to a kernel or library can 

make software created to handle previous errors create 

new problems. (4) Barriers to adoption and reuse of 

pre-existing solutions. 

The difficulties present in the above traditional 

approaches can be solved by virtualization technology. 

According to Zhang [4], virtualization is an integral 

part of modern cloud infrastructure such as Amazon's 

Elastic Compute Cloud (EC2) and Google's App 

Engine. 

With the use of container-based virtualization 

technology in the form of Docker, web application 

development has several advantages [5], namely, 

making portable applications, more efficient use of 

computer resources, lightweight, fast, and suitable for 

developing microservices architecture. 

This research improve reliability, fault tolerance, 

scalability and Flexibility with the use of virtualization 

technology and utilizing Google Cloud Platform 

robust infrastructure. 

II. LITERATURE REVIEW 

There are studies conducted by previous 

researchers who handled cases similar to this research. 

Here is a list of prior research used in this research as 

a reference in building solutions. 
• Qalam AIlmiah dan Riko Virgiawan Z. 

PERANCANGAN ARSITEKTUR 

BACKEND MICROSERVICE PADA 

STARTUP CAMPAIGN.COM, The problem 

experienced by this research is that the system 

design built at campaign.com still uses a 

monolithic architecture. The user interface, 

logic processing, and data access are 

mailto:pri@staff.gunadarma.ac.id,
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combined into one program and placed in one 

database. So it isn’t easy to maintain. The 

advantages in this study, namely the provision 

of methods that are easy to understand and 

implement in different studies, while the 

weaknesses in this study are that the endpoint 

is only accessed by the web, and the docker 

configuration and implementation are still 

done manually, there is no stress testing. 

• Sinambela A dan Farady Coastera F, 

IMPLEMENTASI ARSITEKTUR 

MICROSERVICES PADA RANCANG 

BANGUN APLIKASI MARKETPLACE 

BERBASIS WEB. The problem experienced 

by researchers is the use of monolith 

architecture which makes the research server 

consume significant computing resources and 

also causes obstacles in developing new 

features on the system. The advantage of this 

research is the creation of an API gateway that 

can unite separate services. In contrast, the 

disadvantages contained in this research are 

deployments that are still done manually and 

there is no stress testing. 

• Jhay Shah dan Dushyant Dubaria. Building 

modern clouds: Using Docker, Kubernetes 

Google Cloud Platform. The problem 

experienced by researchers is that researchers 

want to find a faster way of deployment, and 

need a facility that can scale well. The 

advantages of this research discuss the use of 

Kubernetes that can manage many docker 

containers efficiently and are fully 

documented. In contrast, the disadvantages of 

this research are the lack of performance tests 

on the infrastructure that has been created. 

A. Microservice Architecture 

Unlike a monolithic application, Microservice 

means dividing an application into smaller, 

interconnected services. Each microservice is a small 

application with a hexagonal architecture consisting of 

logic and various adapters, as illustrated in Figure 1. 

 
 

Figure 1. Microservices Architecture 
Microservice architecture is a more scalable 

distributed alternative that provides more focused and 

specific services. Large problems will be broken down 

into several small solutions organized into a single 

service, where each service has its responsibilities. 

With this approach, an information system will consist 

of several services that can be managed and distributed 

independently, making it easier for the system to adapt 

to changing needs [6]. 

B. RestFul API 

 
Figure 2. REST Architecture Diagram 

 

Representational State Transfer (REST) is a style 

of software architecture for web services that provides 

standards for data communication between different 

types of systems [11]. In simple terms, REST is a 

standard for exchanging data over the Web for 

interoperability between computer systems. REST 

allows us to distinguish between client and server and 

implement client and server independently. The most 

important feature of REST is its statelessness, which 

means that neither client nor server needs to know each 

other's status to be able to communicate [7].  

C. Docker 

Docker is an open platform that can be used to 

build, distribute, and run applications and has a 

portable, lightweight packaging tool known as the 

Docker Engine. Docker also provides Docker Hub, a 

cloud service for sharing applications. The cost of 

using Docker containers is much more efficient than 

ordinary virtual machines. This reduces the cost of 

building applications on cloud computing platform 

providers [8] 

Applications built on Docker are packed with all 

the dependencies they need into a standard form called 

a container. These containers continue to run in 

isolation on top of the operating system kernel, Docker 

containers can be easily deployed to cloud-based 

environments [3]. 

Containerization is a way of running multiple 

software applications on the same machine. Each is run 

in an isolated environment called a container. A 

container is a closed environment for software. It 

combines all the files and libraries the application 

needs to function correctly. Multiple containers can be 

deployed on the same machine and share resources. 

Docker uses images to create containers [9]. 
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Figure 3. REST Docker Containerization 

 

D. Google Cloud Platform 

Google Cloud Platform (GCP) is a cloud 

computing service product owned by Google. GCP 

includes public cloud infrastructure and enterprise 

versions of G-Suite of Android, Chrome, and 

application programming interfaces for machine 

learning and enterprise mapping services. Google 

Cloud Platform provides over 100 services, such as 

computing, Networking, Storage and Databases, and 

others [10]. 

E. Cloud Build 

Cloud Build is a service that runs app builds or 

dockers on Google Cloud. Cloud Build can import 

code from various repositories or cloud storage spaces, 

resulting in predefined specifications, and generate 

artifacts such as Docker containers or Java archives 

[11]. Cloud Build can easily be integrated into various 

public or private repositories such as existing 

repositories on GitHub this integration is done by 

Cloud Build utilizing pub-sub actions contained in the 

repository, Cloud Build can also automatically perform 

unit tests and integration tests to other Google Cloud 

Platform services and also Cloud Build has an auto 

deployment feature where the results of the build can 

be directly deployed to several Google Cloud services  

Platforms like Cloud Run. 

F. Cloud Run 

Cloud Run is a Serverless computing platform 

entirely managed by Google, Cloud Run can help run 

applications in highly scalable containers and can be 

called via web requests or from webhooks. Built on 

Knative, it enables high application portability. With 

Cloud Run, users can automatically scale up or down 

from zero to N. Cloud Run services are regional and 

automatically replicated across multiple zones. Cloud 

Run provides out-of-the-box integrations with Cloud 

Monitoring, Cloud Logging, Cloud Trace, and Error 

Reporting to monitor application performance [12]. 

Cloud Run offers some configurations that can be 

changed in each of the revisions of the container that 

we deploy, some of the configurations namely: (1) Port 

which request will be sent to the port of the container, 

(2) CPU allocation, which we can toggle if CPU is only 

allocated during request processing or CPU is always 

allocated, (3) Capacity of the Container including 

Memory, numbers of vCPUs, how long the request 

should be timed out, and maximum number of 

concurrent requests per container instance, (4) 

Execution environment which is First generation who 

prioritize speed from a cold start and Second 

generation that can utilize files system, full Linux 

compatibility, faster CPU, and Network performance, 

(5) Autoscaling that Bounds the number of container 

instances for the created container revision, and Lastly 

(6) Environment Variables 

G. Cloud Storage 

Cloud storage is one of Google Cloud Platform 

services to store unstructured data, Cloud storage uses 

an object-based storage system. An object is an 

immutable data consisting of files of any format. You 

store objects in containers called buckets. All buckets 

are associated with a project, and you can group your 

projects under an organization. Every project, bucket, 

and object in Google Cloud is a resource Google 

Cloud, as are things like Compute Engine instances. 

Cloud storage has several classes for its storage types: 

 

Table 1. Cloud Storage Classes 
Storage 

Class 

API Name 

and CLI 

Minimum 

Duration 

Storage 

Typical 

Monthly 

Availability 

Standard 

Storage 

STANDARD None >99.99% di 

multi-

regions dan 

dual-

regions, 

99.99% di 

regions 

Nearline 

Storage 

NEARLINE 30 Days 99.95% di 

multi-

regions dan 

dual-

regions, 

99.9% di 

regions 

Coldline 

Storage 

COLDLINE 90 Days 99.95% di 

multi-

regions dan 

dual-

regions, 

99.9% di 

regions 

Archive 

Storage 

ARCHIVE 365 Days 99.95% di 

multi-

regions dan 

dual-

regions, 

99.9% di 

regions 

H. Flask 

Flask is a lightweight microframework for web 

applications built on Python, which provides an 

efficient framework for building web-based 

applications that use the flexibility of Python and 
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strong community support with scaling capabilities to 

serve millions of users [7]. Flask has two main 

components, Werkzeug and Jinja. While Werkzeug is 

responsible for providing routing, debugging, and Web 

Server Gateway Interface (WSGI). Flask leverages 

Jinja2 as a template engine. Natively, flask does not 

support database access, user authentication, or other 

high-level utilities. Still, it provides support for the 

integration of extensions to add all such functionality, 

making Flask a micro yet production-ready framework 

for developing applications and web services. A simple 

flask of an application can fit into a single Python file 

or it can be modulated to make the application 

production-ready. The idea behind Flask is to build a 

good foundation for all applications leaving everything 

else on the extension [7]. 

I. Firebase 

Firebase is a BaaS (Backend as a Service) service 

provided by Google, Firebase is considered a web 

application platform. Firebase helps developers build 

quality apps quickly. then Firebase stores the data in 

JavaScript Object Notation Format (JSON) which does 

not use queries to insert, update, delete, or append data 

to it. The system’s backend is used as a database to 

store data [13]. 

J. Firebase Auth 

Firebase Auth supports social sign-in features such 

as Facebook, Google, GitHub, and Twitter. It is a 

service that can authenticate users by using client-side 

code and is a paid service. Firebase Auth also includes 

a user management system where developers can 

enable user authentication with email and password 

logins stored with Firebase [13]. 

K. Firestore 

Firestore is a flexible and scalable mobile, web, and 

server development database from Firebase and 

Google Cloud Platform. Like Firebase's real-time 

databases, Firestore syncs your data across all client 

apps via real-time handlers and provides offline 

support for mobile and web. This way, you can build 

responsive and efficient applications without network 

latency or internet connection. Firestore also offers 

seamless integration with other Firebase and Google 

Cloud products, including Cloud Functions [14]. 

Firestore is a cloud-hosted NoSQL database that can 

be accessed directly by your Apple, Android, and web 

apps through native SDKs. Firestore is also available 

in the native SDKs of Node.js, Java, Python, Unity, 

C++, and Go, in addition to the REST API and RPC 

API [14]. 

III. METHODOLOGY 

The steps in this research are carried out in the 

following stages: 

1. Conduct interviews and surveys to the target 

market to get the wants and needs of the target 

market. This data retrieval is carried out 

intermittently to get an idea of what features need 

to be made. 

2. Based on the results of interviews and surveys on 

the target market and get the features that are 

wanted, researchers design UML for each use 

case and dissect it into microservices 

respectively. 

3. After determining the microservice division, 

researchers design the use of Google Cloud 

Platform services which are made into a diagram, 

the services used by researchers like Cloud Build, 

Cloud Storage, Cloud Run, Firebase, and 

Firestore. 

4. Build API endpoints based on predefined use 

cases and microservices, at this stage, researchers 

build a structure and codebase in a local 

environment. 

5. Testing the code base in the local environment to 

ensure the features in the microservice section 

have run well under the system design that has 

been made, with the black-box testing method. 

6. Deploy code in the local environment to the 

Google Cloud Platform infrastructure with 

containers. At this stage, researchers directly use 

the Google Cloud Platform infrastructure to 

deploy code in the GitHub repository and install 

the container in the cloud run. 

 

 Load test API endpoints that have been deployed to 

the Google Cloud Platform. This stage is necessary to 

simulate real traffic and ensure that the system is not 

damaged under the specified load 

IV. RESULT AND DISCUSSION 

A. User Requirement 

Based on the results of focus group discussions 

with several psychologists related to the use of support 

group features and mental health application features 

in general by users in building systems in the Circle 

application, here are some user needs needed in the 

system in the Circle application: 

1. Users can search for the desired support group 

and enter the group chat 

2. Users can order psychologist services in the form 

of consultations and pay according to the services 

that have been chosen 

3. Users can do support group activities in the 

available group chat. 

4. User can register and log in to the application. 

5. User can do screening test. 

6. Caregivers can access the results of the user 

screening test. 

7. Caregivers can create support groups and 

moderate chat rooms. 
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B. System Requirement 

Based on the results of focus group discussions 

with several psychologists related to the use of support 

group features and mental health application features 

in general by users in building systems in the Circle 

application, here are some of the system that needs to 

be needed in the Circle application: 

1. Restful API will be deployed on the Google 

Cloud Platform. 

2. Restful API has a simple security system in the 

form of an API Key. 

3. Restful API can be accessed via HTTPS request. 

4. The features required in creating a Restful API 

are as follows: 

• Create a Support Group in the form of a chat 

room. 

• Search Support Group for Users. 

• Create a login token for the GetStream 

service. 

• Booking Psychologist services. 

• User payment handling. 

• Create and evaluate screening test results for 

Users. 

For the specification of each existing docker 

container unit to create a restful API, a minimum of the 

following specifications are required: 

1. 1 Core CPU 

2. 512 MB RAM 

3. Access Port 8080 

Then there is also a software environment that must 

be prepared, namely: 

1. Python 3.9 

2. Python libraries: Tensorflow, Sastrawi, 

GetStream-Client, Midtrans, Flask, and Firebase. 

C. Use Case Diagram 

Use case diagrams to illustrate a graphical display 

of the functioning of a system. For an explanation of 

the role of each actor performed on the Circle 

application can be seen in the following image: 

 

 
Figure 4. Use Case Diagram 

D. Activity Diagram 

The following stages of explanation of the role 

activities of each actor are contained in Figure 3.D.2 

use case diagram: 

 

 
Figure 5. Activity Diagram: Log in and Register 

 

 
Figure 6. Activity Diagram: Search Support Group 

 

 
Figure 7. Activity Diagram: Support Group Creation 
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Figure 8. Screening: Psychological Tests 

 

 
Figure 9. Psychologist Consultation 

E. Microservices Architecture on Google Cloud 

Platform 

Referring to user requirements and system 

requirements services in the Circle application can be 

divided into 4 systems, namely: 

1. Chat Service 

2. Payment Services 

3. Search Service 

4. Screening Test Service 

 

With these 4 services can be made a picture of the 

system architecture in making it into Google Cloud 

Platform, here is an overview of the use of Google 

Cloud Platform products and microservices 

architecture that will be used:  

 
Figure 10. Microservice Architecture 

 

 
Figure 11. GCP Usage  

 

In the GCP usage image above, there are several 

services that are used for Circle application needs, 

namely: 

1. Cloud Build 

Cloud Build is used to create a Docker image that 

matches the contents of the repository on Github, 

each service has its repository so that they are 

mutually independent from other services   

2. Cloud Storage 

Cloud Storage is used to store every Docker 

image version that Cloud Build has created, so this 

can help in storing stable backup versions 

3. Cloud Run 

Cloud Run is used as a serverless platform which 

will be the main server for each of the microservices 

mentioned earlier, Cloud Run also has an autoscaler 

system so that it can multiply Containers so that it 

automatically scales requests received from the 

Circle Application, this happens on-demand so if 

there are no requests from the application, the 

resources from Cloud Run will not be used 

4. Cloud API Gateway 

Cloud API Gateway allows us to manage URLs 

from different Cloud Runs into one URL domain 

making it easier for developers to access APIs, 

Cloud API Gateway also provides monitoring, 

alerts, logging, and tracing for each use 

 

             

         

            

                      

                      

                

             

                

       

        

         

             

 

 

            

       

     

     

               

        

        

             

        
        
       

        

        
         

      

         

        

          

                                



 

 

 

 

48 Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 1 | June 2025 

 

ISSN 2085-4552 

F. Cloud Run Configuration 

Based on the Microservice Architecture in the 

previous figure we can utilize Cloud Run to divide the 

Services and use Firebase as the Database for each 

service, for the specification of the container for each 

service in Cloud Run is shown in the next tables 

 

Table 2. Search Services Cloud Run Configuration 

Search Service 

CPU allocation CPU is only allocated 

during request 

processing 

Startup CPU boost Enabled 

Maximum Concurrency 

per instance 

80 

Request timeout 300 seconds 

Execution environment Second generation 

CPU 1 

Memory 2 GiB 

Minimum number of 

instances 

0 

Maximum number of 

instances 

10 

Port 8080 

Build Cloud Build 

Environment Variables Firebase_Key 

 

Table 3. Chat Services Cloud Run Configuration 

Chat Service 

CPU allocation CPU is only allocated 

during request 

processing 

Startup CPU boost Enabled 

Maximum Concurrency 

per instance 

80 

Request timeout 300 seconds 

Execution environment Second generation 

CPU 2 

Memory 512 MiB 

Minimum number of 

instances 

0 

Maximum number of 

instances 

5 

Port 8080 

Build Cloud Build 

Environment Variables Firebase_Key, 

GetStream_Key 

 

Table 4. Payment Service Cloud Run Configuration 

Payment Service 

CPU allocation CPU is only allocated 

during request processing 

Startup CPU boost Enabled 

Maximum Concurrency 

per instance 

80 

Request timeout 300 seconds 

Execution environment First generation 

CPU 1 

Memory 512 MiB 

Minimum number of 

instances 

0 

Maximum number of 

instances 

5 

Port 8080 

Build Cloud Build 

Environment Variables Firebase_Key, 

Midtrans_Key 

 

Table 5. Payment Service Cloud Run Configuration 

Screening Test Service 

CPU allocation CPU is only allocated 

during request processing 

Startup CPU boost Enabled 

Maximum Concurrency 

per instance 

80 

Request timeout 300 seconds 

Execution environment First generation 

CPU 1 

Memory 512 MiB 

Minimum number of 

instances 

0 

Maximum number of 

instances 

30 

Port 8080 

Build Cloud Build 

Environment Variables Firebase_Key 

 

From the tables above, we allocated the CPU and 

Memory of the container based on how expensive the 

computational power of each service is, from the tables 

we can conclude that the Search Service is the most 

demanding in terms of Memory which is caused by the 

Tensorflow Library. 

With Cloud Run when there's a massive spike of 

request to the Search Service we can individually scale 

the necessary Service without affecting other services. 

To save cost, all of the services have a minimum 

number of container instances set to zero which 

enables a cold start, the number of instances will go up 

if and only if there's a request coming to the port of the 

container by utilizing the on-demand feature of the 

container we can reduce the billing of the cloud 

significantly. 

G. Containerization 

Containerization is a technology that allows you to 

package an application and all its dependencies, 

libraries, and configurations into a single, isolated unit 

called a "container." This container can then be easily 

deployed and run consistently on any server that 

supports containerization without worrying about 

compatibility issues. 

To create a container we need a configuration setup 

called Dockerfile, This file contains instructions on 

how to build your container step-by-step. It specifies 

the base image (a minimal operating system with pre-

installed tools), adds your application code, and sets up 
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the required configurations. For Circle Services we use 

the following setup: 

 

From python:3.9.11 

 

COPY src/ src/ 

COPY requirements.txt. 

 

RUN pip install --upgrade cython 

RUN pip install --upgrade pip 

RUN pip install --no-cache-dir -r requirements.txt 

 

 

WORKDIR /src 

 

ENV PORT 8080 

 

CMD exec gunicorn --bind :$PORT --workers 1 --

threads 8 app:app 

 

From the Dockerfiles above we can configure the 

directory of the files by first copying the app files to 

the Docker directory, and then we can set up the 

environment suited to the requirements we need 

H. Restful API Design 

Based on activity diagrams, use case diagrams   and 

microservices architecture design, several endpoints 

can be made that will be used in Circle Applications, 

namely:  

Table 6. Restful API 

N

o 

Fungsi URL Paramete

r 

Meth

od 

Expect

ation 

1 Login 

and 

Regist

er 

/toke

n 

User id, 

password 

GET Return 

status 

and 

Token 

2 Gettin

g 

Screen

ing 

Data 

/scre

enin

g 

User_id,s

creening

_name 

GET Return 

data 

about 

screeni

ng 

3 Post 

the 

Result 

of 

Screen

ing 

/scre

enin

g 

User_id, 

screening

_name, 

jawaban 

POST Return 

Feature 

Recom

mendat

ion 

4 Search 

Chatro

om 

/mat

ch 

User_id, 

k_value, 

text 

GET Return 

Chatro

om 

recom

mendat

ion 

5 Create 

Chat 

Room 

/cha

nnel 

User_id,

Text, 

Title, 

Max_use

r 

POST Return 

Channe

l 

informa

tion 

6 check /chec Appoint GET Return 

out kout ment_id, 

user_id 

URL 

and 

transact

ion 

token 

7 Notifi

cation 

Handli

ng 

/noti

ficati

on 

Transacti

on_id,Tr

ansaction

_status, 

Order_id 

POST Change 

the 

order 

status 

and 

return 

status 

code 

I. Blackbox Test 

To test the various feature of the API that have been 

designed we need some tests to confirm it. Blackbox 

test is designed to test the whole infrastructure to check 

if the integration between the services is correct: 

 

Table 7. Blackbox Test 

URLs Test Case Expected 

Result 

Tested 

results 

/token Correct User 

ID and 

Password 

Return Token 

Session 

Valid 

Inccorect User 

ID or 

Password 

Return 

incorrect 

message 

Valid 

Missing 

parameter 

Return 

incomplete 

parameter 

Message 

Valid 

/screeni

ng 

(GET) 

Correct User 

ID and 

Screening 

Name 

Return 

Screening 

Question 

Details 

Valid 

Incorrect User 

ID and 

Screening 

Name 

Return 

Incorrect 

message 

Valid 

Missing 

Parameter 

Return 

incomplete 

parameter 

Message 

Valid 

/screeni

ng 

(POST) 

Correct User 

ID, Answer 

Screening 

Name 

Return Feature 

Recommendat

ion 

Valid 

Incorrect User 

ID, Answer 

and Screening 

Name 

Return 

Incorrect 

message 

Valid 

Missing Return Valid 
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Parameter incomplete 

parameter 

Message 

/match Correct user 

id, text and 

k_value 

Return list of 

recommended 

room id 

Valid 

K_value is not 

in parameter 

Return top 3 in 

the list of 

recommended 

room id 

Valid 

Inccorect User 

ID or K_Value 

Return 

Incorrect 

message 

Valid 

/Chann

el 

Correct  User 

ID,Text, Title, 

and Max_user 

Return 

Channel 

Information 

Valid 

Inccorect User 

ID 

Return 

Incorrect 

message 

Valid 

Missing 

Parameter 

Return 

incomplete 

parameter 

Message 

Valid 

/checko

ut 

Correct User 

ID an 

Appointment 

ID 

Return 

Redirect URL 

and 

transaction 

token 

Valid 

Inccorect User 

ID and 

Appointment 

ID 

Return 

Incorrect 

message 

Valid 

Missing 

Parameter 

Return 

incomplete 

parameter 

Message 

Valid 

/Notific

ation 

Correct 

Transaction 

ID and 

Transaction 

Status 

Return 

Received 

Status 

Message 

Valid 

Incorrect 

Transaction 

ID and 

Transaction 

Status 

Return 

Incorrect 

Message 

Valid 

Missing 

Parameter 

  

J. Load Test 

For the Load Test, we use Locust as the Python 

framework of choice, the infrastructure of the 

microservices will be tested again with 5000 virtual 

users in a span of 10 minutes, and the following figures 

will describe how many users will be connected to the 

server and how many requests have been requested: 

 
Figure 12. Total User Graph 

 

 
Figure 13. Total Request Graph 

 

From the figures above, there are 5000 virtual 

users, which gradually increased from 0 to 5000 within 

10 minutes. There’s a total of 115910 requests that are 

coming from the virtual users, as you can see from 

figure 4.J.2 There is some error that occurs when the 

user spike to more than 1000 and the total of the error 

is 7284 error, the detail of the error will be explained 

in the following table: 

 

Table 8. Total Error Table 

URL Error Number of 

Occurences 

/match HTTPError('429 

Client Error: Too 

Many Request) 

2820 

/token HTTPError('500 

Server Error: 

Internal Server 

Error) 

3957 

/channel HTTPError('429 

Client Error: Too 

Many Request) 

507 

 

From the error table above, we can infer that there 

are 2 types of errors that happen during the load test, 

which is HTTP Error 429 and HTTP Error 500, the 

reason that HTTP Error 429 appear in /match and 

/channel is because of too many requests have been 

created for their endpoint, and the initial container can't 

scale fast enough to keep up with the demands.  As for 
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HTTP error 500 is caused by the limit rate from the 

GetStream library that is used for getting the user a 

token to chat with other users, the limit rate is caused 

by the free-tier plan from the GetStream services. 

The load test will also measure the response time of 

the entire service and each endpoint, for the parameter 

of the response time, we will measure the average 

response time and median response time, for the unit 

of the response time, we will use milliseconds, for the 

detail of the response time of the server will be 

illustrated in the following figures: 

 
Figure 14. Response Time Graph 

 

From the response time figures above, we can 

conclude that there’s a huge spike when the use count 

reaches 5000, but it gradually lower, this is the result 

of the Cloud Run Autoscaler that automatically deploy 

new containers to serve the new Demands. The average 

response time when the server stabilize in 5000 users 

is 2817 milliseconds, we can dissect this further by 

exploring each endpoint response time as the following 

tables: 

Table 9. Token URL Response Time 

URL /Token 

Method GET 

Request Count 4999 

Median Response Time 10000 ms 

Average Response Time 10855 ms 

Min Response Time 532 ms 

Max Response Time 30011 ms 

Average Content Size (Byte) 241 byte 

 

Table 10. GET Screening URL Response Time 

URL /Screening 

Method GET 

Request Count 26200 

Median Response Time 260 ms 

Average Response Time 384 ms 

Min Response Time 219 ms 

Max Response Time 5460 ms 

Average Content Size (Byte) 4540 byte 

 

Table 11. POST Screening URL Response Time 

URL /Screening 

Method POST 

Request Count 25878 

Median Response Time 280 ms 

Average Response Time 400 ms 

Min Response Time 223 ms 

Max Response Time 5574 ms 

Average Content Size (Byte) 16 byte 

 

Table 12. Match URL Response Time 

URL /Match 

Method GET 

Request Count 42012 

Median Response Time 2700 ms 

Average Response Time 4598 ms 

Min Response Time 187 ms 

Max Response Time 28278 ms 

Average Content Size (Byte) 224 byte 

 

Table 13. Channel URL Response Time 

URL /Channel 

Method POST 

Request Count 8228 

Median Response Time 5200 ms 

Average Response Time 6731 ms 

Min Response Time 185 ms 

Max Response Time 30011 ms 

Average Content Size (Byte) 547 byte 

 

Table 14. Checkout URL Response Time 

URL /Checkout 

Method GET 

Request Count 8526 

Median Response Time 270 ms 

Average Response Time 368 ms 

Min Response Time 235 ms 

Max Response Time 5597 ms 

Average Content Size (Byte) 156 byte 

 

Table 15. Notification URL Response Time 

URL /Notification 

Method POST 

Request Count 67 

Median Response Time 1500 ms 

Average Response Time 2333 ms 

Min Response Time 585 ms 

Max Response Time 10044 ms 

Average Content Size (Byte) 877 byte 

 

From the seven tables, we can see a drastic change 

in the minimal response time to the max response time, 

this is because the warm up session with only 100 

virtual user and gradually increase it to 5000 virtual 

user, we can use the minimal response time as the 

baseline and compare it to the median response time to 

get a sense how certain URL behave in this Load Test, 

Meanwhile the maximum response time corresponds 

to time when the user count spiked to 5000, and the 

server is rolling a new container, the time between 

finishing rolling the new container and the start of the 

request makes the max response time so much high 

compared to the average response time. In the previous 
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load test we can see /match, /token, and /channel URLs 

have massive differences in minimal response time to 

average response time, for /match and /channel the 

high response time is caused by the resource-intensive 

system created by Tensorflow library and to prevent 

using too many resources of Cloud Run, limiting the 

number of containers is vital, as for /token case many 

of the error is caused by internal server error is caused 

by the limit rate from the GetStream library that is used 

for getting the user a token to chat with other users, the 

limit rate is caused by the free-tier plan from the 

GetStream services. 

We can see how the container of each services 

automatically scale when facing a large request in the 

following figures: 

 
Figure 15. Screening Services Container Graph 

 
Figure 16. Merchant Services Container Graph 

 
Figure 17. Search Services Container Graph 

 
Figure 18. Chat Services Container Graph 

 

From the figures above we can see how the 

Container automatically increases when the demand is 

high. 

V. CONCLUSIONS 

Based on the result of the research “Development 

of Restful API Mental Health Application with 

Microservices Architecture Using Google Cloud 

Platform” that has been carried out, there are several 

conclusions: 

1. The making of microservices pattern in API for 

Circle Application that utilizes Google Cloud 

Platform as its cloud provider can be used and 

scaled based on the demand of the request from 

the application 

2. Using a microservices pattern can remove 

dependencies from other services and as a result 

other services’ load won’t cause any disturbance 

to unrelated services, this also makes the scaling 

adjustable to only the most used service which 

raises the efficiency of the server and lowers the 

cost of the cloud computing cost 

3. Using Cloud Build makes it easy to deploy a 

docker container and make changes to an existing 

container 

4. Dockerization makes it easy to isolate bugs and 

faults within the system, and because we can set 

up the environment and virtualize it, it’s easy to 

set up the same environment across multiple 

instances 

There are vital factors that need to be considered 

when using Cloud Run in Google Cloud Platform that 

is: the computing cost of the services, the service 

Resource (CPU, Ram) requirement, how frequently it 

will be accessed, and how it handle shared data. 
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Abstract— MOY Frozen Food is a retail business located 

in Kediri Regency, specializing in selling frozen food, 

beverages, and necessities. In recent years, the retail 

industry has faced numerous challenges, including shifts 

in consumer behavior, technological advancements, and 

increasing competition. This study addresses the issue of 

identifying which products are frequently purchased 

together and determining appropriate recommendations 

for consumers. To achieve this goal, association rules are 

employed to discover correlations and co-occurrences 

among data sets, which facilitate identifying product 

relationships within a single transaction. Using the 

Apriori algorithm with a minimum support threshold of 

0.01 and a confidence level of 0.5, implemented in Python, 

this research successfully generates association rules. The 

insights derived from these association rules can be 

leveraged to develop various sales strategies, ultimately 

enhancing product sales at MOY Frozen Food. 

Index Terms— association rule mining; apriori 

algorithm; consumer behavior; product recommendation; 

sales strategy. 

I. INTRODUCTION 

Making quick and accurate decisions to determine 
business strategies is one of the many influential factors 
that business owners, including those at MOY 
Supermarket, must consider. The growth and 
competition in global trade, driven by free-market 
economies and advances in information technology, 
have intensified the level of competition, making it 
more transparent and challenging for companies to 
meet increasing customer demands [1]. These factors 
highlight the importance of making business decisions 
based on data [2], rather than relying solely on intuition. 
The data used should be derived from the collection of 
every transaction that occurs. 

There are many ways to understand market 
conditions in the retail business, one of which is by 
analyzing sales transaction data. Daily, weekly, 
monthly, or yearly, vast transaction data are stored in 
the company's database [3]. In the digital era, 

competition in the retail business is becoming 
increasingly intense, necessitating new marketing 
strategies to attract consumers [4]. Digital marketing 
significantly influences the growth of retail businesses, 
requiring companies or retail stores to keep up with 
technological advancements in business, which are key 
to achieving success [5]. Consequently, the amount of 
data stored in digital product sales databases will 
continue to grow, becoming big data, which forms the 
foundation for the emergence of data mining. 

Data mining in economics, particularly in retail 

business, can help solve business problems, such as 

identifying patterns in customer transaction behavior. 

By understanding these patterns, a retail business can 

more easily make decisions regarding marketing 

strategies aimed at consumers. One customer behavior 

that can be identified and analyzed is the combination 

of products frequently purchased together. Data mining 

techniques can be used to discover association rules, 

specifically the association rules between combinations 

of items, to determine which products are bought 

simultaneously. This association process utilizes the 

Apriori algorithm. The Apriori algorithm, which was 

introduced by Agrawal and Srikant in 1994 [6], is used 

to determine frequent item sets for Boolean association 

rules [7]. 

In a previous study [8] titled " Penerapan Algoritma 

Apriori Terhadap Data Mining Penjualan di Alfamart 

Berastagi" 75 association rules were generated with a 

minimum support of 50% and a confidence of 0.9. 

Meanwhile, another study [3] titled "Penerapan Data 

Mining Menggunakan Algoritma Apriori Terhadap 

Data Transaksi Penjualan Bisnis Ritel" produced 3 

association rules with a minimum support of 0.6 and a 

confidence of 0.8. Both studies focused on retail 

companies; study [8] utilized RapidMiner software, 

while study [3] was tested using the Orange tool. In 

contrast, the current research focuses on a medium-
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scale retail business and uses Python software for 

testing. 

Business activities in Indonesia are largely 

conducted by the community through Micro, Small, and 

Medium Enterprises (MSMEs) [9]. MSMEs also play a 

crucial role in Indonesia's economy [10], necessitating 

efforts to enhance their strategies to stay competitive 

with larger businesses. MOY Frozen Food Supermarket 

is one such MSME operating in the retail sector, 

primarily focusing on food products, particularly frozen 

foods, beverages, and daily necessities. This 

supermarket must meet the needs of its customers daily 

and be driven to develop the right sales strategies. To 

achieve this, the company needs sufficient information 

for further analysis. For example, data from recorded 

sales transactions can be used to understand consumer 

habits or behavior and develop strategies to achieve the 

desired business goals. 

II. METHODOLOGY 

This study employs the association rule-mining 

method to analyze consumer purchasing patterns at 

MOY Frozen Food Supermarket. By uncovering 

hidden patterns and correlations within sales 

transaction data, this method allows for a deeper 

understanding of consumer behavior, which can be 

leveraged to enhance marketing strategies and 

inventory management. The Apriori algorithm, a well-

known technique in data mining, is utilized in this 

research due to its efficiency in discovering frequent 

item sets and generating association rules from large 

datasets. The process begins with data collection, 

followed by data pre-processing and mining, where 

meaningful patterns are extracted. The flowchart 

illustrating the entire research methodology, including 

each step of the data analysis and implementation, is 

presented in Figure 1. This structured approach aims 

to provide actionable insights that can help MOY 

Frozen Food Supermarket optimize its operations and 

improve customer satisfaction. 

The flowchart in Figure 1 illustrates the process of 

applying the Apriori algorithm to analyze consumer 

purchasing patterns at MOY Frozen Food 

Supermarket. The process begins with the Data 

Collection stage, where all relevant sales transaction 

data is gathered. Following this, a Literature Review is 

conducted to understand previous studies and establish 

a theoretical foundation for the research. The next 

phase involves the Implementation of the Apriori 

Algorithm, which is divided into two key steps: Data 

Pre-processing and Data Mining. During data pre-

processing, the collected data is cleaned and prepared 

for analysis to ensure accuracy and consistency. In the 

data mining step, the Apriori algorithm is applied to 

identify frequent item sets and extract meaningful 

association rules. The results of this analysis are then 

summarized in the Conclusion and Recommendations 

stage, providing insights and strategic suggestions for 

the supermarket. Finally, the process ends at the 

Completion stage, where the research findings are 

documented and reviewed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Research Flow 

 

A. Data Collection 

The data for this study was obtained from the 

transaction records of MOY Frozen Food Supermarket, 

located in Kediri Regency, East Java, covering the 

period from March 1, 2024, to March 13, 2024. A total 

of 2,544 rows of data were processed, encompassing 

several key variables: transaction number, transaction 

date, transaction day, transaction time, customer type, 

item code, item name, item quantity, and item category. 

This comprehensive dataset provides a detailed 

overview of consumer purchasing activities within the 

specified timeframe, offering a rich source of 

information to identify purchasing patterns and trends 

that can inform business strategy and decision-making 

at the supermarket. 

B. Literature Review 

At this stage, relevant literature sources are sought 

and gathered, including articles, journals, books, and 

other references related to the research, particularly 

those focusing on association methods using the Apriori 

algorithm. This comprehensive literature review helps 

to establish a solid theoretical foundation for the study, 

ensuring that the research is grounded in existing 

knowledge and methodologies. By examining previous 

studies and findings, the research can identify gaps in 

Apriori Algorithm 

Imlementation 

Start 

Data 

Collection 

Literature 

Review 

Data 

Pre-processing 

Data 

Mining 

Conclusion and 

Suggestion 

End 



 

 

 

 

56 Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 1 | June 2025 

 

ISSN 2085-4552 

the current literature and better position its contribution 

to the field of consumer behavior analysis using data 

mining techniques. 

C. Implementasi Algoritma Apriori 

The implementation of the Apriori algorithm is 

carried out using Python tools. The data processing 

stage is divided into two main phases: data pre-

processing and data mining. Data pre-processing is a 

critical step in data mining analysis, aimed at cleaning 

[11], reformatting, and preparing the data for analysis, 

making it easier to handle and more accurate for 

subsequent steps. This stage involves removing any 

inconsistencies, errors, or irrelevant information to 

ensure that the dataset is of high quality and suitable 

for mining. On the other hand, data mining focuses on 

extracting previously unknown patterns or useful 

information from large datasets, transforming them 

into understandable and actionable insights that can be 

used to make crucial business decisions [11]. In the 

context of implementing the Apriori algorithm, several 

key terms are frequently used, including: 

1. Support 

Support represents the percentage of a particular item 

combination within a database [12]. The support value 

of an item is calculated using the following formula 

[13]: 

 

(1)
 

 

Similarly, the support value of 'n' items is determined 

using [13]: 

 

 (2) 

 

2. Minimum support 

Minimum support is a process used to find all 

association rules that meet a specified minimum 

threshold for support [14]. It is expressed as a 

percentage or proportion of the total number of 

transactions. If an item set has a support value 

(frequency of occurrence) equal to or greater than the 

minimum support threshold, it is considered a frequent 

item sets. Minimum support helps filter out infrequent 

item sets, ensuring the algorithm only processes 

significant and relevant item sets. 

 

3. Support count 

Support count refers to the number of times a group of 

products appears together in the transaction data of a 

shopping cart [15]. It is a fundamental metric in the 

Apriori algorithm for determining how often a 

particular combination of items occurs together across 

all transactions. For example, if the item sets {Bread, 

Milk} appears in three out of five transactions, its 

support count is 3. The support count calculates the 

support value,  which then helps identify frequent item 

sets that meet a certain threshold. 

 

4. Confidence 

Confidence measures the certainty or strength of the 

relationship between items in the Apriori algorithm 

[16]. A high confidence value indicates that item B is 

also likely to appear when item A appears, thereby 

validating the reliability of the association rule. 

Mathematically, confidence is defined as the ratio of 

the number of transactions that contain both the 

antecedent and the consequent to the number of 

transactions that contain only the antecedent. The 

formula for confidence is given by equation 3 [17]. 

 

          (3) 

Where: 

A is the antecedent (the item or set of items on the left-

hand side of the rule). 

B is the consequent (the item or set of items on the 

right-hand side of the rule). 

 

5. Minimum confidence 

The minimum confidence is the value that meets the 

minimum requirement for confidence [18]. This value 

measures how often item Y appears in transactions that 

contain item X. If the confidence of the rule X → Y is 

greater than or equal to the specified minimum 

confidence, then the rule is considered strong and 

significant. For example, if the minimum confidence is 

set at 70%, the rule X → Y will only be considered if 

at least 70% of the transactions containing X also 

contain Y. 

 

6. Itemsets 

An item sets is a set of items contained within a set 

processed by the system [17]. In the context of data 

mining and association analysis, item sets are used to 

discover patterns or relationships between items that 

frequently appear together in transaction datasets. An 

item sets can consist of a single item or a combination 

of multiple items. 

 

7. Frequent item set 

A frequent item set is a collection of items that meet a 

minimum support threshold. In the context of the 

Apriori algorithm, frequent item sets are used to 

identify patterns or relationships between items that 

frequently appear together in transactions. For 

example, if {Bread, Milk} often appears together in 

many transactions, {Bread, Milk} is considered a 

frequent item set. The discovery of frequent item sets 

is useful in various applications such as product 

recommendation, shopping basket analysis, and 

product placement optimization in retail stores. 
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8. Lift ratio 

The Lift Ratio is a measure used to evaluate the 

strength of an association rule derived from support 

and confidence values [12]. The lift ratio indicates the 

likelihood that when the first item is purchased, the 

second item will also be purchased, considering the 

level of support. If the lift of {X → Y} = 1, there is no 

association. A lift value greater than 1 indicates that 

item Y is more likely to be purchased if item X is 

purchased, whereas a value less than 1 means that item 

Y is less likely to be purchased if item X is purchased. 

The lift ratio value is calculated using the formula 

below [17]: 

 

𝐿𝑖𝑓𝑡 𝑟𝑎𝑡𝑖𝑜 =
𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝑋,𝑌)

𝐵𝑒𝑛𝑐ℎ𝑚𝑎𝑟𝑘 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝑋,𝑌)
       (4) 

 

𝐵𝑒𝑛𝑐ℎ𝑚𝑎𝑟𝑘 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒  =
𝑁𝑐

𝑁
       (5) 

 

Where: 

N = the total number of transactions in the database. 

Nc = the number of transactions that contain the 

consequent item. 

 

9. Threshold 

In the Apriori algorithm, the threshold is used to set 

the minimum support and minimum confidence that 

must be met by item sets and association rules  [14]. 

This threshold value allows researchers to determine 

the level of importance and the strength of the 

associations generated by the algorithm. By doing so, 

researchers can filter out irrelevant results and focus on 

the most significant and valuable associations. 

 

III. RESULT AND DISCUSSION 

The Apriori algorithm can be applied to the sales 

transaction data of MOY supermarket, with the 

accumulated sales transactions obtained from daily 

sales over a period of 12 days through the following 

stages: 

A. Data Pre-processing 

The data used in this research consists of transaction 

data that has already been organized in Microsoft Excel. 

Before proceeding to the data mining stage, the data 

undergoes pre-processing. This involves correcting any 

spelling errors, standardizing the format in the item 

name column, and categorizing the item names into 

more general or common item groups. 

 

Figure 2. The Daily Sales Trends at Moy Supermarket 

 The graph in Figure 2. represents the daily sales 

trend at Moy Supermarket over a specified period. The 

x-axis indicates the dates, while the y-axis represents 

the number of items sold. The data points are connected 

by a line, showing the fluctuation on a  sales basis. 

Based on Figure 2, there are noticeable ups and downs 

in daily sales, indicating varying consumer demand 

across the observed dates. On 2024-03-05, sales 

plummeted to a low point, reaching almost zero, 

suggesting an unusual drop in sales that day, which 

could have been due to operational challenges, lower 

consumer turnout, or external factors. The highest sales 

occurred on 2024-03-10, with a total of nearly 500 

items sold. This spike could be attributed to specific 

promotions, events, or an increase in customer demand. 

Despite some sharp declines, the overall sales trend 

seems to rise over the observed period, suggesting a 

potential improvement in sales or better market 

conditions as the dates progress. While there are 

significant fluctuations in daily sales, the general 

upward trend provides a positive outlook for Moy 

Supermarket, highlighting potential opportunities for 

optimizing marketing strategies or better inventory 

management. 

 

Figure 3. Sales Distribution by Product Category 

 

The bar chart in Figure 3 illustrates the distribution 
of product sales at Moy Supermarket, categorized by 
product types. The x-axis represents the product 
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categories, while the y-axis shows the frequency or 
number of items sold within each category. The height 
of each bar reflects the total sales for the corresponding 
category. The highest sales were recorded in the 
"Makanan" (Food) category, with 1,425 items sold. 
This suggests that food products are the most popular 
and most frequently purchased by customers. The 
"Sembako" (Basic Necessities) category follows with 
817 items sold, indicating significant demand for 
essential products like rice, sugar, and oil. The 
"Minuman" (Beverages) category comes next, with 222 
items sold, showing a moderate level of sales compared 
to the top two categories. Categories like "Lain-lain" 
(Others), "Rokok" (Cigarettes), and "Skincare" show 
relatively low sales, with 50, 19, and 11 items sold, 
respectively. These Figures indicate that these product 
categories are less in demand or purchased less 
frequently by Moy’s customers. The data reflects that 
food and basic necessities dominate Moy Supermarket's 
sales, while categories like beverages, skincare, and 
cigarettes contribute much less to overall sales. This 
insight can help the supermarket adjust its inventory 
and marketing focus on higher-demand products to 
maximize sales potential. 

 

Figure 4. Total Sales per Day in a Week 

The bar chart in Figure 4 illustrates the total number 
of items sold each day over a week at Moy 
Supermarket. The x-axis represents the days of the 
week, while the y-axis shows the number of items sold. 
The highest sales occurred on Sunday (Minggu), with 
860 items sold, indicating that customer traffic is 
significantly higher on this day, possibly due to 
weekend shopping habits. Monday and Friday Follow 
Closely: Monday (Senin) and Friday (Jumat) also show 
substantial sales, with 786 and 664 items sold, 
respectively. This could indicate that shoppers are 
likely replenishing their supplies at the start of the week 
or preparing for the weekend. Sales gradually decrease 
as the week progresses. Wednesday (Rabu) recorded 
501 items sold, followed by Tuesday (Selasa) with 460 
items. These days show moderate but still steady sales 
activity. Saturday (Sabtu) has the lowest sales Figures, 
with only 248 items sold, which is in stark contrast to 
Sunday. This suggests that Saturday may not be a 
preferred shopping day for Moy’s customers. The data 
suggests a clear pattern of higher sales on weekends, 
especially on Sundays, and a noticeable dip toward the 

end of the week, with Saturday being the least busy day. 
These trends could help the supermarket optimize 
staffing, promotions, and stock levels according to 
consumer shopping behaviors throughout the week. 

 

Figure 5. Average Sales for the 7 Best-Selling 

Products 

The bar chart in Figure 5 displays the average 
number of items sold for the seven best-selling products 
at Moy Supermarket. The x-axis represents the product 
names, while the y-axis shows the average number of 
items sold per transaction. The product Roti Panggang 
(toast) stands out as the best-selling item with an 
average of 3.70 items sold per transaction. This 
suggests a high demand for this product, potentially 
making it a staple item for many customers. Following 
Roti Panggang are Permen (candy) with an average of 
1.91 items sold and Es Krim (ice cream) with an 
average of 1.56 items sold. These items likely have 
steady demand but not as high as Roti Panggang. Kulit 
Lumpia (spring roll wrappers) and Susu (milk) both 
have an average of 1.42 items sold, showing moderate 
popularity. Meanwhile, Daging Cincang (minced meat) 
and Saus Sambal (chili sauce) have the lowest average 
sales with 1.15 and 1.05 items sold, respectively. The 
chart highlights that Roti Panggang is the top-
performing product, far surpassing the other items in 
terms of average sales. Other products like Permen and 
Es Krim are also popular but are sold in fewer quantities 
per transaction. The insights from this data can help the 
supermarket focus on promoting high-performing 
products while adjusting inventory for lower-selling 
items. 

B. Data Mining 

1) Building Frequent Item’s Results 

At this stage, the researcher creates a variable 

consisting of several frequently purchased items. This 

variable is analyzed based on the transaction table in 

Python software using the Apriori command with a 

minimum support of 0.01 or 1%, resulting in item sets 

and their respective support values as shown in Table 

1. 
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Table 1. Frequent Transaction Patterns of Customers 

No. Item sets Support 

1. Frozenset({'baso aci', 'daging olahan'}) 0,010256 

2. 

Frozenset({'mayones', 'saus sambal', 

'daging olahan'}) 0,010256 

3. 

Frozenset({'minyak goreng', 'daging 

olahan'}) 0,010256 

4. Frozenset({'selai', 'roti panggang'}) 0,010256 

5. Frozenset({'permen', 'jelly'}) 0,010256 

6. Frozenset({'susu', 'permen'}) 0,010256 

7. 

Frozenset({'susu', 'daging olahan', 

'snack'}) 0,011282 

8. 

Frozenset({'daging olahan', 'saus 

tomat'}) 0,011282 

9. Frozenset({'bon cabe'}) 0,011282 

10. Frozenset({'siomay'}) 0,011282 

11. Frozenset({'bumbu', 'daging olahan'}) 0,011282 

12. Frozenset({'mayones', 'saus sambal'}) 0,012308 

13. 

Frozenset({'tusuk sate', 'daging 

olahan'}) 0,012308 

14. Frozenset({'keripik'}) 0,012308 

15. Frozenset({'permen', 'es krim'}) 0,012308 

16. Frozenset({'daging olahan', 'yoghurt'}) 0,013333 

17. Frozenset({'bumbu'}) 0,013333 

18. 
Frozenset({'saus sambal', 'daging 

olahan', 'snack'}) 0,013333 

19. 

Frozenset({'kulit lumpia', 'saus 

sambal'}) 0,013333 

20. Frozenset({'tahu'}) 0,014359 

21. 
Frozenset({'daging olahan', 'minuman 

rasa'}) 0,014359 

22. Frozenset({'gula'}) 0,014359 

23. Frozenset({'es lilin'}) 0,014359 

24. Frozenset({'meses coklat 250gr'}) 0,014359 

25. Frozenset({'es tube'}) 0,015385 

26. Frozenset({'roti panggang', 'snack'}) 0,015385 

27. Frozenset({'baso aci'}) 0,015385 

28. Frozenset({'tusuk sate'}) 0,015385 

29. Frozenset({'snack', 'es krim'}) 0,01641 

30. Frozenset({'saus sambal', 'snack'}) 0,01641 

31. Frozenset({'teh'}) 0,01641 

32. Frozenset({'susu', 'snack'}) 0,017436 

33. Frozenset({'donat', 'daging olahan'}) 0,017436 

34. Frozenset({'saus tomat'}) 0,018462 

35. Frozenset({'selai'}) 0,018462 

36. 

Frozenset({'permen', 'daging olahan', 

'snack'}) 0,018462 

37. Frozenset({'masker'}) 0,018462 

38. Frozenset({'jelly', 'daging olahan'}) 0,019487 

39. Frozenset({'brownies', 'daging olahan'}) 0,020513 

40. Frozenset({'mayones', 'daging olahan'}) 0,021538 

41. Frozenset({'mie instan'}) 0,021538 

42. Frozenset({'kopi'}) 0,022564 

43. 

Frozenset({'roti panggang', 'daging 

olahan'}) 0,022564 

44. Frozenset({'rokok'}) 0,02359 

45. Frozenset({'yoghurt'}) 0,024615 

46. Frozenset({'cireng', 'daging olahan'}) 0,024615 

47. Frozenset({'mayones'}) 0,025641 

48. 

Frozenset({'roti frozen', 'daging 

olahan'}) 0,026667 

49. Frozenset({'minuman rasa'}) 0,029744 

50. Frozenset({'cireng'}) 0,029744 

51. Frozenset({'permen', 'snack'}) 0,029744 

52. Frozenset({'brownies'}) 0,030769 

53. Frozenset({'minyak goreng'}) 0,030769 

54. Frozenset({'jelly'}) 0,032821 

55. 

Frozenset({'kulit lumpia', 'daging 

olahan'}) 0,032821 

56. Frozenset({'susu', 'daging olahan'}) 0,034872 

57. Frozenset({'roti frozen'}) 0,035897 

58. Frozenset({'donat'}) 0,036923 

59. Frozenset({'permen', 'daging olahan'}) 0,037949 

60. Frozenset({'daging olahan', 'es krim'}) 0,050256 

61. Frozenset({'susu'}) 0,058462 

62. Frozenset({'air mineral'}) 0,066667 

63. Frozenset({'roti panggang'}) 0,068718 

64. Frozenset({'daging olahan', 'snack'}) 0,071795 

65. Frozenset({'permen'}) 0,071795 

66. 
Frozenset({'saus sambal', 'daging 

olahan'}) 0,08 

67. Frozenset({'es krim'}) 0,094359 

68. Frozenset({'saus sambal'}) 0,104615 

69. Frozenset({'kulit lumpia'}) 0,121026 

70. Frozenset({'snack'}) 0,140513 

71. Frozenset({'daging olahan'}) 0,526154 

 

Support value refers to the percentage of the 

average popularity of a product or item in the dataset. 

With a minimum support value of 0.01 or 1%, a buyer 

(consumer) who purchases one item or multiple items 

together will have a certain support value. For 

example, in the first row of Table 1, a consumer who 

buys 250g of chocolate sprinkles will only purchase 

that item, where 1.02% of the transactions in the 

database contain only the 250g chocolate sprinkles. 
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2) Association Rule 

The determination of support and confidence in this 

study is based on a minimum threshold where the lift 

ratio metric is set to 1. A filter is then applied, requiring 

a minimum lift ratio of 1.5 and a minimum confidence 

level of 0.5 or 50%, which results in six association 

rules, as detailed in Table 2. 

 

Table 2. Association Rules Result 

No. Antecedents Consequents Support  

1. Frozenset({‘Bumbu}) 
Frozenset({‘Daging 

Olahan’}) 
0.011282 

2. Frozenset({'Mayones’}) 
Frozenset({‘Daging 

Olahan’}) 
0.021538 

3. 
Frozenset({‘Saus 

Sambal, Mayones’}) 

Frozenset({‘Daging 

Olahan’}) 
0.010256 

4. Frozenset({‘Cireng’}) 
Frozenset({‘Daging 

Olahan’}) 
0.024615 

5. 
Frozenset({‘Snack, 

Saus Sambal’}) 

Frozenset({‘Daging 

Olahan’}) 
0.013333 

6. 
Frozenset({‘Tusuk Sate 

}) 

Frozenset({‘Daging 

Olahan’}) 
0.012308 

7. 
Frozenset({'Selai’}) 

 

Frozenset({‘Roti 

Panggang }) 
0.010256 

 

Table 2 above presents the association rules 

derived from the dataset at Moy Supermarket. The goal 

is to identify products that are frequently purchased 

together. Each rule represents an antecedent (the 

product or set of products) and a consequent (the 

product likely to be purchased together). The support 

value quantifies the proportion of transactions that 

contain both the antecedent and the consequent.  

Frequent Co-Purchases with Processed Meat: 

Several antecedents, such as Bumbu (seasoning), 

Mayones (mayonnaise), Saus Sambal (chili sauce), 

Cireng, Snack, and Tusuk Sate (satay skewers), lead to 

the purchase of Daging Olahan (processed meat). The 

support values for these associations range between 

0.010256 and 0.024615, indicating that in 1.03% to 

2.46% of transactions, these products are bought 

together with processed meat. Cireng has the highest 

support (0.024615), suggesting that customers who 

purchase Cireng are more likely to also buy processed 

meat. The combination of Snack and Saus Sambal has 

a support of 0.013333, highlighting a notable 

association with processed meat. 

The combination of Saus Sambal and Mayones 

has a support value of 0.010256, indicating that around 

1% of transactions involve the purchase of both sauces, 

which also leads to the purchase of processed meat. 

This may suggest that these sauces are often used 

together with processed meat for meal preparation. 

There is a notable rule showing that customers 

who purchase Selai (jam) are likely to also buy Roti 

Panggang (toast). This rule has a support of 0.010256, 

meaning that in around 1.03% of transactions, both jam 

and toast are bought together. This reflects a common 

combination of items typically consumed as a 

breakfast or snack. 

 

The association rules provide valuable insights 

into consumer behavior at Moy Supermarket. The rules 

suggest that processed meat is often bought alongside 

condiments and related items like Cireng and Tusuk 

Sate. Additionally, there is a strong relationship 

between Selai and Roti Panggang, reflecting common 

consumption patterns. These findings can help the 

supermarket optimize product placements, bundle 

promotions, or cross-selling strategies to enhance 

sales. 

Table 3. Confidences Association Rules 

Antecedents Consequents Confidence 

frozenset({'cireng'}) frozenset({'daging 

olahan'}) 

0,85185 

frozenset({'saus sambal', 
'snack'}) 

frozenset({'daging 
olahan'}) 

0,83333 

frozenset({'mayonais'}) frozenset({'daging 

olahan'}) 

0,76471 

frozenset({'saus sambal'}) frozenset({'daging 
olahan'}) 

0,75949 

frozenset({'ilm tempura 

500gr '}) 

frozenset({'daging 

olahan'}) 

0,73077 

frozenset({'selai'}) frozenset({'roti 
frozen'}) 

0,55556 

frozenset({'permen', 

'daging olahan'}) 

frozenset({'snack'}) 0,5 

 

Table 3 is the result of association rule mining 

which displays the relationship between products in 

purchase transactions. Each line shows the association 

rule with antecedents (initial purchase items), 

consequents (items that tend to be purchased together), 

and confidence ("if-then" condition probability). The 

first frozenset rule showed that if a customer bought 

Cireng, there was an 85.19% chance that they would 

also buy Daging Olahan (processed meat), indicating a 

very strong relationship. A similar pattern can be seen 

in the combination of Saus Sambal and Snack that have 

a high impetus for the purchase of Daging Olahan. 

Meanwhile, the rules of frozenset ({'mayonnaise'}) → 

frozenset ({'daging olahan'}) with a confidence of 

76.47% and frozenset ({'saus sambal'}) → frozenset 

({'daging olahan'}) with a confidence of 75.95% still 

showed a significant correlation although slightly 

lower. On the other hand, Selai and Roti Frozen with a 

confidence of 55.56% revealed a moderate 

relationship, while frozenset({'permen', 'daging 

olahan'}) → frozenset ({'snack'}) with a confidence of 

50% indicated a weaker relationship, where only half 

of the transactions followed this pattern. This analysis 

is useful for marketing strategies such as placing 

products adjacent to each other or bundling discounts 

based on dominant purchasing patterns. 
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Figure 6. Network Graph of Association Rules 

The image in Figure 6 above represents a network 

graph of the association rules derived from consumer 

transaction data at Moy Supermarket. The graph 

visualizes the relationships between products (as 

nodes) based on the association rules, with lines 

(edges) indicating co-purchase patterns. Daging 

Olahan (processed meat) appears as the central node in 

the graph with multiple connections to other product 

sets. This indicates that processed meat is frequently 

purchased together with various other products. 

Products like Bumbu (seasoning), Mayones 

(mayonnaise), Saus Sambal (chili sauce), Tusuk Sate 

(satay skewers), Cireng, and the combination of Snack 

with Saus Sambal all connect to processed meat, 

reinforcing the high likelihood of co-purchases 

involving these products. 

The combination of Saus Sambal and Mayones 

forms a node that links to Daging Olahan, suggesting 

that these two products are often bought together, 

potentially as accompaniments to processed meat. 

Another notable combination is Snack and Saus 

Sambal, which also connects to processed meat. In a 

separate cluster, Roti Panggang (toast) is connected 

with Selai (jam), indicating a strong association 

between these two products. This cluster is isolated 

from the processed meat cluster, showing that these 

products form their own distinct co-purchase pattern. 

The network graph effectively visualizes the strong 

relationships between processed meat and various 

condiments or side dishes, reflecting consumer 

preferences for meal preparation. The connection 

between Selai and Roti Panggang in a separate cluster 

suggests a different type of consumer behavior, likely 

centered around breakfast or snack items. These 

insights can help Moy Supermarket strategically 

organize product placements and cross-promotions, 

enhancing customer experience and boosting sales 

through co-purchase tendencies. 

IV. CONCLUSIONS 

A. Conclusions 

Based on the analysis conducted in this study, the 

following conclusions can be drawn: 

1. The association rule-mining method using the 

Apriori algorithm can help supermarkets identify 

consumer shopping patterns. 

2. The results of the Apriori algorithm analysis using a 

dataset of 2,544 transactions produced the following 

association rules: 

• When customers buy spices, they also purchase 

processed meat, and they are 85% confident in 

the products they buy simultaneously. 

• When customers buy mayonnaise, they 

purchase preserved processed meat with reliable 

product quality, and the likelihood of buying 

these products together increases by 84%. 

• When customers buy chilli sauce and 

mayonnaise, they purchase processed meat with 

an 83% confidence level in what product they 

will buy simultaneously. 

• When customers buy cireng (fried dough), they 

purchase snacks and processed meat with an 

83% confidence level for buying these products 

together. 

• When customers buy snacks and chili sauce, 

they purchase processed meat with an 81% 

confidence level regarding the products they buy 

simultaneously. 

• When customers buy skewers, they purchase 

processed meat with an 80% confidence that 

these products will be purchased together. 

• When customers buy jam, they purchase frozen 

or toasted bread with a 55% confidence level 

regarding the products they will buy 

simultaneously. 

 

B. Recommendations 

After identifying consumer shopping patterns, 

MOY Supermarket can stock more items such as 

spices, chili sauce, mayonnaise, snacks, jam, frozen 

bread, cireng (fried dough), skewers, and processed 

meat to avoid stock shortages. On the other hand, 

MOY Supermarket should reduce stock for items that 

are rarely purchased to prevent overstocking. MOY 

Supermarket can implement sales strategies such as 

offering discounts or promotions on product bundles 

that are likely to be purchased together and offering 

complementary products. 

Recommendations for future research include using 

a larger dataset and applying the Apriori algorithm with 

a higher minimum support threshold. Future studies are 

also encouraged to use other algorithms for association 

rule-mining and compare them to determine which 

algorithm is more accurate. 
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Abstract— Prevention and detection of plagiarism are 

crucial. There are several algorithms that can be used to 

detect plagiarism in documents, including the Cosine 

Similarity, Rabin-Karp, Levenshtein Distance, Hamming 

Distance, Euclidean Distance, Edit Distance, Jaccard 

Similarity, Ratcliff/Obershelp, Winnowing, Brute Force, 

Boyer-Moore, and Knuth Morris Pratt algorithms. Based 

on the literature review from previous research, three 

best algorithms were identified: Cosine Similarity, 

Rabin-Karp, and Levenshtein Distance. However, there 

has been no study analyzing the comparison of these three 

algorithms. Therefore, this study will compare the 

performance of each algorithm and determine the best 

algorithm for plagiarism detection in documents based on 

similarity scores and execution time. The research objects 

use a sample of documents consisting of titles and 

abstracts from Indonesian-language informatics 

journals. Cosine Similarity is superior to others for 

plagiarism detection in documents, as it produces the 

highest average similarity score with a relatively fast 

execution time. The similarity values obtained using 

Cosine Similarity, Rabin-Karp 4-grams, and Levenshtein 

Distance were found to be 48.80%, 47.13%, and 20.61%, 

respectively.  The average execution time of Cosine 

Similarity, Rabin-Karp with 4-grams, and Levenshtein 

Distance are 0.22 s, 0.45 s, and 39.15 s, respectively. 

Index Terms— comparison; cosine similarity; rabin-

karp; levenshtein distance; plagiarism; similarity. 

I. INTRODUCTION 

Plagiarism constitutes a substantial issue within 

academic and professional contexts, as it compromises 

the authenticity and credibility of scholarly endeavors. 

Plagiarism refers to the practice of taking, utilizing, or 

copying the work, concepts, or discoveries of another 

individual, either in full or in part, without sufficient 

attribution or appropriate referencing, thereby 

misrepresenting it as one’s own intellectual product or 

achievement [1], [2]. Prevention and detection of 

plagiarism are crucial, especially in the academic world 

[2], [3]. With the ease of information exchange through 

the internet, academic community comprising students 

and lecturers can engage in copy-paste practices that 

may lead to plagiarism.  

According to Regulation of the Minister of 

Education, Culture, Research, and Technology Number 

39 of 2021 regarding Academic Integrity in Producing 

Scientific Works, article 10 paragraph (3), Plagiarism is 

the act of taking and rewriting part or all of someone 

else's work without using one's own language, even if 

the source is cited correctly [2],[5]. Furthermore, in the 

Tridharma of Higher Education, academic community 

members are also obligated to conduct research and 

produce scientific works [5]. Therefore, it is crucial to 

prevent and identify acts of plagiarism [2],[3]. 

TABLE I.  LITERATURE REVIEW 

Researcher Year Algorithms 

Alvi, F. et al. 2017 Hamming Distance 

Hartanto, A. D., et 
al. 

2019 
Rabin-Karp 

Süzen, N., et al. 2020 
Euclidean distance, 

Needleman-Wunsch Distance 

Wahyuningsih, T., 
et. al. 

2021 
Cosine Similarity, Jaccard 
Similarity 

Alobed, M., et al. 2021 
Cosine Similarity, Jaccard 

Similarity 

Nalawati, R.E., & 
Yuntari, A.D. 

2021 
Ratcliff/Obershelp 

Astuti, Y., & 

Wulandari, I., 
2022 

Rabin-Karp 

Hidayat, W., et al. 2022 Rabin-Karp 

Al-Hagree, S., & Al-

Gaphari, G. 
2022 

Levenshtein Distance 

Nandurkar, D. A.,et 

al. 
2023 

Levenshtein Distance 

Amalia, E.L., et al. 2023 Winnowing 

Alfat, L., et al. 2023 Knuth Morris Pratt 

Barut, Z. & 

Altuntas, V. 
2023 

Boyer-Moore 

Setu, D.M., et al. 2025 Cosine Similarity 

Madhan, N., et al. 2025 Manhattan Distance 
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One way to detect plagiarism is by using the concept 

of string matching to calculate the similarity between 

documents [1],[3],[6],[7]. To achieve the best results, 

the use of the best algorithm is essential for detecting 

plagiarism in documents. There are several algorithms 

that can be used for plagiarism detection in document, 

including Cosine Similarity [8]-[10], Jaccard Similarity 

[8],[9], Rabin-Karp [11]-[13], Levenshtein Distance 

[14],[15], Hamming Distance [16], Euclidean distance 

[17], Winnowing [18], Knuth Morris Pratt [19], 

Ratcliff/Obershelp [20], Needleman-Wunsch Distance 

[17], Boyer-Moore [21], Manhattan Distance [22], and 

others. Several previous studies have been conducted 

using those algorithms. A literature review of research 

relevant to those algorithms is presented in Table I. 

Among those methods, three were selected based on 

their consistent superiority in various aspects of 

plagiarism detection, as explained in the literature 

review. 

Cosine Similarity with pre-processing is superior to 

Jaccard Similarity in measuring similarity because it 

produces the highest correlation values [8]. Cosine 

Similarity has a better accuracy rate compared to the 

Euclidean Distance algorithm for calculating similarity 

[9]. Although the Rabin-Karp algorithm exhibits 

limitations in accurately distinguishing between similar 

words, it demonstrates superior performance in 

plagiarism detection when compared to the Brute Force 

and Boyer-Moore algorithms [23]. Specifically, while 

the Brute Force algorithm excels in single-pattern 

searches, it remains less effective for multiple-pattern 

searches. Additionally, the Boyer-Moore algorithm 

performs efficiently by shifting the last two characters 

but is less effective with earlier shifts. In contrast, the 

Rabin-Karp algorithm effectively addresses these 

limitations [24].  

The Rabin-Karp algorithm can be used for 

searching long pattern strings but has a longer execution 

time compared to Ratcliff/Obershelp. Similarity values 

are highly influenced by the sentence structure in 

Rabin-Karp, whereas it has no impact at all on 

Ratcliff/Obershelp [11]. From the testing of Rabin-

Karp with k-grams ranging from 2 to 10, the one with 

the highest accuracy is 3-gram [13]. The Rabin-Karp 

algorithm is better than the Winnowing for detecting 

plagiarism because it produces higher similarity scores. 

Therefore, for this research, the Rabin-Karp algorithm 

is proposed for detecting plagiarism. 

The Levenshtein Distance algorithm, which checks 

each character one by one, produces perfect results on 

simple short sentences but does not perform well on 

long documents with irregular positions [25]. The 

Levenshtein Distance algorithm is better than the Knuth 

Morris Pratt algorithm because it has higher speed and 

accuracy and can minimize errors when searching for 

data [26]. The Levenshtein Distance algorithm is 

superior and more efficient compared to 

Ratcliff/Obershelp for detecting plagiarism [27]. 

Based on the literature review, there are three best 
algorithms: Cosine Similarity, Rabin-Karp, and 
Levenshtein Distance. These algorithms have their 
respective strengths and weaknesses, but there has been 
no research analyzing the comparison of these three 
algorithms for detecting plagiarism in documents. 
Therefore, a comparative analysis among these 
algorithms is needed to determine the best algorithm by 
measuring the level of similarity for detecting 
plagiarism in documents and execution time as a 
parameter to assess the speed of each algorithm. 

Therefore, the purpose of this research is to compare 
the similarity scores and execution times to know the 
performance of each algorithm and determine the best 
algorithm for plagiarism detection in documents based 
on similarity scores and execution times. This study is 
a novelty compared to previous research, as there has 
been no study comparing the Cosine Similarity, Rabin-
Karp, and Levenshtein Distance algorithms for 
plagiarism detection in documents. 

II. METHODOLOGY 

The research method used is a comparative analysis, 

where this study will compare performance of Cosine 

Similarity, Rabin-Karp, and Levenshtein Distance 

algorithms for detecting plagiarism in documents. The 

research begins with data collections, followed by 

comparison document collections processing. After 

that, testing is conducted using the Cosine Similarity, 

Rabin-Karp, and Levenshtein Distance algorithms. 

Once the testing is completed, an analysis will be 

performed to determine the best algorithm based on 

similarity scores and execution time. The block 

diagram of this research can be seen in Fig. 1. 

 

Fig. 1. Block diagram system 

A. Data Collections Technique 

The data collections technique used for testing in 
this research is by sampling documents consisting of 
titles and abstracts from Indonesian-language journals. 
The chosen journals are in the field of informatics, 
particularly those with high citation numbers and 
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publication years ranging from 2018 to 2023. This is to 
obtain data that is relevant to the research objectives and 
of good quality. The process of collecting sample 
documents is conducted through Google Scholar using 
the keywords {"Information Technology," "Artificial 
Intelligence," "Machine Learning," "K-Means 
Clustering," and "Naive Bayes"}. Then, the titles and 
abstracts from each journal will be extracted and saved 
in .txt file format to facilitate data pre-processing.  

The total sample documents in this research amount 

to 440 documents. The 440 documents were then 

divided into two groups: 400 documents were used as 

the comparison document collections (reference 

corpus) without specific labeling, which serve as the 

base dataset for similarity comparison, while 40 

documents were designated as test documents. The test 

documents were selected randomly from the collected 

sample to evaluate the performance of the plagiarism 

detection algorithms. Since all documents are from the 

same domain and collected via the same keywords, this 

setup simulates real-world scenarios of document 

similarity detection without explicit labeling of 

plagiarism cases. 

B. Data Pre-processing 

Pre-processing is performed as part of data 
cleansing to simplify and standardize the text, allowing 
it to be processed more effectively in the main process 
[28]. The pre-processing conducted in this research 
consists of only two stages, namely Case Folding and 
Filtering. 

The case folding stage is performed to eliminate 
differences in letter case, thus converting the entire text 
to lowercase. The filtering stage is carried out to 
enhance accuracy and speed by focusing on more 
significant words. In this study, the filtering process 
does not remove stop words because, based on the 
adopted definition of plagiarism, paraphrasing is 
considered important. Therefore, only punctuation 
marks and special characters will be removed. The 
flowchart of the data pre-processing can be seen in Fig. 
2. 

 

Fig. 2. Flowchart of data pre-processing 

C. Comparison Document Collections Processing 

In the testing process, the test documents will be 
compared with the collections of comparison 
documents, while the text content in each document 
must undergo parsing or text segmentation based on 
sentences and pre-processing. The purpose of 
processing the collections of comparison documents is 
to avoid repetitive parsing and pre-processing of the 
document collections every time a test is conducted.  

 

Fig. 3. Flowchart of comparison document collections processing 

The system will read the folder containing the 
collections of comparison documents. Each document 
will undergo parsing to separate the text based on 
sentences, and each sentence will undergo pre-
processing. Then, the processed sentences will be 
stored in the variable "comparisonDocuments" with the 
document index and its corresponding sentence. Once 
all the sentences in the first document are processed, the 
system will proceed to the next document until all 
documents in the folder are processed. After that, the 
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results of the comparison document collections 
processing will be stored in the comparison sentence 
database, allowing access for each testing session. The 
flowchart of the comparison document collections 
processing can be seen in Fig. 3. 

D. Algorithm Testing Technique 

The purpose of this testing is to obtain the similarity 
scores for each test sentence with all the sentences in 
the comparison document collections. Then, the highest 
similarity score for each test sentence will be 
determined to identify which comparison document 
sentence it is most similar to and at which sentence 
position. The average similarity score for each test 
sentence will be calculated to determine the similarity 
value between the test document and the entire 
collections of comparison documents.  

 

Fig. 4. Flowchart of algorithm testing 

The similarity scores between the test documents 
generated by each algorithm will be compared to 
determine which algorithm produces the highest 
similarity score. Additionally, the execution time of 
each algorithm will also be measured to determine 
which algorithm is the fastest in its usage. The testing 
phase will be conducted using 40 test documents. Each 
algorithm will be applied to the same test documents. 
Analyze each of the results. Comparing the 
performance of each algorithm in detecting plagiarism.  

In this study, testing will be conducted one by one 
in sequential order for each algorithm, namely: (1) 
Cosine Similarity, (2) Levenshtein Distance, (3) Rabin-
Karp 2-gram, (4) Rabin-Karp 4-gram, and (5) Rabin-

Karp 6-gram. The selection of these k-gram values is 
based on previous studies that have also used similar k-
gram values [13], to observe the impact of k-gram size 
on Rabin-Karp algorithm performance. Therefore, one 
document will not be tested using all algorithms 
simultaneously. This means that one test document will 
be repeatedly used in five different tests. As a result, out 
of 40 test documents, a total of 200 tests will be 
conducted. The testing flowcharts can be seen in Fig. 4 
to Fig. 6. 

 

Fig. 5. Flowchart of algorithm testing (continued) 

The testing begins by uploading the test documents. 
First, the system will load the comparison sentence 
collections from the database. Then, the test document 
will be parsed based on sentences, and each test 
sentence will undergo pre-processing and will be saved 
in the variable "testSentences". This is done to facilitate 
the execution time calculation, as the time will be 
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measured only during the algorithm testing process. 
Once all test sentences have completed pre-processing, 
the next stage will proceed to the main testing process. 
The flowchart of the main testing process can be seen 
in Fig. 5. 

At this stage, the execution time calculation begins. 
Each test sentence will be compared with all the 
comparison sentences. The first test sentence will be 
compared with the first comparison sentence to 
calculate the similarity. As the testing is conducted one 
by one for each algorithm, at this stage of similarity 
calculation, one algorithm function will be called based 
on the selected algorithm testing.  

The similarity calculation results will be stored in 
the "sentencesSimilarity" variable along with the index 
of the test sentence, the comparison document, and the 
comparison sentence. This stage will be repeated 
continuously until the first test sentence is compared 
with all the comparison sentences. After that, the 
highest similarity of the first test sentence will be 
determined and saved in the variable 
"maxSentencesSimilarity". This is intended to 
determine which test sentence has the highest similarity 
with which comparison sentence in which comparison 
document. If the first test sentence has been compared 
with all the comparison sentences and the index with 
the highest similarity value is obtained, the process will 
be repeated for the second test sentence until all the test 
sentences are compared with all the comparison 
sentences.  

 

Fig. 6. Flowchart of algorithm testing (continued) 

Afterward, the similarity score for the test document 
will be determined by calculating the average of the 
highest similarity scores from all test sentences. This 
stage is the end of the main testing, thus the execution 
time calculation is completed at this stage. The process 
proceeds to the final stage, which can be seen in Fig. 6. 

The final stage is the execution time calculation, 
which is obtained by subtracting the end execution time 
from the start execution time. After that, all test results 
will be saved to the test result database. These tests are 
conducted on each algorithm. 

E. Cosine Similarity Algorithm 

The working principle of the Cosine Similarity 
algorithm is to measure the proximity between two 
vectors by calculating their dot product and then 
dividing it by the Euclidean distance between the two 
vectors for normalization. Equation (1) represents the 
formula for Cosine Similarity used to calculate the 
similarity score [9],[29].  

𝑆(𝐴,𝐵) =
𝐴∙𝐵

‖𝐴‖‖𝐵‖
=

∑  𝐴𝑖𝐵𝑖
𝑛
𝑖=1

√∑  𝐴𝑖
2𝑛

𝑖=1 √∑  𝐵𝑖
2𝑛

𝑖=1

× 100          (1) 

S represents the similarity score, A and B are vector 
representations of two documents being compared, 
where each vector represents the term frequency (TF) 
values of words in the documents, n is the number of 
vectors, and the i is the vector order. 

F. Rabin-Karp Algorithm 

The working principle of the Rabin-Karp algorithm 
is string searching based on patterns (substrings) and 
comparing the hash values of each pattern [23]. First, 
the text will be divided into grams based on the value 
of k to obtain substrings. Then, the substrings will be 
converted into hash values, and the hash values between 
two texts will be compared. If both hash values are the 
same, the comparison will be done once again on the 
characters of the substring to ensure that the hash value 
represents the same substring. If they are not the same, 
the substring will be shifted to the right [13]. Afterward, 
the similarity score is calculated using the Dice 
Similarity Coefficient equation. Equation (2) represents 
the formula used in the Rabin-Karp algorithm to 
calculate the hash value. 

𝐻(𝑝) = ∑ 𝑎𝑠𝑐𝑖𝑖(𝑝𝑖)
𝑘
𝑖=1  𝑏(𝑘−1)            (2) 

H represents the hash value, p is the pattern, k is the 
value of k-gram, b is the base or radix value (a prime 
number), and i is the character order in the pattern. 
Equation (3) is the Dice Similarity Coefficient formula 
used for calculating the similarity in the Rabin-Karp 
algorithm [12]. 

𝑆(𝐴,𝐵) =  
2 ×|𝐻𝐴∩𝐻𝐵|

|𝐻𝐴|+|𝐻𝐵|
            (3) 

S represents the similarity score, A and B are the 
texts being compared, and H is the hash. Example 
calculations using the Rabin-Karp algorithm can be 
found in [11],[23]. 

G. Levenshtein Distance Algorithm 

The working principle of the Levenshtein Distance 
algorithm is by creating a matrix to calculate the 
number of operations required to change one character 
using addition, deletion, or substitution operations. This 
calculation is done by comparing each character [14].  

However, based on the research conducted [18], 
distance calculations can be done by directly 
calculating the word differences without creating a 
matrix, making the steps in the distance calculation 
simpler and can improve execution time. Equation (4) 
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represents the formula used for calculating the 
Levenshtein distance value [15]. 

𝐷(𝐴,𝐵) = ∑ 𝑑(𝐴𝑖, 𝐵𝑖)𝑛
𝑖=1             (4) 

D is the Levenshtein distance, A and B are the texts 
being compared, d is the comparison value (if equal = 
0, if different = 1), n is the maximum number of texts 
between A and B, and the i is the word order in the text. 
Equation (5) represents the Levenshtein Distance 
formula for calculating the similarity. 

𝑆(𝐴,𝐵) = (1 −
𝐷(𝐴,𝐵)

𝑛
) × 100           (5) 

S is the similarity value, D is the Levenshtein 
distance, A and B are the texts being compared, and n 
is the maximum number of texts between A and B. 
Examples of calculations using the Levenshtein 
Distance algorithm can be found in [18]. 

H. Test Result Analysis Technique 

The data analysis technique used in this study is a 

comparative analysis, where the test results of each 

algorithm will be presented in the same table, allowing 

the performance of each algorithm to be directly 

compared. Additionally, the average similarity values 

and execution times of each algorithm will be presented 

in the form of bar charts. 

III. RESULT AND DISCUSSION 

A. Experimental Result 

After comparison document collections processing is 

completed, out of the 400 documents used, a total of 

3,471 comparison sentences were obtained. Therefore, 

in this study, each test sentence will be compared and 

its similarity calculated with the 3,471 comparison 

sentences. Table II shows the test results on the same 

10 test documents using Cosine Similarity, Levenshtein 

Distance, and Rabin-Karp algorithms 

TABLE II.  EXPERIMENTAL RESULT 

No Document 

Cosine Similarity Levenshtein Distance Rabin-Karp 

Similarity 

(%) 

Time 

(s) 

Similarity 

(%) 

Time 

(s) 
k 

Similarity 

(%) 

Time 

(s) 

1 2020-403 TI 49.63 0.50 15.29 0.23 

2 

4 

6 

89.71 

45.69 

29.28 

24.74 

51.95 

62.37 

2 2021-10 ML 53.81 0.36 22.88 0.17 

2 

4 

6 

89.77 

52.12 

33.16 

19.00 

40.07 

48.06 

3 2021-14 KM 47.09 0.23 14.94 0.12 
2 
4 

6 

89.00 
47.33 

29.52 

13.07 
26.15 

32.10 

4 2021-84 NB 53.01 0.52 18.76 0.22 
2 
4 

6 

86.14 
44.63 

30.72 

22.66 
41.39 

49.02 

5 2021-86 TI 41.86 0.40 17.82 0.18 
2 
4 

6 

84.90 
42.28 

27.04 

17.47 
31.98 

38.40 

6 2021-105 NB 45.77 0.54 18.34 0.26 

2 

4 
6 

84.46 

41.80 
27.40 

24.42 

44.66 
52.56 

7 2021-145 NB 53.18 0.46 25.23 0.22 

2 

4 
6 

84.06 

46.41 
31.79 

19.40 

35.35 
42.10 

8 2021-155 NB 48.89 0.50 21.47 0.24 

2 

4 

6 

83.82 

45.07 

28.40 

20.72 

38.51 

45.63 

9 2021-170 NB 48.30 0.53 26.33 0.24 

2 

4 

6 

83.36 

48.50 

33.97 

22.41 

40.35 

48.68 

10 2021-198 TI 38.53 0.61 10.61 0.29 
2 
4 

6 

82.96 
39.44 

20.03 

29.48 
56.42 

68.06 

The test result using the Cosine Similarity algorithm 
resulted in an average similarity of 48.80% and an 
execution time of 0.45 seconds. The test result using the 
Levenshtein Distance algorithm resulted in an average 
similarity of 20.61% and an execution time of 0.22 
seconds. The test result using the Rabin-Karp algorithm 

with 2-grams resulted in an average similarity of 
83.76% and an execution time of 19.83 seconds. With 
4-grams, the average similarity was 45.96% and the 
execution time was 37.71 seconds. Meanwhile, with 6-
grams, the average similarity was 30.76% and the 
execution time was 45.70 seconds. The comparison of 



 

 

 

 

Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 1 | June 2025 69 

 

ISSN 2085-4552 

average similarity values and execution times of each 
algorithm is presented in Table III. 

TABLE III.  COMPARISON OF SIMILARITY AND EXECUTION 

TIME 

Cosine 

Similarity 

Levenshtein 

Distance 

Rabin-Karp 

2 4 6 

48.80 % 20.61 % 86.21 % 47.13 % 31.40 % 

  0.45 s   0.22 s 20.74 s 39.15 s 47.52 s 

 

 

Fig. 7. Comparison diagram of similarity 

To facilitate the analysis process, the test results are 
also presented in the form of diagrams. The diagram 
comparing the average similarity values can be seen in 
Fig. 7, and the diagram comparing the average 
execution time can be seen in Fig. 8. Based on the test 
results conducted on the same test document, it shows 
that the Rabin-Karp method with 2-grams has a greater 
similarity. This is because the test document used is an 
abstract document that has a word length of between 
150 and 350 words. When compared to the time 
requirements, Rabin-Karp with 2-grams is faster than 3-
grams and 4-grams. This is because Rabin-Karp 2-
grams only has 2 characters, resulting in the time 
required to calculate each hash much faster than 3-
grams and 4-grams. 

 

Fig. 8. Comparison diagram of execution time 

Cosine Similarity demonstrated the second-best 
performance following Rabin-Karp 2-gram, with lower 
computational time. Although the time required for 
Cosine Similarity is less than that of Rabin-Karp 2-

gram—attributable to Cosine Similarity’s use of vector 
space models for computing document similarity rather 
than substring rolling hash—the time requirement for 
Cosine Similarity is greater than that of Levenshtein 
Distance. This is due to the fact that Levenshtein 
Distance compares two relatively short strings, whereas 
Cosine Similarity involves comparing two high-
dimensional vectors representing entire documents. 

B. Discussion 

In Cosine Similarity algorithm, the text is 
represented as a vector, and the difference between 
words is represented as angles. This approach only 
considers the frequency of same words, without taking 
into account the order of these words. Therefore, the 
similarity score is only influenced by the frequency of 
shared words, while the word arrangement does not 
affect the similarity score at all. 

In the Rabin-Karp algorithm, this approach involves 
comparing patterns (substrings). The pattern will be 
formed based on the value of k-gram, which is 
influenced by the word order. Therefore, the similarity 
score is influenced by k-gram and word arrangement. 
The smaller the value of k-gram, the more patterns will 
be formed, potentially resulting in higher similarity.  

This study adds to the previous research [11] that 
besides sentence arrangement, the similarity score in 
the Rabin-Karp algorithm is also influenced by the 
word arrangement. Responding to the study [12], it is 
observed that the same sentence with different word 
order can yield different similarity scores. Thus, if the 
order is altered during comparison, the similarity score 
may also change. 

In the Levenshtein Distance algorithm, the distance 
calculation is performed by comparing characters. 
However, in this study, it has been successfully 
implemented by computing the distance based on word 
comparisons. This research addresses the issues in the 
previous study [26] since the Levenshtein Distance 
algorithm can perform well on long documents with 
unstructured sentence positions. This approach 
compares words at the same position, so even if two 
sentences have all the same words, the resulting 
similarity score will be 0% if all their positions are 
different. Therefore, the similarity score is highly 
influenced by word order. The more same words are 
found in the same order, the higher the resulting 
similarity score will be. 

In each algorithm, the execution time is influenced 
by the number of steps each algorithm has to perform. 
The more steps that need to be performed, the longer 
the execution time required. In the Rabin-Karp 
algorithm, the execution time is also influenced by the 
value of k-gram, the larger the value of k-gram, the 
more steps need to be performed. 

In the Levenshtein Distance algorithm, the distance 
calculation method used [25], which directly calculates 
the word differences using Equation (4), can improve 
the execution time compared to creating a matrix. This 



 

 

 

 

70 Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 1 | June 2025 

 

ISSN 2085-4552 

also makes the Levenshtein Distance algorithm faster 
than Cosine Similarity. 

The test results indicate that the Rabin-Karp 
algorithm with 2-grams produces the highest similarity 
score with an average of 83.76%. However, based on 
the research conducted by [11], [13] on testing the 
Rabin-Karp algorithm with k-grams from 1 to 10, it was 
found that k-gram 3 achieved the highest accuracy 
because it produced very close similarity scores on each 
test data compared to other k-grams. Hence, 4-gram is 
more suitable for plagiarism detection. Therefore, in 
this study, to compare the performance of the Rabin-
Karp algorithm with other algorithms, the data used will 
be the test results with 4-gram. Therefore, the Cosine 
Similarity algorithm is superior in detecting similarity 
with an average similarity score of 48.80%, followed by 
the Rabin-Karp Algorithm with 4-grams at an average 
of 47.13%, and the Levenshtein Distance algorithm 
with an average of 20.61%. In terms of execution time, 
the Levenshtein Distance algorithm is superior as it 
shows the fastest performance with an average 
execution time of 0.22 seconds, followed by the Cosine 
Similarity algorithm with an average of 0.45 seconds, 
and the Rabin-Karp algorithm with 4-grams with an 
average of 39.15 seconds. 

The same test sentence can yield the highest 
similarity score with different sentences in the 
comparison document, depending on the algorithm 
used in the testing. Thus, out of the 40 test documents, 
the Cosine Similarity algorithm produces the highest 
average similarity score in 26 documents, while the 
Rabin-Karp algorithm with 4-grams yields the highest 
average similarity score in 14 documents. Conversely, 
the Levenshtein Distance algorithm consistently 
produces lower average similarity scores compared to 
the other algorithms in all test documents. 

Based on the performance of each algorithm, the 

selection of an algorithm for detecting plagiarism in 

documents can be based on the specific needs and 

objectives of the application. The Cosine Similarity 

algorithm is superior if the main priority is the similarity 

level of documents, without considering the word 

arrangement, and with relatively fast execution time. 

The Levenshtein Distance algorithm may be a more 

suitable choice if the application requires faster 

execution time while considering the word order. 

Meanwhile, the Rabin-Karp algorithm with 4-grams 

could be a better option for applications that emphasize 

high similarity levels while considering the word 

arrangement, despite longer execution time 

considerations. 

IV. CONCLUSIONS 

Based on the experimental results conducted, it was 
obtained that the best performance for detecting 
plagiarism was Cosine Similarity, followed by Rabin-
Karp 4-gram and Levenshtein Distance. The plagiarism 
detection performance of Cosine Similarity, Rabin-
Karp 4-gram, and Levenshtein Distance are 48.80%, 
47.13%, and 20.61%, respectively. In contrast, the best 

time requirements are Levenshtein Distance, Cosine 
Similarity, and Rabin-Karp 4-gram, with time 
requirements of 0.22s, 0.45s, and 39.15s, respectively.  

Plagiarism detection performance can be affected 
by the length of the words in the document, the 
arrangement of the words, and the number of the same 
words tested. Cosine Similarity in calculating the 
similarity between documents uses a vector space, 
while Rabin-Karp uses a substring rolling hash 
influenced by k-grams. Levenshtein compares two 
strings with a relatively short length while Cosine 
Similarity compares two vectors with a length that 
represents the entire document. 

The selection of an algorithm for detecting 

plagiarism in documents should be guided by the 

specific requirements and objectives of the application. 

The Cosine Similarity algorithm is preferable when the 

primary focus is on the overall similarity between 

documents, regardless of word order, and when a 

relatively fast execution time is desired. In contrast, the 

Levenshtein Distance algorithm may be more 

appropriate for applications that prioritize both 

execution speed and consideration of word order. 

Meanwhile, the Rabin-Karp algorithm using may be the 

optimal choice for applications that emphasize 

achieving high similarity detection with attention to 

word order, even though it generally requires longer 

processing time. 
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Abstract— Customer churn prediction is crucial in the 

banking industry, where retaining existing customers is 

often more cost-effective than acquiring new ones. 

Understanding the factors that lead customers to leave 

can help banks implement proactive retention strategies, 

improve customer satisfaction, and maintain long-term 

profitability. This research explores the prediction of 

bank customer churn using machine learning techniques. 

The dataset used includes various customer features such 

as demographics, transaction history, and interactions 

with the bank. After performing exploratory data 

analysis (EDA) and pre-processing, two machine learning 

models were applied: Logistic Regression and Random 

Forest. Logistic Regression was chosen for its simplicity 

and interpretability, while Random Forest was selected 

for its ability to handle complex, non-linear relationships 

in the data. The EDA results showed that factors such as 

number of transactions, total transaction value, and 

credit utilization rate were correlated with the likelihood 

of churn. Pre-processing included handling categorical 

data, removing irrelevant features, and dividing the data 

into training and testing sets. The Logistic Regression 

model achieved 84% accuracy on training data and 

83.9% on testing data, but showed poor performance in 

terms of recall and F1-score for the “Attracted 

Customer” class. In contrast, the Random Forest model 

showed excellent performance with 100% accuracy on 

both datasets, as well as perfect precision, recall, and F1-

score values for both classes. In conclusion, the Random 

Forest model was selected as the best model to predict 

bank customer churn. These findings can help banks 

identify customers at risk of churn and develop effective 

retention strategies. 

Index Terms— Customer churn; Attrition; Banking 

Industry; Machine learning; Logistic Regression; Random 

Forest. 

I. INTRODUCTION 

Customer attrition, also known as customer churn, 

is the phenomenon where customers terminate their 

relationship with a business or organization [1]. 

Customer churn has emerged as a pressing challenge in 

sectors such as banking, telecommunications, music 

media, and insurance [2]. Customer attrition in the 

banking industry occurs when consumers stop using the 

products and services offered by the bank for some 

time, and then end their relationship with the bank. 

Therefore, customer retention has become very 

important in today's highly competitive banking market 

[1]. The rate at which a company loses clients within a 

certain period of time is called the churn rate, also 

known as the customer attrition rate [3]. Although many 

banks strive to attract and retain customers, customers 

are often dissatisfied and choose to switch. Factors that 

can lead to customer loss can include poor service 

quality, fees that are perceived to be too high, or a lack 

of innovation in products and services. In addition, 

having a strong customer base helps attract new 

consumers by building trust and gaining referrals from 

existing customers. These factors make reducing 

customer attrition an important step for banks to take. 

The impact of customer churn can be very 

significant for banks Losing a customer means losing 

potentially valuable revenue. In addition, the cost of 

attracting new customers is often higher than retaining 

existing ones. To find customers who may be lost, 

customer churn prediction techniques can be used. 

Then, the results can change the marketing strategy [4]. 

If churn is not managed well, it can also damage the 

bank's reputation, making potential customers hesitant 

to join. Therefore, companies must accurately predict 

customer churn and take appropriate actions. A high 

churn rate can create a negative perception in the 

community. When many customers leave a bank, it can 

affect the trust of other customers and make them 

consider switching banks. This domino effect can be 

very detrimental to the bank in the long run. With the 

advancement of technology, researchers are starting to 

look for solutions to this problem. 

Customer churn prediction has become an 
important research focus in various industries, 
especially in banking, where customer retention 
directly affects revenue streams and satisfaction levels. 
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For example, Lalwani et al. [5] conducted churn 
prediction research in the telecommunications industry 
using a dataset consisting of approximately 7,000 
customer records with 21 features, including numerical 
and categorical attributes such as tenure, monthly fee, 
contract type, and internet service usage. The dataset 
was pre-processed through missing value handling, 
categorical coding, and balancing using resampling 
techniques, thus enabling the application of machine 
learning models for accurate churn classification. 
Traditional methods like Logistic Regression have 
shown promising results, achieving accuracy rates of 
around 80.45%  

Verma et al. study conducted research on churn 
prediction for savings bank customers using transaction 
and demographic data obtained from a national bank 
data warehouse in India [6]. The dataset included 
customers aged 21-50 years featuring 47 variables 
selected from 66 available variables, such as age, 
income, occupation, and transaction behavior. The 
Random Forest algorithm outperformed other models 
including GLM, ANN, Decision Tree, and XG-Boost, 
achieving 78% accuracy on test data and 79% on 
validation data, with an AUC of 0.844. This study 
highlights Random Forest as a reliable model for 
practical application in customer retention strategies.  

The study presented by Wagh in predicting 
customer churn used the Telco Customer Churn dataset 
obtained from Kaggle, which included 7,043 customer 
records with 21 attributes (16 categorical and 5 
numerical). The dataset labeled 26.53% of customers as 
churners. The Random Forest algorithm was used for 
classification, and outperformed the other models 
tested. Before up-sampling, the model achieved 98.91% 
accuracy, with 99% precision and recall. After applying 
SMOTE and ENN techniques to address class 
imbalance, the model performance further improved to 
reach 99.09% accuracy [7]. The results of this study 
conclude that Random Forest offers a robust solution 
for churn prediction in the telecommunications sector 
and can be effectively integrated with retention 
strategies such as survival analysis and Cox 
proportional hazard modeling. 

Another example, research conducted by Prabadevi 

by testing several machine learning algorithms such as 

K-Nearest Neighbor (KNN), Logistic Regression (LR), 

Random Forest (RF) and also Stochastic Gradient 

Booster (SGB) shows that the Linear Regression 

algorithm is still superior to the Random Forest 

algorithm with Classification Score Linear Regression 

getting Training Score 0.797, Test Performance 0.782, 

and AUROC 0.826 [10]. 797, Test Performance of 

0.782 and AUROC of 0.826. while the Random forest 

algorithm gets a Training Score of 0.803, Test 

Performance of 0.787 and AUROC of 0.829. meaning 

that the Random Forest model is claimed to be better 

than Linear Regression [8].  

Similarly,  Dhangar also tested with the Logistic 

Regression algorithm, GaussianNB, SVM and Random 

Forest. the results show that SVM and Random forest 

get the advantage to predict Customer Churn with the 

Area under the curve (AUC) score of SVM 0.921 and 

Random forest 0.945. on Logistic Regression Getting 

AUC of 0.908. shows that SVM and Random forest are 

better at predicting Customer churn [9]. 

Advanced techniques, including hybrid approaches 

such as BiLSTM-CNN models, have emerged as 

powerful tools for capturing sequential patterns in 

churn prediction [10]. The banking sector has 

particularly benefited from these developments, with 

studies showing that proper handling of class imbalance 

through under-sampling techniques can significantly 

improve model performance [6]. Recent research has 

also explored the effectiveness of ensemble methods 

and hybrid algorithms, with some studies indicating 

that traditional approaches like Logistic Regression can 

outperform more complex models in certain scenarios 

[5], [9]. 

In an effort to address customer churn in the 
banking sector, deep learning approaches offer a 
promising solution with its ability to comprehensively 
analyze complex patterns from customer data. Bank 
churn prediction is made to find out how likely clients 
are to switch from one bank to another [11]. In this 
research, the aim is to analyze the bank's data and 
predict which users are likely to stop using the bank's 
services and turn into paying customers. Analyzing this 
data will help banks identify trends and try to retain 
customers who are on the verge of attrition. 

II. METHODOLOGY 

The machine learning project used data-driven 

methodologies in an organized manner to tackle the 

specified challenge. The first phase was gathering and 

prepping the data, which involved cleaning it after 

obtaining it from a reliable source to guarantee its 

quality and dependability. This procedure involved 

resolving any discrepancies, standardizing the data, 

and managing missing numbers. After preprocessing, 

the dataset's distribution, correlations, and possible 

patterns were examined using exploratory data analysis 

(EDA), which influenced the modeling approaches 

selected. 
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Fig. 1 Research Methods 

 

A. Bussiness Understanding 

 This research focuses on the problem of customer 

attrition (churn) in the banking industry. Attrition 

occurs when customers stop using banking products 

and services, which negatively impacts the bank's 

revenue. In a highly competitive industry, customer 

retention is important to maintain business stability and 

reduce the cost of acquiring new customers. By having 

historical data from customers, we can use machine 

learning to predict customers who are at risk of 

quitting.  

 The data pre-processing steps that need to be 

performed to make the data ready to be used for 

training the model include various steps, such as data 

cleaning, handling missing values, normalization, and 

dividing the data into subsets suitable for training and 

testing.  

 The solution that can be done is to create a deep 

learning model and then evaluate the model using the 

Classification Report by looking at important metrics 

such as precision, recall, F1-score, and support, which 

are very helpful in assessing the performance of the 

model in classifying data and also creating heatmap 

graphs to analyze the correlation between existing 

features. Pre-processing the data properly so that it can 

be used, creating deep learning models to predict or 

identify customers who are at risk of churn and also 

knowing what features are most influential in 

customers who churn or not. 

B. Data Collection 

 In the data collection stage, a dataset titled “Bank 

Customer Churn Prediction” sourced from the 

Hugging Face Datasets repository was used, and 

originally published through Analyttica's business 

analytics platform TreasureHunt. The platform is 

known for providing real datasets that are used to solve 

practical business problems. The dataset consists of 

10,000 customer records from a private sector bank 

focused on credit card services. Each customer data 

includes 14 attributes, including: Customer ID, credit 

score, location, gender, age, tenure, account balance, 

number of products used, credit card ownership, active 

membership status, estimated income, and churn 

indicators. These attributes provide a comprehensive 

view of each customer's profile, enabling the 

construction of predictive models to identify customers 

at risk of churning. One important characteristic of this 

dataset is the presence of class imbalance, where only 

about 16.07% of customers are recorded to have 

churned. This poses a challenge in the model training 

process as it requires an appropriate strategy to 

accurately predict the minority class. 

 

C. Data Understanding 

 The dataset that has been downloaded through 

Hugging face, then the dataset will be saved to google 

drive. In statistical analysis, this is very important as it 

enables proper handling of data, helps in model 

selection, and improves model performance and 

accuracy [12]. The dataset is accessed by mounting by 

specifying the file path to be accessed using Google 

Colab, then reading the file and adjusting it to pandas 

Dataframe and finally displaying information from the 

dataset which consists of 10,127 rows and 23 columns. 

In the context of customer churn prediction analysis in 

the banking industry, this stage is very important to 

identify patterns, trends, and relationships between 

variables that can affect churn.  

 

D. Exploratory Data Analysis 

 Exploratory data analysis (EDA) process shows 

that the majority of customers are in the age range of 

40-52 years, with some outliers whose age is above 70 

years old as shown in the following figure: 

  

 
Fig. 2 Boxplot Credit_card_dataset 
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The figure above shows a boxplot of the age 

distribution of customers in the dataset used. The red 

line inside this visualization box shows that the median 

age of customers is about 46 years old. Most customers 

are between 35 and 55 years old, or the first and third 

quartiles. Of the few points above the age of 70, values 

outside this range are considered outliers. An initial 

overview of the age distribution of customers is given 

by this boxplot. This is important to analyze further as 

age is one of the factors that influence the likelihood of 

customer churn. In addition, the relatively symmetrical 

distribution indicates that the age variable does not 

suffer from significant skewness. 

 

E. Data Preparation 

 In this section, we will explain in detail about the 

data cleaning and preprocessing processes carried out 

to prepare the dataset for analysis and modeling. This 

process is very important because good data quality 

will directly contribute to the accuracy and 

effectiveness of the machine learning models built.  

 

 To make the dataset easier to understand and use, 

column names that were too long were changed to 

shorter ones. To rename a column, a function with the 

parameter inplace=True is used, which indicates that 

the change is applied directly to the DataFrame. To 

ensure that the change is successful, the renamed 

column name is displayed.  

 

 The use of Label Encoder aims to convert 

categorical data into numerical format. This function 

allows categorical fields in a dataset to be processed by 

machine learning models by converting the category 

values into numbers, so that the model can learn 

patterns in the data. Label coding improves regression 

accuracy by enabling binary classification algorithms, 

improving error correction, and supporting end-to-end 

training across multiple regression tasks [13] . Feature 

importance analysis is essential to understand which 

input variables have the most significant impact on 

model predictions [14]. Removing columns that are 

irrelevant or unrelated to the model makes it easier for 

the model to process data so that it can focus on 

relevant features and improve its performance. By 

removing unrelated features, the model becomes 

simpler and more efficient. 

 

 The purpose of Split data is to divide the dataset 

into two parts training set and testing set, where there 

are independent features or X to predict the target and 

Y as the dependent variable or target label. in this case 

20% of the total dataset will be used as testing data 

while 80% will be used as training data. Details of the 

data pre-processing used in this study can be seen in 

Table 1. 

 

 

Table 1 Data Preprocessing Steps 

 

Step Description Explanation 

Column 

Renaming 

Rename 

columns that are 

too long and 

change them to 

shorter versions. 

use the rename() 

function with 

inplace = True to 

apply the changes 

directly to the 

DataFrame. 

Label 

Encoding 

converts 

categorical 

variables into a 

numerical 

format so that 

machine 

learning 

algorithms can 

process them 

effectively. 

Each categorical 

feature is 

transformed using 

LabelEncoder(). 

Feature 

Removal 

Irrelevant and 

insignificant 

columns were 

removed to 

improve model 

performance and 

reduce noise in 

the data. 

This deletion uses 

the 

credit.card.drop() 

function 

Data 

Splitting 

The dataset was 

split into a 

training set and a 

testing set using 

an 80:20 ratio. 

X represents the 

independent 

features, and y 

represents the 

dependent target 

variable 

Attrition_Flag. A 

fixed 

random_state 

ensures 

reproducibility. 

 

F. Model Selection 

 In the Modeling stage, it discusses the use of 

machine learning algorithms to solve the churn 

prediction problem faced in the project. In this case, 

two models are used, namely Logistic Regression and 

Random Forest, to classify whether a customer will 

churn or not. Logistic Regression is a model of the 

Generalized Linear Model (GLM) where the response 

variable is a binary number (0 or 1) and follows a 

binomial distribution [15]. This model works by using 

a linear combination of input features to predict the 

probability that the data belongs to a particular 

category. It is easy to understand because it has a linear 

coefficient for each feature, which indicates how 

strongly each feature affects the prediction. This model 

is also fast and requires less computational resources. 

If there is a linear relationship between the features and 

the target variable, logistic regression works well. 
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 Random forest is a machine learning algorithm that 

uses an ensemble of decision trees to make predictions 

[16]. Random Forest helps reduce overfitting and often 

produces more accurate predictions than single tree 

models. When compared to a single decision tree, this 

model is more stable against overfitting. Random 

Forest has complex interactions between features and 

can handle non-linear data. It can provide metrics to 

show which aspects affect the prediction the most.  

 

G. Model Evaluation 

 This research uses a classification-type deep 

learning model which means that if it is close to 100% 

accuracy, the performance is good, while if it is below 

75%, the performance is poor. The number of metrics 

that indicate different aspects of classification model 

performance is very important to consider when 

developing and evaluating models [13]. The following 

evaluation metrics and confusion matrix are results 

obtained from the best-performing model, which in this 

case is Random Forest :  

 

• Accuracy 

 Accuracy is a measure of how many predictions are 

correct compared to all predictions made by the model.

       

 

 

(1) 

  

 Based on the confusion matrix results, the model 

produces True Positive (TP) = 1699, True Negative 

(TN) = 327, and there are no False Positive (FP) or 

False Negative (FN). Then, the accuracy of the model 

is :  

 
 

• Confusion Matrix 

 Confusion matrix describes the results of model 

prediction against test data with the following details:  
 

Table.  2 Confusion Matrix 

 

 Negative 

Prediction (0) 

Positive 

Prediction (1) 

Actual 

Negative (0) 

327 0 

Actual 

Positive (1) 

0 1699 

 

• Precision 

 Precision is a measure of how many true positive 

predictions (True Positives, TP) are correct compared 

to all positive predictions made by the model 

(including False Positives, FP).  

 

 
(2) 

 

With TP = 1699 and FP = 0, the precision is: 

 
• Recall 

One of the evaluation metrics in classification is 

recall, which measures how many positive examples 

the model managed to find out of all the truly positive 

data.  

 

(3) 

 

Since FN = 0, recall: 

 
• F1 – Score 

F1-Score, a metric that combines Precision and 

Recall in a single value, provides a more complete 

picture of model performance, especially in cases 

where Precision and Recall are not balanced. 

 

 
(4) 

 

Since Precision and Recall are both 1.0, then: 

 

III. RESULT 

 In the methods section of this study after collecting 

and preparing the data, which involves cleaning the 

data after obtaining it from reliable sources to ensure 

its quality and reliability. This procedure involves 

resolving any discrepancies, standardizing data, and 

managing missing numbers. After preprocessing, the 

distribution, correlation, and possible patterns of the 

data set are examined using exploratory data analysis 

(EDA), which influences the modeling approach 

chosen. After the modeling stage, the algorithms used 

are evaluated and compared using performance metrics 

such as accuracy, precision, recall, and F1-score, to 

ensure the selection of the most effective model. 

Hyperparameter tuning is performed to further 

optimize model performance, using techniques such as 

grid search or random search.  

 The methodology also emphasizes model 

validation through techniques such as cross-validation, 

which helps assess the model's resistance to 

overfitting. Finally, the best-performing model is 

deployed and tested with unseen data to ensure its 

generalizability. Throughout the project, tools such as 

Python, Scikit-learn, and Matplotlib were used for 

implementation and visualization purposes.  
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 Figure 3 below shows the distribution of the length 

of time a customer (in months) has been registered with 

a bank. The histogram shows the distribution of the 

original data, while the Kernel Density Estimation 

(KDE) adds a smooth curve that estimates the 

probability distribution of the data. This combination 

of histogram and KDE is useful for understanding how 

the data is distributed in more detail. 

 

 
Fig. 3 Months_of_Book Relations 

A. Data Distribution 

The graph shows a distribution that is slightly 

skewed to the right. This means that there are fewer 

customers who have been customers for longer, and 

most customers have a subscription time of less than 50 

months. There are some customers who have longer 

subscription times (more than 50 months), but the 

number is very small compared to the group around 36 

months. 

B. Business Interpretation 

 Banks may want to focus on customers with 

subscription times around 36 months as this is the 

largest group. This could be a potential target for 

increasing engagement or offering new products. 

Customers who have been subscribed for longer (more 

than 50 months) are a smaller group that may require 

special attention, especially if there are concerns about 

churn or customer loyalty.  

 

 
Fig. 4 Total Amount and Count Relationship in Segmentation 

  

 Customer Behavior Segmentation can be divided 

into two, namely High Frequency, Low Value 

Customers The group on the right shows customers 

who are actively transacting but with a small 

transaction value. They may be users who make 

routine or daily purchases, such as daily shopping. Low 

Frequency, High Value Customers The group on the 

left shows customers who rarely transact but when they 

do, the transaction value is high. They may be users 

who purchase expensive items regularly as shown in 

figure 4. 

 

 Visualization of correlation between Multivariate 

features using heatmap it will remove some features 

that are not needed, shown in Figure 5:  

 

 
Fig. 5 Overall relationship between variables. 

  

 Total_Trans_Ct (Total Number of Transactions) 

There is a correlation of 0.4 between Attrition_Flag 

and Total_Trans_Ct, which shows a moderate positive 

relationship, indicating that the more transactions a 

customer makes, the less likely they are to churn and 

the more active customers tend to stay. 

Total_Trans_Amt (Total Amount of All Transactions) 

There is a correlation of 0.2 with Attrition_Flag, which 

indicates a positive relationship. Customers who spend 

more money through transactions are less likely to 

leave the service. Total_Relationship_Count has a 

correlation of 0.2 with Attrition_Flag, which indicates 

that the more interaction or relationship a customer has 

with the company (e.g. through products, services, or 

other contacts), the less likely they will churn.  

 

The data analysis conducted on existing and 

attracted customers based on gender and marital status 

provides important insights into customer behavior and 

preferences. The following is the business 

interpretation generated from the following figure 6: 

 

 
Fig. 6 Relationship between Attrition_Flag and marital status 
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Churn rate based on Marriage status 

 It can be seen that both married men and women 

have lower churn (attrited) rates than customers who 

are single or whose marital status is unknown. This 

suggests that married customers tend to be more stable 

in their relationship with the company, which can be 

interpreted as higher loyalty. Specifically in the 

“Married” category, there is a very high proportion of 

existing customers compared to attracted customers. 

This indicates that marital status plays a positive role 

in customer retention. While “Single” customers also 

show a similar pattern, their loyalty level is slightly 

lower.  

 

The effect of marital status on churn 

 Interestingly, customers with “Unknown” and 

“Divorced” marital statuses tend to have higher churn 

rates, almost equal to the originality rate of existing 

customers in a given category. The results suggest that 

marital status uncertainty can be an important factor in 

customer retention. When customers' marital status 

changes, such as divorce, they may experience 

emotional and financial instability, which may affect 

their decision to stay in touch with the company. 

 

Opportunities for customer segmentation 

 From the analysis conducted, it can be concluded 

that married customers show higher loyalty compared 

to other customer categories. This creates an 

opportunity for companies to better segment based on 

marital status. By understanding that married 

customers are more likely to remain loyal, companies 

can design more relevant products and services, 

specifically aimed at this segment. 

 

 The analysis of the distribution of existing and 

attrited (churned) customers by revenue category in 

Figure 7, provides valuable insights into the customer 

profile and strategies that the company can adopt. The 

following discussion outlines the key findings as well 

as the opportunities and challenges that arise from the 

data.  

 

 
Fig. 7 income_category_with_attrition 

 

Existing Customer Distribution 

 The data shows that customers with an income of 

less than 40K have the highest proportion in the 

existing customer category, much more than the other 

income categories. This indicates that the company has 

a strong customer base in the low-income segment, 

which may be a result of offering affordable products 

and services. The income category between 40K to 

60K also shows a significant number of existing 

customers, although it is still below the low-income 

segment. 

 

 On the other, customers in the 120K+ and 80K to 

120K income categories appear to be quite few. This 

indicates that the company has not been successful in 

attracting customers in the high-income segment, 

which could be an indication of an opportunity to 

improve marketing or products geared towards this 

segment. 

 

Distribution of Attrited Customers (Churn) 

 Although the low-income segment has a high 

number of customers, the churn rate remains a concern, 

and companies need to develop strategies to retain 

customers in this category. Churned customers also 

tend to come from the “Unknown” category and the 

less than 40k income category.  In contrast, higher 

income classes, such as 120k+ and 80k to 120k, show 

very low churn rates. This may indicate higher stability 

among high-income customers, or perhaps the 

company has not actively explored this market.  

Opportunities in the Low-income Segment 

 The company can make cheap products and 

implement a strong loyalty program since the majority 

of its customers are from the low-income segment. 

This method has the potential to increase retention of 

existing customers and simultaneously attract new 

customers from comparable industries. Offering 

attractive discounts, referral programs, and 

manufacturing products that meet consumer needs and 

preferences are some of the strategies that can be 

implemented.  

 

Challenges in the High-income Segment 

 The company struggles to attract customers from 

the high-income segment which has a very small 

existing and interested customer base. Developing 

premium products and services tailored to the needs of 

this segment can help expand penetration in this 

market. To discover what can attract high-income 

customers, more research needs to be done on their 

behavior and preferences.  

 

Category “Unknown”  

 The presence of a customer in the “Unknown” 

category indicates that there is no information 

available about the customer's revenue. Identifying and 

collecting information about the revenue of these 

customers can help build better retention and 

acquisition strategies. Companies can improve the 

accuracy of their marketing and make offers that better 

suit the segment in question by collecting more 

complete information about their customers.  
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 To make the analysis clearer and more concise, the 

following table summarizes the correlation between 

customer attributes and churn rates, along with 

corresponding insights and business implications.  

 

Table.  3 Marital Status vs Churn 

 

Marital 

Status 

Churn 

Rate 

Bussiness Insight 

Married Low High loyalty, good 

retention opportunity 

Single Moderate Slightly less loyal than 

married 

Divorced / 

Unknown 

High 

Churn 

Potential 

emotional/financial 

instability 

 

Table.  4 Income Category vs Churn 

 

Income 

Category 

Churn 

Rate 

Bussiness Insight 

< 40K 

High 

existing, 

high churn 

Price-sensitive, needs 

loyalty programs. 

40K – 60K 

Moderate 

existing, 

moderate 

churn 

Growing segment, 

needs targeted offers. 

80K – 

120K / 

120K+ 

Low churn, 

Low 

existing 

Untapped premium 

market, opportunity to 

expand. 

Unknown 
Moderate 

Churn 

Lack of data, needs 

better profiling. 

 

 Then we can also see in the card category where 

users are mostly in the Blue card type both in terms of 

churn and non churn which is found in Figure 8 :  

 

 
Fig. 8 Card Category 

 

 Comparison between churn and non-churn 

customers for various card categories. From the data 

shown, the Blue card has the highest number of 

customers with around 7,800 non-churn customers and 

around 1,500 churn customers. The Silver category 

comes in second with a much smaller number of about 

500 non-churn customers and very few churn 

customers. Meanwhile, the Gold category has the least 

number of customers with only a few hundred non-

churn customers and almost no churn. For the Platinum 

category, there is no significant customer data visible 

in the graph.  

 

 Interestingly, the data shows that the higher the 

card category, the lower the churn rate, which may 

indicate that higher category cardholders tend to be 

more loyal to the service. The Blue card, despite 

having the largest customer base, also shows a 

relatively higher churn rate compared to other 

categories.  

IV. DISCUSSION 

The performance analysis of the classification 

models used in this project is presented in this report. 

The three main metrics analyzed are Accuracy, 

Precision, and Recall. These metrics provide an in-

depth look at the model's ability to correctly identify 

positive and negative classes. 

A. Logistic Regression 

 In the precision section, it can be seen that Attirted 

Customer out of 327 data that is predicted by the 

prediction model, 100% is predicted by Attirted 

Customer. Existing Customer from 1699 data that is 

predicted by the prediction model, 84% is predicted by 

Existing Customer. In the Recall section, In the Recall 

section, Attirted Customer from 0% predicted Attirted 

Customer, 0% resulted correct. Existing Customer 

from 100% predicted Existing Customer, 100% 

resulted correct, but for Recall and F1 Score it is not 

good, so from the results it can be concluded that the 

model created is Not Good Fit. From both categories it 

can be seen that the resulting model performs poorly, 

especially in the Attirted Customer label Conclusion 

From the table results we can see that the model gets 

good performance with Accuracy on training data 

0.8410072830514751 Accuracy Score 

0.839091806515301 the full explanation is in table 5.  

 

Table.  5 Classification Report Logistic Regression 

 

 Precision Recall F1-

Score 

Support 

Attrited 

Customer 

1.00 0.00 0.01 327 

Existing 

Customer 

0.84 1.00 0.91 1699 

Accuracy   0.84 2026 

Macro 

avg 

0.92 0.50 0.46 2026 

Weighted 

Avg 

0.86 0.84 0.77 2026 

 

B. Random Forest 

 Based on the prediction results against the six 

labels listed in table 6, the model performed well with 
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all metrics exceeding 70% and testing accuracy of 

90%, in accordance with the subsequent analysis, 

which concentrated on Precision, Recall, and F1 scores 

for the two main categories of customers: 'Interested 

Customers' and 'Existing Customers'. In the precision 

section of 327 data predicted as Attrited Customer, the 

model successfully predicted 100% as Attrited, this 

shows that there are no errors in determining attrited 

customers. Of the 1699 data predicted as Existing 

Customer, the model also successfully predicted one 

hundred percent with the same accuracy. This indicates 

that all customers identified as existing customers are 

existing customers.  

 

 In the Recall section the model managed to make 

100% of all predictions made for the targeted 

customers, indicating that every targeted customer 

actually fell into the category, demonstrating the 

model's ability to find all positive cases. In addition, 

the model also successfully identified 100% of the 

predicted customers as existing customers, and all 

predictions in this category also proved to be correct, 

demonstrating the model's exceptional accuracy. F1-

Score metric results show that the model performs 

well. This score, which combines Precision and Recall, 

gives an overall picture of the balance between these 

two metrics, and since all predictions are correct, this 

score will also show an excellent value.  

 

 Based on the analysis conducted, the model 

evaluation results are as follows Training Data 

Accuracy gets 1.0 (100%) while on Score Accuracy 

gets 1.0 (100%) From these results, it can be concluded 

that the tested model has excellent performance and 

high quality, and all metrics have perfect results. 

Therefore, the model created by the Random Forest 

algorithm is good fit.  

 

Table.  6 Classification Report Random Forest 

 

 Precision Recall F1-

Score 

Support 

Attrited 

Customer 

1.00 1.00 1.00 327 

Existing 

Customer 

1.00 1.00 1.00 1699 

Accuracy   1.00 2026 

Macro 

avg 

1.00 1.00 1.00 2026 

Weighted 

Avg 

1.00 1.00 1.00 2026 

 

 However, this research has some limitations, 

including the datasets used may not be fully 

representative of real-world scenarios, as they are pre-

processed and collected from specific sources. The 

memory and computation time requirements of the 

random forest model can be quite large especially if a 

large number of datasets are used to store the training 

data. Future research can overcome these limitations by 

studying larger datasets, improving model parameters, 

or integrating more machine learning algorithms for a 

more thorough analysis. 

V. CONCLUSIONS 

From Figure 5, it can be concluded that the 

influential features to create a model are the features 

Total_Trans_Ct (Total Number of Transactions):, 

Total_Trans_Amt (Total Amount of All 

Transactions):, Total_Relationship_Count (Total 

Number of Relationships with the Company):, 

Avg_Utilization_Ratio (Average Credit Usage):, 

Total_Revolving_Bal (Total Revolving Balance):, 

Months_Inactive_12_mon (Inactive Months in the 

Last 12 Months):, Contacts_Count_12_mon (Number 

of Contacts with the Company in the Last 12 Months): 

From the Logistic Regression results we can see 

that the model performs well in train with 84% 

accuracy and 83% validation. From the test data, we 

can create a classification report in table 3. From table 

3 we can see the score of the model against the 3 

metrics generated by the classification report, judging 

from the results it can be concluded that the model 

created does not have a good value especially in the 

Recall and F1 Score sections.  

On the other hand, from the Random Forest results, 

we can see that the model gets good performance in 

training with 100% accuracy and 100% validation, this 

good performance is also proven by evaluating the 

model using the prepared test data. From the test data, 

a classification report can be made in table 4. From 

table 4 we can see the score of the model against the 3 

metrics generated by the classification report, judging 

from the results it can be concluded that the model 

made is Good Fit. So that the model used is the result 

of Random Forest. 
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Abstract— This research aims to automatically classify 

students' academic performance levels using Support 

Vector Machine (SVM) algorithm and automatically 

recommend questions based on classification results. 

Dataset consists of six assignment scores per student, 

averaging students into three performance levels: 

Beginner, Intermediate, and Advanced. Before training, 

the data undergoes preprocessing involving 

normalization with StandardScaler and splitting into 

training and testing sets. Model is trained using Radial 

Basis Function (RBF) kernel with hyperparameter 

tuning to optimize its performance. Evaluation results 

show that the model achieved an accuracy of 91.67%, 

with a precision of 93.06%, a recall of 91.67%, and an F1-

score of 91.89%. The best performance was found in 

Intermediate class, the dominant category in dataset, 

while performance in Advanced category was relatively 

lower due to limited sample size. Following classification, 

a rule-based recommendation system is used to suggest 

questions that match the student's predicted level of 

competence. This approach supports a more adaptive 

and personalized learning environment. The findings 

demonstrate, SVM algorithm effectively supports 

intelligent learning systems such as Intelligent Tutoring 

System (ITS). Future work should include data balancing 

techniques, expansion of dataset size, and comparative 

analysis with other algorithms such as Random Forest or 

K-Nearest Neighbors (KNN) to enhance model 

generalization. 

Index Terms— Academic Performance; Intelligent 

Tutoring System (ITS); Machine Learning; Question 

Recommendation; Support Vector Machine (SVM). 

I. INTRODUCTION 

Technological advancements in education have 

significantly contributed to the emergence of 

Intelligent Tutoring Systems (ITS). AI driven 

platforms designed to deliver tailored instruction by 

analyzing students' learning behaviors and academic 

performance. ITS enables more adaptive and 

individualized learning processes, enhancing students’ 

engagement and understanding [1]. One of the main 

challenges in ITS development is the system's 

capability to accurately assess and classify student 

academic performance. Traditional methods often rely 

on average test scores or assignment grades, which 

may not fully represent a student's learning trajectory 

or personal characteristics [2]. Such static assessments 

are less effective in dynamic learning environments 

that require timely and responsive instructional 

feedback.  

Affective Intelligent Tutoring Systems (Affective 

ITS) have emerged as an advanced approach to 

personalize learning by incorporating students' 

emotional responses. As noted by Fernández-Herrero 

[3], such systems utilize emotion recognition to adapt 

feedback and content, thereby improving engagement 

and learning outcomes in real-time educational 

settings. Liu, Latif, and Zhai [4] conducted a 

systematic review highlighting recent developments in 

Intelligent and Robot Tutoring Systems. Their findings 

emphasize that AI-driven tutoring technologies 

enhance adaptability and student engagement, while 

also noting ongoing challenges in scalability, ethics, 

and cognitive modeling. 

Machine Learning (ML) has emerged as a promising 

solution to this issue by offering objective and data-

driven methods for performance analysis. Among 

various ML algorithms, Support Vector Machine 

(SVM) is particularly well-regarded for its accuracy 

and effectiveness in classification tasks. Prior studies 

[5], have shown that SVM models can accurately 

predict academic ability based on demographic data 

and learning styles. Likewise, research [6] 

demonstrated the application of hybrid AI models 

combining SVM and Decision Trees for real-time 

content recommendations in ITS, especially in STEM 

education. In addition to its widespread application in 

mailto:feninatobing@apps.ipb.ac.id
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educational contexts, the Support Vector Machine 

(SVM) algorithm has also shown strong performance 

in text classification and sentiment analysis, [7] 

successfully implemented SVM combined with Chi-

Square feature selection to categorize user feedback 

into sentiment classes, demonstrating the algorithm’s 

effectiveness in handling large-scale data classification 

with a reported accuracy of 77%. This reinforces the 

suitability of SVM for high-dimensional and complex 

classification tasks, such as predicting student 

performance levels in adaptive learning environments 

like Intelligent Tutoring Systems (ITS). 

Classify students' academic performance using 

assignment score data. Students are categorized into 

three performance levels—Beginner, Intermediate, 

and Advanced—based on the average of six 

assignments [8]. Dataset is preprocess through 

standardization, and model performance is evaluated 

using metrics such as accuracy, precision, recall, and 

F1-score [9] indicating strong performance in 

identifying student categories, particularly within the 

Intermediate group.  

Following classification, the system employs a rule-
based recommendation approach to suggest practice 
questions from a structured question bank. Questions 
are organized by difficulty level, allowing the system to 
match students with materials appropriate to their skill 
level. This integration of classification and 
recommendation supports personalized learning, 
enabling ITS to deliver more effective and targeted 
instruction. In summary, this research presents a hybrid 
framework combining SVM-based classification with 
rule-based question recommendation, supporting the 
broader goal of developing intelligent and adaptive 
educational systems. The proposed approach not only 
enhances the diagnostic capabilities of ITS but also 
improves relevance and impact of the learning content 
provided to students. 

II. METHODOLOGY 

This research  employs SVM algorithm to perform 

academic performance classification. [10] explored the 

use of SVM to classify student learning abilities in 

system modeling and simulation courses. Their 

findings demonstrate that SVM-based classification 

supports effective personalization by aligning 

instructional content with learners’ ability levels, 

thereby enhancing educational outcomes in technical 

learning environments. 

The methodological workflow begins with data 

collection and preprocessing, which includes data 

cleaning, normalization, and splitting the dataset into 

training and testing subsets. SVM model is trained 

through a hyperparameter tuning process to optimize 

its performance. Model evaluation is conducted using 

a confusion matrix, along with performance metrics 

such as precision, recall, and F1-score, to assess the 

model’s accuracy and classification effectiveness. 

A. Methodological Flowchart 

The overall process of the study is summarized in 

the methodological flowchart shown in figure 1, which 

outlines main steps from data preparation to 

personalized question recommendation based on 

classification outcomes 

 

 
 

Fig1. Research Flowchart 

 

To visualize the end-to-end process, a flowchart is 

presented in Figure 1, outlining each major stage in the 

research methodology—from data processing to the 

automated recommendation of questions based on 

classified student performance. The stages are as 

follows: 

1. Start → The system begins with the initialization 

of the classification and recommendation 

modules. 

2. Assignment Score Dataset → The system receives 

input in the form of student assignment scores, 

consisting of six recorded task values for each 

student. 

3. Feature Standardization → These scores are 

standardized using the StandardScaler method to 

ensure consistent feature scaling, preventing any 

single feature from dominating the model training 

process. 

4. SVM Model Training → The classification model 

is developed using SVM algorithm with a Radial 

Basis Function (RBF) kernel. The model is trained 

on the standardized data, with tuning applied to 

parameters C and gamma to enhance accuracy. 

5. New Assignment Scores → The system accepts 

new input data representing assignment scores of 

unclassified students. 
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6. Score Transformation → These new scores 

undergo the same standardization process as the 

training data to ensure consistency during 

prediction. 

7. Performance Classification → The standardized 

data is then classified by the trained SVM model 

into one of three academic performance levels: 

Beginner, Intermediate, or Advanced. 

8. Question Bank → The system maintains a curated 

question bank categorized by difficulty levels and 

subject topics. 

9. Rule-Based Question Recommendation → Based 

on the classification results, the system 

recommends questions aligned with the student’s 

predicted performance level using a Rule-Based 

Recommendation strategy that maps student 

categories to question difficulty. 

10. End → The process concludes once the student 

receives questions tailored to their level, 

supporting the implementation of a technology-

driven adaptive learning system. 

B. RBF Kernel in SVM 

SVM is a machine learning algorithm that operates 
within a hypothesis space to identify optimal decision 
boundaries for classification tasks. SVM is widely used 
for both binary and multi-class classification problems, 
where it aims to separate data into distinct classes using 
a decision boundary known as a hyperplane. If the data 
is linearly separable, the hyperplane appears as a 
straight line; otherwise, for non-linear cases, the 
boundary is curved and more complex [11]. 

SVM relies on several key parameters that 
significantly influence the performance of the 
classification model, namely gamma, cost (C), and 
kernel function [12]. 

• Gamma parameter defines how far the influence 
of a single training example reaches. A low 
gamma value means that the influence extends far, 
producing smoother decision boundaries, while a 
high gamma indicates a more localized influence, 
which may capture more complex patterns but 
risks overfitting. 

• Cost parameter (C) controls the trade-off between 
achieving a low error on training data and 
maintaining a simple decision boundary. A larger 
C places more emphasis on correctly classifying 
training examples, potentially at the cost of model 
generalization. 

• Kernel function is responsible for transforming 
the input data into a higher-dimensional space 
where a linear separator may be found more 
easily. This process enables SVM to handle 
complex classification problems, even when the 
data is not linearly separable in its original space. 

Several types of kernels are commonly used in 
SVM [13]: 

1. Linear Kernel is the simplest form and is used 
when the dataset is linearly separable. It is 
computationally efficient and suitable for 
problems with high-dimensional but sparse 
features. 

2. Polynomial Kernel is applied when the decision 
boundary is non-linear. It maps the original data 
into a higher-dimensional space using polynomial 
functions. This kernel includes a degree parameter 
(d), which controls the flexibility of the model. 
However, using a higher degree may lead to less 
stable performance. 

3. RBF Kernel is particularly effective for non-linear 
datasets. It maps data into an infinite-dimensional 
space, allowing for complex decision boundaries. 
The gamma parameter in RBF plays a crucial role 
in defining the influence of each data point. 
Compared to other kernels, RBF tends to provide 
lower classification errors and better 
generalization in many applications. 

 RBF kernel is employed in this study due to its 
effectiveness in handling non-linearly separable data. In 
the context of academic performance classification, the 
relationship between features (such as assignment 
scores and other characteristics) and student 
performance categories is not always linear. The RBF 
kernel addresses this challenge by projecting input data 
into a higher-dimensional space where linear separation 
is more feasible. Moreover, the RBF kernel is known 
for its flexibility and empirical performance, making it 
a reliable choice for classification tasks. It includes the 
gamma parameter, which controls the influence of 
individual training samples and helps capture complex 
local patterns in the dataset. Given these advantages, the 
RBF kernel was selected to ensure optimal accuracy 
and efficiency in classifying student academic 
performance using the SVM model. 

C. Confusion Matrix 

Confusion Matrix is a common tool for evaluating 

performance machine learning models and applied 

binary as well as multiclass classification problems. As 

noted [14], it provides a tabular summary of prediction 

outcomes across four key categories as in Figure 2. 

 

 
Fig 2. Confusion Matrix 
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 Confusion Matrix provides a structured overview of 
a model's prediction performance by categorizing 
outcomes into four components: True Positive (TP) – 
correctly predicted positive instances; True Negative 
(TN) – correctly predicted negative instances; False 
Positive (FP) – incorrect positive predictions; and False 
Negative (FN) – incorrect negative predictions [15]. 

 Based on these components, several evaluation 
metrics can be derived to assess classification 
performance: 

1. Accuracy represents the overall proportion of 
correct predictions and is calculated using the 
formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (1) 

2. Precision measures the proportion of positive 
identifications that were actually correct, defined 
as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (2) 

3. Recall (also known as sensitivity) reflects the 
model's ability to retrieve all relevant instances 
and is given by: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (3) 

4. F1-Score is the harmonic mean of precision and 
recall, useful for evaluating models with 
imbalanced classes: 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

These metrics provide a comprehensive understanding 

of how well a classification model performs, especially 

when dealing with imbalanced datasets. 

 

III. RESULT AND DISCUSSION 

Based on training results SVM model, classification 
performance on test dataset was found to be 
satisfactory. Model was evaluated using a confusion 
matrix along with performance metrics such as 
precision, recall, and F1-score. The results indicate that 
the model is capable of achieving high accuracy, 
particularly in the majority class. The obtained F1-score 
reflects a balanced trade-off between precision and 
recall, suggesting the model is not only accurate but 
also reliable in identifying the target categories. 

Hyperparameter tuning process played a crucial role 
in enhancing the model's overall performance, 
especially in optimizing choice of kernel and 
regularization parameters. The best classification 
results were achieved using the Radial Basis Function 
(RBF) kernel with optimized values of C and gamma, 
underscoring the importance of careful parameter 
selection in improving the effectiveness of the SVM 
algorithm. 

Table I delineates the distribution of subjects 
classified into distinct performance categories as 
determined by the applied classification methodology. 

This table offer structured summary of categorization 
outcomes utilized in analyses. 

TABLE I.  CATEGORY DISTRIBUTION TABLE 

Category Count Percentage 

Intermediate 62 51.67% 

Beginner 40 33.33% 

Advanced 18 15.0% 

 

Dataset utilized in this study is categorized into 

three levels of student performance: Beginner, 

Intermediate, and Advanced. The distribution of the 

data reveals that the Intermediate category is the most 

dominant, comprising 62 records (51.67%), followed 

by Beginner with 40 records (33.33%), and Advanced 

with only 18 records (15%). This class imbalance 

warrants attention, as it may affect the model’s ability 

to accurately learn and identify instances from 

minority class—particularly the Advanced category, 

which contains the fewest data samples. 

 

RBF kernel is widely used in SVM to address non-

linear classification problems. Unlike linear kernels, 

RBF kernel maps data into a higher-dimensional space, 

allowing classes to be separated by a hyperplane. This 

transformation enables the capture of complex data 

patterns, which is critical in applications such as image 

recognition and medical diagnostics. RBF kernel 

computes the similarity between data points using a 

Gaussian function, where the γ (gamma) parameter 

controls the range of influence of each point. A higher 

γ results in narrower influence, while a lower γ leads to 

broader influence across the decision boundary. RBF 

kernel facilitates efficient computation without 

explicitly projecting data into the higher-dimensional 

space. This property reduces computational complexity 

and improves generalization to unseen data, thereby 

mitigating overfitting. Due to its flexibility and 

efficiency, the RBF kernel remains a preferred choice 

for SVM-based classification tasks involving complex 

and non-linear relationships. 

 

RBF kernel is specifically for training the SVM 

model due to its effectiveness in dealing with non-

linear data. 

1. Feature Normalization: 

The begins with normalizing features using 

StandardScaler. This step is essential because 

SVMs are sensitive to the scale of the data. By 

applying StandardScaler, the data is transformed 

so that it has a mean of 0 and a standard deviation 

of 1. This ensures that all features contribute 

equally to the model training and that the RBF 

kernel performs optimally without being biased 

by differences in the scale of features. 
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2. Using RBF Kernel: 

a. SVC (Support Vector Classification) model is 

being created with the RBF kernel 

(svm_model = SVC(kernel='rbf')). 

b. RBF kernel is chosen because it excels at 

handling complex, non-linear relationships 

between data points. Unlike linear kernels, 

which can only separate data that is linearly 

separable, the RBF kernel maps the data into 

a higher-dimensional space, allowing SVM to 

find a hyperplane that can separate data points 

more effectively. 

 

3. Why RBF Kernel: 

a. RBF kernel is especially suitable when 

dealing with complex patterns in the data that 

cannot be separated with a straight line or 

plane. It is also able to handle high-

dimensional data, which is often the case in 

real-world scenarios. The kernel trick allows 

the SVM to compute the optimal hyperplane 

in this higher-dimensional space without 

explicitly transforming the data, making the 

process computationally efficient. 

b. In this context, using the RBF kernel allows 

model to create flexible decision boundaries, 

ensuring that it can classify the data points in 

a way that linear kernels would not be able to 

do effectively. This is why the RBF kernel is 

preferred in this example. 

 

4. Training the SVM Model: 

Once data is scaled, SVM model is trained using 

RBF kernel. svm_model.fit(X_train_scaled, 

y_train) line indicates the model is learning from 

the training data (X_train_scaled) and their 

corresponding labels (y_train), with the RBF 

kernel ensuring that the decision boundaries can 

adapt to complex data patterns 

 

The model becomes more flexible and can handle 

non-linear relationships between the data points, 

providing better performance on real-world datasets 

that often exhibit complex patterns. Table II presents 

the classification performance metrics used to evaluate 

the effectiveness of the proposed model across 

different learner categories. 

TABLE II.  TABLE CLASSIFICATION REPORT 

Category Precision Recall 
F1-

Score 
Support 

Advanced 0.67 1.00 0.80 2 

Beginner 1.00 0.83 0.91 6 

Intermediate 0.94 0.94 0.94 16 

accuracy 0.9306 0.9167 0.9189 24 

macro avg 0.87 0.92 0.88 24 

weighted 

avg 
0.93 0.92 0.92 24 

Trained SVM model was evaluated using a test 

set comprising 24 samples, including 16 Intermediate, 

6 Beginner, and 2 Advanced instances. Evaluation 

results indicate that the model achieved an overall 

accuracy of 91.67%, with precision of 93.06%, recall 

of 91.67%, and an F1-score of 91.89%. Per-class 

classification performance reveals that the model 

performed best on the Intermediate category, achieving 

precision, recall, and F1-score values of 0.94. For the 

Beginner category, the model attained perfect 

precision (1.00) but a lower recall of 0.83, suggesting 

that one Beginner instance was misclassified. In the 

Advanced category, the model achieved a recall of 

1.00, indicating it correctly identified all Advanced 

instances; however, the precision was only 0.67, 

suggesting that some samples from other categories 

were incorrectly label as Advanced. Overall, the model 

yielded a weighted average F1-score of 0.92, reflecting 

strong general classification performance despite some 

imbalance across class predictions. The high 

performance in the Intermediate class aligns with its 

dominance in the dataset. 

 

Confusion matrix in Figure 3 further supports the 

evaluation findings by illustrating the distribution of 

predictions across the actual class labels 

 

 

Fig 3. Confusion Matrix Analysis 

All Advanced instances (2 samples) were 

correctly classified with no errors. In the Beginner 

class, 5 out of 6 samples were accurately identified, 

while 1 sample was misclassified as Intermediate, 

accounting for the imperfect recall value. In the 

Intermediate class, 15 out of 16 samples were correctly 

predicted, with 1 sample misclassified as Advanced. 

This indicates that the model occasionally confuses 

Intermediate with Advanced instances, although its 

overall performance in the dominant class remains 

high. 
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Fig 4. Student Performance Category Prediction  

using SVM 

Figure 4 illustrates the prediction process of a new 
student's academic performance category based on their 
assignment scores. The input data is provided as a 
numerical array representing six assignment scores 
(e.g., 100, 80, 75, 90, 88, 70). These values are then 
converted into a Data Frame with the same structure 
and feature columns as the training dataset (X_train) to 
ensure compatibility with the model. 

Prior to prediction, the input data is transformed 
using the pre-fitted StandardScaler to match the scale of 
the training data. This step ensures that feature 
distributions remain consistent between training and 
inference phases. The pre-trained SVM model 
(svm_model) then performs the classification on the 
standardized input. 

The prediction result places the new student in the 
Intermediate category, indicating that based on the 
pattern of their assignment scores, the student is 
estimated to have a moderate academic performance 
level. This process demonstrates the practical 
application of classification models in automatically 
and objectively categorizing new students based on 
historical performance data. 

Figure 5 showcases a selection of five randomly 
chosen questions from each academic performance 
level: Beginner, Intermediate, and Advanced. These 
questions are retrieved from a curated question bank 
that categorizes items based on difficulty and topic, 
such as HTML, CSS, JavaScript, and PHP. The 
sampling illustrates how the rule-based 
recommendation system works in practice, delivering 
learning materials aligned with the student's predicted 
skill level. By doing so, the system helps support more 
personalized and adaptive learning, ensuring that 
students engage with content that matches their current 
abilities. 

 

Fig 5. Question Bank Categorized by Difficulty Level 

 

The question bank has been systematically 
categorized based on difficulty level to support the 
implementation of a recommendation system aligned 
with the students' classified performance. By leveraging 
the results from the SVM-based classification, the 
system is able to recommend questions that match the 
learner’s current academic level Beginner, 
Intermediate, or Advanced thereby promoting a more 
adaptive and personalized learning experience 

Each question entry includes several key attributes, 
such as: 

• ID: A unique identifier assigned to each 
question. 

• Question: The actual prompt or instruction 
that students must respond to or complete. 

• Topic: The subject matter covered by the 
question, such as HTML, CSS, or HTML 
Structure. 

• Question Type: The format in which the 
question is presented, including short answer, 
coding exercises, or multiple-choice. 

• Level: The difficulty level of the question. In 
this sample, all items are label as Beginner, 
Intermediate, or Advanced. 

 

Figure 6 implementation of automatic question 
recommendation system that operates following the 
classification of students' academic performance 
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Fig 6. Automatically Recommended Questions Based on 

Student Classification 

This recommendation process based on Rule-Based 
Recommendation approach, which aligns the 
performance level predicted by the SVM model with 
the corresponding difficulty level of questions from the 
pre-defined question bank. 

For example, Student #1, who was classified as 
Intermediate by SVM model, receives a tailored set of 
questions that match their predicted performance level. 
Each recommended question includes key attributes 
such as the Question ID, Topic, and Question Type. The 
topics span various areas relevant to the Web 
Programming course, including CSS Responsive 
Design, CSS Layout, HTML Forms, JavaScript Form 
Validation, and JavaScript DOM Manipulation. The 
types of questions recommended include Essay, Coding 
Practice, and Short Answer, aimed at evaluating both 
conceptual understanding and practical application 
skills. 

This rule-based matching system ensures that each 
student receives questions aligned with their 
performance category Beginner, Intermediate, or 
Advanced thereby fostering a more adaptive and 
personalized learning process. The goal of this 
approach is to enhance learning effectiveness while 
maintaining student engagement and motivation by 
delivering appropriately challenging content. 

While using SVM and rule-based recommendation 
is not entirely new, this study brings a fresh perspective 
by focusing on real assignment scores as the primary 
features for classification, something not commonly 
used in similar works that often rely on broader data like 
demographics or exam scores. The system then 
connects the classification results directly to a 
structured question bank, offering students questions 

that truly match their learning level. What makes this 
approach different is its simple yet effective integration 
of machine learning with real-time instructional 
support, making it practical for classrooms or online 
learning environments. By combining these two 
components into one seamless process, students not 
only get categorized accurately but also receive 
personalized learning materials instantly. This tight 
coupling between prediction and recommendation adds 
real value to intelligent tutoring systems and helps 
move them closer to being truly adaptive and supportive 
in day to day learning. 

IV. CONCLUSIONS 

This research demonstrates SVM algorithm with 

RBF kernel can be effectively applied to classify 

students’ academic performance into three categories: 

Beginner, Intermediate, and Advanced. 

Preprocessing procedures most notably data 

normalization and dataset partitioning, contributed 

substantially to the improved performance of 

classification model. Evaluation results indicate the 

implemented Support Vector Machine (SVM) 

classifier achieved robust performance, with accuracy 

of 91.67%, precision of 93.06%, recall of 91.67%, and 

an F1-score of 91.89%. Among the classified 

categories, the model exhibited its highest performance 

in identifying the Intermediate group, which 

constituted the majority of instances in dataset. 

Conversely, lower performance was observed the 

Advanced category, potentially attributable to limited 

representation of samples in class. 

Subsequent the classification process, SVM 

outputs were integrated into a Rule-based Question 

Recommendation mechanism. This component 

leveraged predicted performance categories to guide 

the selection of learning materials tailored to each 

learner’s proficiency level. The findings collectively 

demonstrate the efficacy of combining machine 

learning-based classification with rule-based 

instructional support, underscoring the model’s 

potential to enhance personalized learning within 

intelligent educational systems, particularly Intelligent 

Tutoring Systems (ITS). 

 

For future work, several improvements are 

recommended: 

• Data balancing techniques such as SMOTE 

(Synthetic Minority Over-sampling 

Technique) or undersampling can be applied 

to address class imbalance and improve 

performance on underrepresented categories. 

• Alternative classification models such as 

Random Forest, K-Nearest Neighbors 

(KNN), and Gradient Boosting should be 

explored for comparative analysis to better 

understand their effectiveness on the same 

dataset. 

• Expanding dataset size, especially for 

minority classes like Advanced, is crucial to 
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help the model learn better feature 

representations and improve generalization. 

• Real-world application of the model in 

adaptive learning systems should also be 

considered, where the classified student level 

can guide the delivery of customized learning 

materials or assignments tailored to 

individual needs. 

• Moreover, advanced evaluation strategies 

such as the Three-Way Confusion Matrix [14] 

may be incorporated to manage uncertain or 

borderline predictions. This would enhance 

the reliability of classification results and 

support more personalized decision-making 

within intelligent tutoring systems. 
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Abstract— Choosing the right pre-wedding location is a 

concern for many couples due to the many options 

available, which often causes confusion and is time-

consuming in decision-making. Therefore, a 

recommendation system is needed to assist couples in 

determining the prewedding location that suits their 

preferences. This research aims to provide alternative 

recommendations for prewedding locations and simplify 

the process of selecting a suitable location. This system 

integrates the Content-based Filtering method by 

applying Count Vectorization and Cosine Similarity to 

calculate the similarity between locations based on 

features in the dataset. These algorithms were chosen for 

their effectiveness in handling categorical text data and 

identifying similar items, making them suitable for 

generating relevant prewedding location 

recommendations. The dataset used consists of 75 entries, 

each representing a unique location with the following 

variables: venue, address, distance (in kilometers), price, 

theme, and type. Based on the similarity scores, the 

system generates a ranked list of 5 recommended 

locations that closely match the selected venue. The Rapid 

Throwaway Prototyping method ensures the system 

development is done iteratively and involves direct 

feedback from users. The recommendation system is 

evaluated using the Mean Reciprocal Rank (MRR) 

metric to measure the effectiveness of the 

recommendations provided by the system. The results 

show that the developed prewedding location 

recommendation system can provide relevant location 

recommendations with good performance, as evidenced 

by the Mean Reciprocal Rank (MRR) value of 0.88, which 

indicates that the system is effective in placing the most 

relevant locations at the top of the recommendation list. 

The high MRR value shows the system's effectiveness in 

providing relevant recommendations, improving 

customer experience, and supporting the company's 

competitiveness in the prewedding documentation 

industry. 

Index Terms— Content-based Filtering; Cosine 

Similarity; Count Vectorization; Prewedding; 

Recommendation System. 

I. INTRODUCTION 

Marriage is a sacred event of binding the marriage 

vows made by a couple to formalize the marriage bond 

based on applicable religious, legal, and social norms 

[1]. In addition, there is a procession that is usually 

carried out before the wedding, namely a prewedding 

photo session[2]. Photo sessions at the moment before 

and during the wedding for most are important things 

that must be done because these moments may not be 

repeated[3]. As a moment that precedes the wedding 

day, these sessions are often used to express the unique 

character, theme, or love story of each couple[4]. In the 

documentation of these moments, especially 

prewedding, location selection is a crucial factor that 

can affect the results of both photo and video 

documentation[5]. The right location can not only 

enhance visual aesthetics but also add meaningful value 

to a moment[6]. 

Hazen Pictures, a company focusing on 

photography and videography services for event 

documentation, understands the importance of 

choosing the right venue for client satisfaction. Hazen 

Pictures, located on the island of Batam with its 

abundant natural beauty, is committed to providing 

exemplary service to couples by providing aesthetically 

pleasing venues that match the preferences and desires 

of couples in their pre-wedding moments. In addition, 

Hazen Pictures strives to be a reliable partner for 

couples to create meaningful prewedding 

documentation for each couple. But prewedding 

location selection is still challenging for every couple 

and Hazen Pictures. Most of Hazen Pictures' clients 

experience confusion due to the variety of location 

options. From exotic beaches with beautiful white 

sands, green parks, urban locations, or charming cities, 

each location offers a different atmosphere and 

aesthetic. Therefore, a recommendation system is 

needed to assist in making decisions about a 

prewedding location and provide a list of 

recommendations based on each couple's preferences. 
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The correct algorithm is needed in making the 

recommendation system [7]. 

A study by [8] focused on building a restaurant 
recommendation system to help users identify dining 
places that suit their preferences, such as type of cuisine 
and proximity. The method used in this study is content-
based filtering, supported by cosine similarity to 
measure the closeness between restaurant attributes like 
address and category. This technique allows the system 
to provide tailored recommendations for each user. To 
support the system, data was collected through web 
scraping from popular platforms such as TripAdvisor 
and Google Maps, resulting in a diverse and 
representative dataset of restaurants. The system was 
developed as a web application and evaluated through 
trials involving 30 participants. The testing showed that 
the system achieved an accuracy of 88%, proving its 
capability to deliver relevant and useful restaurant 
recommendations based on user preferences. 

The second research conducted by [9] focusing on 

developing a recipe recommendation system aimed at 

assisting housewives in deciding what to cook based on 

available ingredients. The researcher implemented a 

content-based filtering approach using Term 

Frequency-Inverse Document Frequency (TF-IDF) and 

cosine similarity in this study. The TF-IDF method was 

applied to numerate ingredient data, while cosine 

similarity was used to measure the similarity between 

user-input ingredients and existing recipes. The dataset 

used in this study consisted of 30 recipes obtained from 

the website makapahariini.com. The system is designed 

to recommend recipes most relevant to the ingredients 

users enter through a search form. Based on the Root 

Mean Square Error (RMSE) evaluation, the system 

scored 0.356, indicating that the recommendation 

results were fairly accurate and relevant in suggesting 

suitable recipes. 

The third research was conducted by [10] which 

focused on developing a web-based application called 

Nongkies to recommend coffee shops and restaurants 

as hangout spots, primarily targeting university students 

in Bandung. It used a content-based filtering approach 

with cosine similarity to match user preferences with 

place attributes. The dataset included 55 coffee shop 

entries from the Trakter.id website. Results showed the 

system provided accurate and relevant 

recommendations, with 52.3% of students hanging out 

once a week and an average satisfaction score of 4.153 

out of 5. The system proved effective in helping users 

discover suitable locations, improving their decision-

making and social experiences. 

The fourth research conducted by [11] he made a 

recommendation system for choosing an electric car in 

his research. This research uses content-based filtering 

by comparing the TF-IDF method with Count 

Vectorization. Both methods have the same two 

functions, namely obtaining the number of occurrences 

of words in the document. The difference is that TF-

IDF, in addition to calculating the occurrence of words 

this method performs weighting on each word that 

appears in the document to obtain its level of 

importance. The attributes include model, price, 

manufacturer, range, max-speed, horsepower, car type, 

drive type, release year, and manufactured. The results 

of this study show that the system can provide electric 

car recommendations for users. In terms of accuracy in 

this study using a confusion matrix with the results for 

TF-IDF, the accuracy value is 64%, while for Count 

Vectorization, the accuracy value is 75%. 

The fifth research conducted by [12] in his research, 

he made a recommendation system for choosing a 

movie. This study uses two methods, namely the first 

method of content-based filtering, which consists of 

count vectorizer and cosine similarity. The second 

method is collaborative filtering. Both methods are 

methods used for recommendation systems. Content-

based filtering is used to generate similar 

recommendation items, and then collaborative filtering 

is used to generate recommendations that can reduce 

errors and be more personalized. The attributes used in 

this research regarding movie recommendation systems 

include genres, cast, keywords, directors, titles, users, 

and ratings. This research shows that the hybrid 

filtering method produces a small error value of 0.68 

and can present relevant user recommendations. 

Based on research references, this research will 
create a recommendation system for prewedding 
location selection at Hazen Pictures with novelty from 
research on prewedding location selection before, so 
using the Count Vectorization algorithm is an option 
because based on research [11], in his research 
comparing the TF-IDF and Count Vectorization 
methods to calculate the occurrence of words in a 
document, he found that the Count Vectorization 
method is better than the TF-IDF method in terms of 
accuracy. After encoding the count vectorization 
method, calculations with cosine similarity are 
performed to find similarities in the data in the system. 
Data similarity is obtained from the calculation of the 
closest value distance [12]. This study adopts the Rapid 
Throwaway Prototyping method, which facilitates the 
iterative development of the recommendation system 
through early prototyping, user feedback evaluation, 
and continuous improvement [13]. The data used 
includes prewedding locations around Batam Island 
with attributes such as venue, address, distance (in 
kilometers), price, theme, and type, all sourced from 
Hazen Pictures. The recommendation system will be 
implemented using a content-based filtering approach 
incorporating Count Vectorization and Cosine 
Similarity. System evaluation will be carried out using 
Mean Reciprocal Rank (MRR), chosen for its 
effectiveness in assessing the top-ranked relevance of 
the recommendations provided [14]. This research aims 
to develop a recommendation system that provides 
relevant prewedding location suggestions based on 
client preferences, supports Hazen Pictures and their 
clients in making faster and more informed decisions, 
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and streamlines the selection process by offering ranked 
recommendations based on similarity calculations. 

II. METHODOLOGY 

The Rapid Throwaway Prototyping Model method 

was used in this study, which is one variant of the 

prototyping model [15]. This method allows rapid 

prototyping to provide a visual picture of how the 

system works [16]. The stages involved in this method 

include formulating outline requirements, developing a 

prototype, evaluating a prototype, specifying the 

system, developing software, and validating the system. 

 

Fig. 1. Research Stages 

Based on Figure 1, the research stages can be 

explained as follows: 

1) Outline Requirements, at this stage, the 

identification process is carried out by 

understanding the problems at Hazen Pictures 

regarding selecting prewedding locations by 

conducting interviews. In addition, literature 

studies from journals, books or other related 

support are also carried out. 

2) Develop a Prototype. At this stage, an initial 

prototype is made to produce a system prototype 

based on the problems identified. 

3) Evaluate Prototype, this stage evaluates the 

system prototype with Hazen Pictures to get 

feedback on the suitability of the design to the 

needs. 

4) Specify System, at this stage, specifications are 

made for the system to be built based on the 

evaluation stages carried out on the earlier 

prototype. 

5) Develop Software. At this stage, the activity of 

implementing Content-based Filtering by 

implementing Count Vectorization to convert 

text into numeric by counting the occurrence of 

words in the text [11]. The count vectorization 

formula is presented below. 

 

𝐶𝑜𝑢𝑛𝑡 𝑉𝑒𝑐𝑡𝑜𝑟𝑖𝑧𝑒𝑟 =  𝑉(𝑖, 𝑗) (1) 

 

With V=number of frequencies; i=word; and 

j=document. 

Furthermore, the results of Count Vectorization are 

calculated using Cosine Similarity to calculate the 

similarity between locations [17]. The cosine similarity 

formula is presented as follows. 

 

𝐴 ∙ 𝐵 = 𝐴[0] × 𝐵[0] + ⋯ + 𝐴[𝑛] × 𝐵[𝑛]  (2) 

 

√𝐴 =  √(𝐴[0]2 +  𝐴[1]2 + ⋯ + 𝐴[𝑛]2) (3) 

 

√𝐵 =  √(𝐵[0]2 + 𝐵[1]2 + ⋯ + 𝐵[𝑛]2)       (4) 

 
 𝐴 ∙ 𝐵

√𝐴 × √𝐵
                                                  (5) 

 

A and B are two vectors or documents. Next, the 

recommendation system is built based on the system 

specification and the evaluated prototype. 

 

6) Validate System: This stage is carried out to 

validate the system that has been built with Hazen 

Pictures to find out whether the recommendation 

system has met the needs and specifications of the 

system. And measuring performance on 

recommendation results using the Mean 

Reciprocal Rank metric. The formula for Mean 

Reciprocal Rank is presented as follows: 

 

𝑅𝑅 =  
1

𝐹𝑖𝑟𝑠𝑡 𝑟𝑒𝑙𝑒𝑣𝑎𝑛  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
                       (6) 

 

𝑀𝑅𝑅 =  
1

𝑁
 ∑ 𝑅𝑅𝑖

𝑁
𝑖=1                                       (7) 

 

A Recommendation System for Prewedding Location Selection using Count Vectorization and Cosine Similarity 



 

 

 

 

Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 1 | June 2025 93 

 

ISSN 2085-4552 

7) Delivered Software System, at this stage, the 

application is deployed and submitted to Hazen 

Pictures. 

III. RESULT AND DISCUSSION 

A. RESULTS 

1) Outline Requirements  

The first stage is outline requirements, where two 

activities are carried out: problem identification and 

literature review. 

a) Problem Identification: At this stage, it was 

discovered that although Batam has many 

attractive prewedding locations, the abundance of 

choices confused clients when choosing the most 

suitable location. Hazen Pictures plans to add a 

prewedding location recommendation feature on 

its website to assist clients in choosing a location 

based on the desired theme. This feature is 

expected to simplify the selection process, 

although the final decision remains in the hands of 

the client. Some of the simple system 

requirements identified include: 

• The system needs to display 

information about each location. 

• The system can help provide 

alternative locations according to 

preference. 

 

b) Literature Study: A literature study was conducted 

to gain in-depth insight into relevant technologies 

and methods in developing the recommendation 

system. This activity includes reading and 

reviewing related literature to understand the 

problem and reviewing approaches used in 

previous research to address similar problems. 

Count Vectorization allows the system to measure 

the occurrence of words in location descriptions, 

while Cosine Similarity calculates the similarity 

between client preferences and available 

locations. In addition, the Mean Reciprocal Rank 

(MRR) evaluation metric was chosen for its 

ability to measure the performance of the 

recommendation system, especially in assessing 

the relevance of the generated location list and 

ensuring that the most relevant recommendations 

are at the top. 

2) Develop Prototype 

This stage is carried out by making a prototype of 

the system that has been planned previously. This step 

is carried out based on the need to visualize and test 

how the recommendation system's flow will work. The 

prototype was created using Figma design software, 

and the following is an iteration process in prototyping, 

which includes iterative stages to adjust the design to 

the needs, as seen in Figure 2. 

 

 

Fig. 2. Prototyping Process 

Figure 2 shows the prototyping process, which was 

done in two iterations. Once the prototype was 

completed and evaluated based on feedback from users 

and Hazen, the evaluation was used to refine the second 

prototype. The prototype focused on testing the basic 

concepts of the system, mainly navigation, and 

functionality, with the results shown in Figure 3 and 

Figure 4.  

 

 

Fig. 3. First prototype of the home page 

 

Fig. 4. Prototype of the location page 

Figures 3 and 4 show the prototype which includes two 

main pages: a home page with a list of prewedding 

locations and a location page that displays information 

and recommendations of similar locations. Based on 

the evaluation and feedback, a second prototype was 

developed to correct shortcomings and improve 

features, with the improvements shown in Figures 5 

and 6.  



 

 

 

 

94 Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 1 | June 2025 

 

ISSN 2085-4552 

 

Fig. 5. Second prototype of the home page 

 

Fig. 6. Second prototype of the location page 

The system prototype created in Figures 5 and 6 can 

be accessed through the link 

https://s.id/hazenlocprototipe. Based on the prototype 

results, the prototype consists of two pages. The first 

page displays all prewedding location queries, and 

users can view all prewedding locations and sort them 

by theme, type, and price based on user preferences. 

The second page displays info from the prewedding 

location and 5 recommendations that are similar to the 

location the user views. 

3) Evaluate Prototype 

The evaluation prototype stage evaluates the 

previous prototype by researchers and Hazen Pictures. 

This evaluation stage aims to update and get input from 

users to proceed to the next stage. The prototype 

evaluation process is carried out online as shown in 

Figure 7. 

 

 

Fig. 7. Prototype Evaluation 

Figure 7 shows an evaluation of the prototype 

conducted online via Google Meet between the 

researcher and Hazen Pictures. Discussions covered 

the functionality and design of the prototype, with user 

feedback used for improvement. The evaluation was 

conducted twice. The following input is based on the 

first evaluation stage, including: 

• Added dropdowns to sort locations by theme, 

type, and price.  

• Remove the navbar from the location page. 

• Moved the position of the back button on the 

location page. 

The prototype was improved according to the feedback 

and re-evaluated. The results of the second evaluation 

showed that the prototype had met the criteria and was 

ready to proceed to the Specify System stage. 

 

4) Specify System 

The specified system stage is when researchers 

compile a recommendation system specification based 

on prototype evaluation and user needs analysis. This 

specification guides the development of a 

recommendation system ready to be implemented. The 

results of this stage are functional requirements, which 

include: 

• The system can display all prewedding 

locations 

• When a location card is clicked, the location 

info and a list of recommendations should be 

displayed at the bottom.  

• The recommendation system displays a list of 

alternative recommendations for a maximum 

of 5 prewedding locations. 

• The system can sort prewedding locations by 

type, theme, and price. 

In addition, non-functional requirements are also 

determined, namely, the user interface must be easy to 

use by users. 

 

5) Develop Software 

The development software stage transforms the 

prototype and specifications into a functional 

recommendation system. Researchers implement the 

algorithm along with the features that have been 

planned previously. The following are the steps taken 

at the development software stage. 

a) Implementation of Content-based Filtering 

(CBF): Content-based filtering (CBF) is a 

recommendation method that provides 

suggestions based on the similarity of attributes or 

content between items that users and other items 

in the dataset have selected [18]. The application 

of the Content-based Filtering method in the 

https://s.id/hazenlocprototipe
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prewedding location recommendation system is 

used to provide recommendation results that have 

similarities in items [19]. The following are the 

implementation steps of Content-based Filtering 

presented in Figure 8. 
 

 

Fig. 8. Implementation steps 

Based on Figure 8. The process starts with 

retrieving location data. After that, the attributes 

in the data are combined into one text. Next, the 

merged text data is converted into a numerical 

representation by counting the number of word 

occurrences [20] using Count Vectorization. 

After the numerical representation is determined, 

the data's similarity is calculated using Cosine 

Similarity. The following is a complete 

explanation of the implementation of content-

based filtering. 

1. Retrieve and merge location data 
Each attribute of the location data is merged 

into one text. This merging aims to represent 

each location comprehensively in text form. 

The following is a sample of data combined 

in Table I. 

TABLE I.  SAMPLE DATA FOR COUNT VECTORIZATION 

No Document 

1 
Viovio Beach Outdoor Beach Sijantung Galang Batam 

City Riau Islands 

2 
Melur Beach Outdoor Beach Sijantung Galang Island 

Batam City Riau Islands 

 

Table I presents sample data from two documents, 

which is then used as input for the count vectorizer 

process. 

2. Applying Count Vectorizer 

The merged text is converted into a 

numerical representation using Count 

Vectorization. This method counts the 

number of word occurrences in each 

document (location) and produces a word-

document matrix representing the frequency 

of word occurrences in each location. The 

following are the results of the application of 

Count Vectorization presented in Table II. 

 
TABLE II.   COUNT VECTORIZATION RESULTS 

No Word 
Document 

1 2 

1 Batam 1 1 

2 City 1 1 

3 Galang 1 1 

4 Islands 1 1 

5 Melur 0 1 

6 Outdoor 1 1 

7 Pantai 2 2 

8 Pulau 0 1 

9 Riau 1 1 

10 Sijantung 1 1 

11 Viovio 1 0 

 

Table II displays the results of count 

vectorization, where each unique word that 

appears in the document is given the value of the 

frequency of occurrence in each document. 

From the table, the vectors formed are, 𝐷1 =
 [1,1,1,1,0,1,2,0,1,1,1] and 𝐷2 =
 [1,1,1,1,1,1,2,1,1,1,0]. 
 

3. Applying Cosine Similarity 

After the Count Vectorization results are 

prepared, the next step is to calculate the 

similarity between the two documents using 

equations (2), (3), (4), and (5). The calculated 

similarity of 0.88 indicates a fairly high level of 

similarity between the two documents or items 

being compared. 

 

After knowing how the similarity between locations is 

calculated, the system process for providing 

prewedding location recommendations is shown in 

Figure 9. 

 

 

Fig. 9. Recommendation system flow 

Based on Figure 9, the system flow provides the 

following recommendations: 
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• The system receives input in the form of a 
prewedding location 

• The system looks for a similarity score against 
all other locations in the data. 

• The similarity score calculation uses Cosine 
Similarity. 

• The list of prewedding location 
recommendations will be sorted based on the 
highest or most similar similarity score. 

• The system will set restrictions on the list of 
prewedding locations. Only five alternative 
prewedding locations are displayed. 

• The system will present feedback on five 
alternative prewedding location 
recommendations. 

b) Implementation of the recommendation 
application: At this stage, coding activities are 

carried out, which include implementing Content-

Based Filtering using Count Vectorization, 

calculating Cosine Similarity, and creating 

functions to generate recommendations. The 

following is the result of the recommendation 

system presented in Figure 10. 

 

Fig. 10. Result of the recommendation system  

 On this page, the system will display information 

about the location after the user selects and enters 

one of the prewedding location pages. In addition, 

to enhance the user experience, the system will also 

display a list of similar prewedding location 

recommendations. In this way, users can easily find 

other relevant options that match their preferences, 

assisting them in making more informed decisions 

and expanding their choices. 

6) Validate System 

The validate system stage is where researchers test 

the recommendation system that has been developed to 

evaluate whether the system functions as expected and 

meets user needs. The company conducted experiments 

on the recommendation system that had been built. The 

results of the test can be seen in Table III. 

TABLE III.  TEST RESULTS 

No. Test Activity Test Result Status 

1 Access the 
home page 

All prewedding 
locations are 

displayed 

Successfully 

2 Click on a 
prewedding 

location 

The prewedding 
location info is 

displayed, and a list 

of 5 similar 
prewedding locations 

is shown 

Successfully 

3 Click the 

dropdown to 
select a 

location 

prewedding 
by theme 

Prewedding locations 

by theme theme are 
displayed 

Successfully 

4 Click the 

dropdown and 
select 

prewedding 

location by 
type 

Prewedding location 

by type displayed 

Successfully 

5 Click the 

dropdown and 

select 
prewedding 

locations by 
price 

Prewedding locations 

by price from lowest 

to highest and vice 
versa are displayed 

Successfully 

6 Interface 

navigation 

test 

Users can access all 

pages without 

difficulty. 

Successfully 

 

The table above shows that the prewedding location 

recommendation system functions as expected is easy 

to use and meets the functional and non-functional 

requirements that have been set. 

Testing the performance of the recommendation system 

in producing a list of alternative recommendations in 

the first relevant order [14] using Mean Reciprocal 

Rank in equations (6) and (7). The results of the MRR 

calculation are presented in Table IV. 

TABLE IV.  MRR CALCULATION RESULTS 

No. Location RR 

1 Nongsa Point Marina 0.2 

2 Ocarina Park 1 

3 Pantai Viovio 1 

4 Mangrove Pandang Tak Jemu 0 

5 Waterfront City 1 

6 Pantai Melayu 1 

7 Jembatan Barelang 1 

8 Lagoi Bay 0.5 
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No. Location RR 

9 Laguna 1 

10 Ria Bintan 0.5 

… … … 

75 Jembatan Barelang 6 1 

Mean Reciprocal Rank 0.88 

 

The test results using the Mean Reciprocal Rank metric 

are known to be 0.88, which shows that, on average, 

relevant recommendation results are found at the top of 

the recommendation list. This high MRR metric system 

can provide appropriate recommendations [21] satisfy 

user needs, and ensure a better user experience in 

choosing a prewedding location. 

 

7) Delivered Software System 

The validated recommendation system is handed 

over to the company for operational use. The system is 

uploaded to the chosen host platform, and access is 

granted to the company so they can use it directly. After 

the system is handed over, initial monitoring is done to 

ensure the system is functioning correctly and 

delivering the results expected by the company. The 

recommendation system can be accessed through 

https://s.id/hazenpreloc.  

 

B. DISCUSSION 

This research successfully developed a 

recommendation system for prewedding location 

selection using the Content-based Filtering 

recommendation method by applying Count 

Vectorization and Cosine Similarity calculations. These 

two things are used to convert and calculate the 

similarity between prewedding locations based on 

location features in the dataset. Using the prewedding 

location data from Hazen Pictures, the recommendation 

system can provide recommendations and compile a list 

of relevant locations. The implementation of Count 

Vectorization and Cosine Similarity worked quite well 

in measuring the similarity between different locations.  

This research aligns with the challenges identified 

in the background, where prewedding location selection 

can be difficult and time-consuming due to the many 

available options. This research is consistent with the 

findings of [3], who noted challenges in location 

selection but did not use clear evaluation metrics. This 

study makes up for that shortcoming by applying Count 

Vectorization, Cosine Similarity, and Mean Reciprocal 

Rank. In addition, this research differs from research by 

[2], which uses the Vikor and Borda methods but is not 

implemented in a user-accessible system. This research 

develops an algorithm-based model implemented in a 

practical system, provides solutions that can be used 

immediately, and offers improvements and additions in 

prewedding location recommendation technology. 

Based on the test results with the company, the 

recommendation system functions by expectations and 

meets the needs that have been set. The evaluation 

results using the MRR metric of 0.88 show that, on 

average, relevant recommendation results are found at 

the top of the list. This high MRR metric allows the 

system to provide recommendations that match and 

satisfy user needs and ensure a better user experience 

when choosing a prewedding location. 

With the results of this research, the recommendation 

application is expected to help brides-to-be choose a 

prewedding location that suits their wishes, reduce 

confusion, and speed up the decision-making process. 

IV. CONCLUSIONS 

Based on the research results, the prewedding 

location recommendation system implemented with the 

Content-based Filtering method using Count 

Vectorization and Cosine Similarity effectively 

provides relevant recommendations. The system 

successfully converts and calculates similarities 

between prewedding locations based on features in the 

Hazen Pictures dataset, resulting in recommendations 

that match user preferences. Evaluation using the Mean 

Reciprocal Rank (MRR) metric with a value of 0.88 

indicates that the recommended locations are high on 

the list, which makes it easier for brides-to-be to choose 

suitable prewedding locations and speeds up the 

decision-making process. For future research and 

development of recommendation systems, it is 

recommended that the dataset be expanded by adding 

more location features, number of locations, and user 

reviews. This will help improve the relevance and 

personalization of recommendations. In addition, 

combining multiple recommendation methods can 

improve system performance and provide results better 

suited to individual user needs. 
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Abstract— This study evaluates the effectiveness of the K-

Means algorithm in clustering student competencies using 

course score data from students in the Informatics and 

Computer Engineering Education program at an 

Indonesian public university. The K-Means algorithm was 

applied to group students into five distinct competency 

clusters based on their academic grade patterns. The 

model's performance was measured using the Silhouette 

Score, which resulted in a value of 0.3489, indicating a 

moderate quality of cluster separation. The results suggest 

potential applications for a student recommendation system 

for choosing elective courses and as an evaluation tool for 

the study program. Key limitations of this approach include 

the algorithm's sensitivity to the initial placement of cluster 

centers and the dependency on selecting the appropriate 

number of clusters (k) for optimal results. 

Index Terms— Academic performance; Clustering; 

Data mining; K-Means; Student competence. 

I. INTRODUCTION 

Students of the Informatics and Computer 

Engineering Education study program at Sebelas 

Maret University will be faced with choosing a course 

of interest or concentration in the sixth semester. The 

available areas of concentration include desktop 

programming, web programming, video game 

software development, network administrator, and 

multimedia. Each student has different abilities and 

competencies in certain fields. However, based on 

observations, some students do not fully understand 

their strengths or weaknesses in these areas. This often 

causes them difficulty in determining the choice of 

study field, interest, or career path that suits their 

potential. 

At the tertiary level, knowledge of areas of 

interest, expertise or competence is important in the 

student learning process. However, low awareness of 

self-potential often hinders students in determining the 

right actions to achieve academic and career success. 

Based on Masturina's research, students who have 

known their career interests early on find it easier to 

determine the actions to be taken to develop expertise 

and skills that are relevant to the needs of the world of 

work [1]. 

The abundant academic data of students holds 

great potential to be explored to help the decision-

making process. In this context, data mining 

technology and machine learning algorithms, such as 

K-Means, can be utilized to analyze data and identify 

student competency patterns. The K-Means algorithm 

is known to be able to group data into certain groups 

based on similar characteristics. The use of clustering 

algorithms such as K-Means in education has shown 

significant results. Previous studies Mohd Talib et al., 

and Tuyishimire et al., show that this algorithm can 

identify student performance patterns based on 

academic data, thus helping educational institutions 

better understand student needs and potential [2] [3]. 

This study aims to apply the K-Means algorithm in the 

process of grouping students based on their academic 

data patterns. This data-based approach is expected to 

provide insight to study programs in supporting more 

appropriate decision making, as well as helping 

students understand their own competencies to develop 

their potential optimally. 

II. METHODOLOGY 

In this study, we have determined the object of 

research, namely students of the Informatics and 

Computer Engineering Education study program at a 

public university in Indonesia. This study uses an 

exploratory quantitative approach to analyze student 

competency patterns with the K-Means algorithm.  

A. Research Stages 

This research was carried out in several stages: 

1) Analysis: At the initial stage, research data 

needs were identified.  
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2) Design: The process flow for clustering with 

the K-Means algorithm was designed.  

3) Development: A clustering model was 

created using the Python programming 

language by leveraging the Scikit-learn 

library. 

4) Determining the Number of Clusters (k): This 

stage aimed to determine the optimal number 

of clusters (k) before the final model was 

implemented. This process involved two 

methods: 

a. Elbow Method: This method was 

used to find a potential number of 

clusters by plotting the explained 

variance as a function of the number 

of clusters, then identifying the 

"elbow" point where adding more 

clusters no longer yields significant 

returns 

b. Validation with Silhouette Score: 

The number of clusters suggested by 

the Elbow Method was then 

validated using the Silhouette Score. 

This metric provides a quantitative 

measure of clustering quality, where 

a higher score indicates better-

defined clusters 

5) Implementation: The results from the formed 

clustering model were then applied in a 

decision support system  

6) Evaluation: The final stage is to evaluate the 

quality of the resulting clustering model. This 

evaluation uses the Silhouette Score metric to 

measure how well-defined the final clusters 

are. 

 

B. Data Source 

At this stage, student data of the PTIK Study 

Program at University X was collected, including 

course values representing various fields of 

competence, from semester 1 to semester 5, with a total 

of 72 students. The data contains attributes such as 

student identification numbers, student names, and 

grades for courses that include theoretical and 

practicum aspects, such as Basic Multimedia, 

Structured Programming, Web Programming, 2D 

Animation Engineering, and Computer Network 

Security. 

C. Selection 

The selection stage aims to choose the most 

relevant and unique data for analysis. The first step in 

this stage is to identify and remove records that appear 

repeatedly to ensure the uniqueness of each entry. 

Additionally, selection involves considering the 

features or attributes of the data to be used. The 

selection of relevant features is crucial as it can 

enhance model performance, reduce computational 

complexity, and improve interpretability [4][5]. By 

focusing on appropriate attributes and removing 

irrelevant or redundant data, simpler and more accurate 

models can be constructed, which enhances learning 

accuracy and reduces computation time [6]. After this 

selection stage, the dataset, containing unique records 

and relevant features, is ready for the subsequent 

cleaning process.  

D.  Cleansing 

A procedure was implemented to handle 

incomplete data. Upon inspection, any student record 

found with missing grades in several courses was 

subsequently removed. The deletion method was 

chosen because the students had either officially 

withdrawn or had not enrolled in the respective 

courses, making data imputation irrelevant as there was 

no underlying academic performance to estimate. This 

approach is consistent with statistical data preparation 

practices where the cause of missing data guides the 

handling strategy. 

E. Transformation 

The Interquartile Range (IQR) method  is a 

statistical technique used to detect and handle outliers 

in data analysis. Outliers, which are data points that 

deviate significantly from others, can distort statistical 

estimates such as the mean and standard deviation, 

reducing the reliability of analysis results. In predictive 

modeling, outliers can affect model stability and 

accuracy, making their detection and treatment crucial 

[7].   

The IQR method identifies outliers by calculating 

the first quartile (Q1) and third quartile (Q3) and 

determining the IQR as the difference between Q3 and 

Q1. Data points falling below Q1 - 1.5IQR or above 

Q3 + 1.5IQR are classified as outliers. These outliers 

can either be removed or normalized, depending on the 

dataset size and analysis needs. Normalization adjusts 

extreme values to fit within an acceptable range, 

ensuring the dataset remains reliable without 

unnecessary data loss [8]. 

 

F. Data Processing  

1) Data preparation  

Data normalization is a crucial 

preprocessing step in clustering analysis, as it 

ensures that features contribute equally to the 

distance calculations used in clustering 

algorithms. Normalization can significantly 

influence the results of clustering by affecting 

the detection of cluster centers and the overall 

clustering structure. 

Normalization helps in achieving more 

accurate clustering results by ensuring that no 

single feature dominates due to its scale. This 

is particularly important in distance-based 

clustering methods, where features with 

larger scales can disproportionately affect the 

clustering outcome [14] [15]. 

2) Clustering with K-Means 

Apply the K-Means algorithm to form a 

more homogeneous cluster and determine the 

number of clusters using the Elbow or 

Silhouette Score method. The Elbow Method 
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involves plotting the explained variance as a 

function of the number of clusters and 

identifying the "elbow" point where adding 

more clusters yields diminishing returns in 

variance explained. This method is 

straightforward but can sometimes be 

subjective due to its graphical nature [16] [17] 

[18] [19]. Some studies suggest that the 

Elbow Method can be automated to reduce 

subjectivity, enhancing its effectiveness 

across various datasets [13].\ 

Some studies suggest that the Elbow 

Method can be automated to reduce 

subjectivity, enhancing its effectiveness 

across various datasets [18]. The Silhouette 

Score measures how similar an object is to its 

own cluster compared to other clusters. A 

higher silhouette score indicates better-

defined clusters [16] [20] [21]. 

This method is often used to validate the 

number of clusters suggested by the Elbow 

Method, providing a quantitative measure of 

cluster quality[20] [22]. 

 

3) Analysis of clustering results 

After the clusters are formed using the K-

Means algorithm, the next stage is to 

thoroughly analyze and interpret the 

characteristics of each cluster to understand 

the students' competency patterns. This 

analysis process will involve several steps: 

a. Descriptive Statistical Analysis: For 

each cluster, a descriptive statistical 

analysis will be performed. This 

includes calculating the mean and 

standard deviation (SD) for the 

course grades that constitute the 

clustering features. This step aims to 

build a quantitative and measurable 

academic profile for each cluster, 

thereby avoiding general 

descriptions such as "stable value" or 

"highest performance" that lack a 

statistical basis. 

b. Comparative Analysis Between 

Clusters: The statistical profiles of 

each cluster will then be 

systematically compared with one 

another. A comparison of mean 

scores between clusters will be used 

to objectively identify in which 

competency areas a cluster excels or 

is weaker compared to the others. 

c. Interpretation and Relation to 

Concentration Areas: Next, these 

quantitative profiles will be 

interpreted and linked to the 

concentration areas available in the 

study program. This analysis aims to 

map each cluster profile to the most 

relevant area of expertise or career 

interest. For instance, a cluster with 

high mean scores in 'Web 

Programming' and 'Multimedia 

Basics' courses would be interpreted 

as having a strong inclination 

towards the web and multimedia 

development concentrations. 

d. Data Visualization: To facilitate 

understanding and presentation of 

the findings, the analysis will be 

supported by data visualizations. 

Diagrams such as bar charts or radar 

charts will be used to clearly and 

visually depict the competency 

profile of each cluster 

III. RESULT AND DISCUSSION 

A. Student Data 

Student data that will be analyzed by the 

researcher includes the attributes of course values 

from 1st semester to 5th semester.  

Table 1 Example of a research dataset 

 
 

B. Data Cleaning 

In the data cleaning process, duplicate data 

and empty data have been cleaned. From the 

results of the check, there are 12 student data that 

do not have grades in several courses. This 

condition occurs because the student has resigned 

or did not take the course in question in that 

period. 

C. Data Transformation 

The process of cleaning data from the oulier 

using the IQR method found that there were 7 

outliner data, then deleted.  

 

 
Figure 1 IQR Implementastion Code 
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Teknik 

Animasi 2D

Keamanan 

Jaringan 

Komputer

Pemrograma

n 

Berorientasi 

Pemrograma

n Web

Teknik 

Animasi 3d

Jaringan 

Nirkabel

1 80,75 90,5 89,45 81,5 88,02 82 92 82 85,54 87,5 94,5 86,53 83,99 82,5

2 85,25 96,5 94,45 81,4 86,73 92 92,5 82 82,17 81,5 78 63,895 81,4 87,5

3 84,75 94 92,5 85,8 82,895 87 84 82,14 85,1 86,5 81,5 79,055 82,95 76,5

4 81 85,5 81,4 85,25 82,665 91 91,5 84,02 85,21 86 78 74,895 87,46 82,5

5 84 92,5 87,5 84 83,955 81,5 90,5 81,78 84 81 71,5 68,71 84,28 74

7 79,75 83 69,45 82,3 81,32 62,5 85,5 83 80,42 83,5 71,5 60 0 72,5

8 81,75 91 84,45 83,35 76,955 74 79 83,61 84 80 82 71,865 82,71 87,5

9 83,5 92 90 85,2 78,68 81,5 90 83,86 80,66 80 79 85,18 81,54 85

10 84,5 93,5 87,5 81,45 79,055 76 86 83,83 85,67 81 79 88,495 83,68 80

11 83,75 94 94,45 84,3 86,255 91,5 90,5 85,01 85,6 80 81,5 77,02 85,78 81

12 85 96,5 76,4 83,45 100 90,5 91,5 85,09 85 81 76,5 76,285 87,1 85

13 84,5 95 87,5 84,25 84,195 83,5 89 84,28 85,01 82 75,5 77,52 80,81 82,5

14 82,75 60,5 95 80,8 84,245 86,5 74 80,73 83 80,5 76,5 73,88 77,86 87,5

15 78,75 92 89,45 82,6 89,05 75,5 89 83,27 83,92 80 74 76,765 82,94 76

16 85 92 100 85,55 87,115 87,5 87 84,32 84,04 86 81,5 73,245 82,03 80

19 81,75 89 76,4 85,1 80,625 85,5 82,5 83,1 81,42 79 82 77,465 80 72,5

20 82,25 96 86,95 82,05 84,745 92 92 84,09 81,42 82,5 77,5 72,535 85,04 80

22 85 93,5 88,9 80,95 81,345 81,5 90,5 82,36 80 86 79 87,405 82,98 80

23 83,5 96,5 82,5 83 86,23 90,5 85 81,94 79,38 82,5 79,5 78,01 81,79 82,5

24 81,25 93,5 88,9 83,75 87,645 96 88 85,02 85 86 75,5 73,565 80,01 81,5
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D. K-Means Clustering 

 
Figure 2 Visualization of Clustering Result with PCA 

 

E. Cluster Interpretation 

 
Figure 3 Clustered Column Chart cluster 1 

 

Cluster 1 consists of students with balanced 

performance. This cluster consists of 10 students with 

fairly stable performance in all courses. There is no 

field that is very prominent or very low. 

The calculated mean and standard deviation (SD) 

for each competency area within this cluster are as 

follows: 

 

Table 2 Mean and Standard Deviation of cluster1 

Competency Area Mean Standard  

Deviation 

(SD) 

Web 

Programming 

86.28 3.55 

Programming 84.05 2.45 

Multimedia 82.30 0.82 

Game 

Programming 

82.16 0.96 

Networking 81.38 2.58 

 

The qualitative description of "balanced 

performance" is well-supported, as all mean scores are 

high (above 81). The provided bar chart also visually 

confirms this, showing that for each of the 10 students, 

all five competency scores are consistently proficient. 

Although no field shows notably low scores, the 

statistical analysis reveals that Web Programming and 

Programming have the highest average scores, 

indicating a tendency toward specialization in these 

areas rather than an evenly distributed skill set. 

The concept of stable performance is further 

supported by the very low standard deviations in 

Multimedia (0.82) and Game Programming (0.96), 

suggesting that students within this cluster not only 

perform well but also exhibit a high degree of 

consistency in these specific domains. 

 

 
Figure 4 Clustered Column Chart cluster 2 

 

Cluster 2 comprises students with consistently 

outstanding performance across all courses, 

particularly in Programming and Web Programming, 

where the average scores approach 90. This initial 

qualitative observation is substantiated by a detailed 

statistical analysis that quantifies their academic 

excellence. 

 

Table 3 Mean and Standard Deviation of cluster 2 

Competency Area Mean Standard  

Deviation 

(SD) 

Web 

Programming 

90.60 2.53 

Programming 89.87 1.92 

Networking 86.58 1.68 

Game 

Programming 

85.55 0.86 

Multimedia 84.59 0.61 

 

The calculated means and standard deviations for 

each competency area reveal a distinct pattern. Web 

Programming (mean = 90.60, SD = 2.53) and 

Programming (mean = 89.87, SD = 1.92) stand out, 

supporting the assertion that students in this cluster 

achieve near-perfect scores in these domains. The 

consistently high averages across the remaining 

areas—Networking (86.58), Game Programming 

(85.55), and Multimedia (84.59)—further confirm that 

these students excel across the board. 

This interpretation is visually supported by the 

clustered column chart, where Programming and Web 

Programming are consistently represented as the 

highest-performing areas, often exceeding the 90-point 

threshold. The chart also highlights the elevated 

baseline across all competencies. 
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Moreover, the low standard deviations observed in 

Multimedia (0.61) and Game Programming (0.86) 

point to a high degree of consistency within the cluster, 

indicating that the outstanding performance is not 

limited to a few individuals but is uniformly distributed 

among all students in the group. 

 

 
Figure 5 Clustered Column Chart cluster 3 

 

The initial description characterizes Cluster 3 as 

consisting of 10 students with moderate and balanced 

performance. It is noted that their overall performance 

tends to be lower than other clusters and that their 

scores in the Web Programming course are slightly 

lower than in other subjects. A detailed statistical 

analysis provides a quantitative perspective on this 

profile 

Based on the provided data for the 10 records in 

Cluster 3, the calculated mean and standard deviation 

(SD) are as follows: 

 

Table 4 Mean and Standard Deviation of cluster 3 

Competency Area Mean Standard  

Deviation 

(SD) 

Networking 84.57 2.79 

Game 

Programming 

84.55 0.88 

Multimedia 83.98 0.69 

Programming 83.80 1.89 

Web 

Programming 

81.54 1.81 

 

The statistical findings reinforce and elaborate 

upon the initial qualitative characterization of this 

cluster. 

The average scores across all competency areas 

fall within a relatively narrow range in the low-to-mid 

80s, supporting the classification of this group as 

exhibiting moderate performance compared to clusters 

with higher achievement levels. The data also 

substantiates the observation that Web Programming 

represents the weakest area within the group, with a 

mean score of 81.54—the lowest among all subjects. 

While the performance profile appears balanced, 

with four out of five means ranging closely between 

83.80 and 84.57, subtle variations are present. The 

highest levels of achievement are observed in 

Networking and Game Programming, suggesting these 

areas as relative strengths. 

Notably, the group demonstrates exceptional 

consistency in Multimedia (SD = 0.69) and Game 

Programming (SD = 0.88), indicating a high degree of 

uniformity in student performance within these 

subjects. Conversely, the greatest variation is found in 

Networking (SD = 2.79), suggesting a wider disparity 

in skill levels in this domain. 

These patterns are visually reflected in the 

clustered column chart, which illustrates the close 

grouping of most scores within the 80–85 range—

highlighting the balanced nature of the group’s 

performance. The comparatively lower scores in Web 

Programming are also clearly depicted in the chart, 

consistent with the statistical summary. 

 

 
Figure 6 Clustered Column Chart cluster 4 

 

Cluster 4 students with above average 

performance. This cluster consists of 18 students with 

slightly higher than average performance, especially in 

Programming courses. This cluster is the cluster with 

the largest number of studentsThe initial description 

characterizes Cluster 4 as the largest group, consisting 

of 18 students with "above average" performance. A 

particular strength in Programming courses is also 

highlighted. A detailed statistical analysis provides 

quantitative evidence to support and elaborate on this 

profile. 

Based on the provided data for the 18 records in 

Cluster 4, the calculated mean and standard deviation 

(SD) are as follows: 

 

Table 5 Mean and Standard Deviation of cluster4 

Competency Area Mean Standard  

Deviation 

(SD) 

Web 

Programming 

86.16 1.57 

Programming 86.03 1.84 

Multimedia 83.71 0.52 

Game 

Programming 

83.50 1.06 

Networking 83.44 1.38 

 

The statistical analysis offers a deeper insight into 

the "above average" profile initially associated with 

this cluster. 

The observed strengths are clearly supported by 

the data, with Programming (mean = 86.03) and Web 

Programming (mean = 86.16) emerging as the highest-
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performing areas. These figures confirm the group's 

strong inclination toward development-oriented 

competencies. 

An important characteristic of this relatively large 

cluster is its high level of internal consistency. The 

standard deviation for Multimedia is notably low at 

0.52, indicating that performance in this subject is 

nearly identical among all 18 students. Similarly, the 

low variability in other subjects suggests a generally 

stable and uniform skill profile across the group. 

This interpretation is further supported by the 

clustered column chart, which illustrates the 

consistency of student performance. Most bars fall 

within the 80–89 range, reinforcing the “above 

average” classification. In addition, the prominence of 

Programming and Web Programming scores—often 

among the highest for each student—visually aligns 

with the statistical summary. 

 

 
Figure 7 Clustered Column Chart cluster 5 

 

The initial description characterizes Cluster 5 as a 

group of 8 students with strengths in specific areas. It 

highlights that this cluster excels in Programming and 

Networking courses but is slightly lower in Game 

Programming courses. A descriptive statistical 

analysis provides quantitative details that confirm and 

refine this specialized profile. 

Based on the provided data for the 8 records in 

Cluster 5, the calculated mean and standard deviation 

(SD) are as follows: 

 

Table 6 Mean and Standard Deviation of cluster 5 

Competency Area Mean Standard  

Deviation 

(SD) 

Programming 88.45 1.42 

Web 

Programming 

88.17 1.77 

Networking 87.52 1.35 

Multimedia 83.29 0.94 

Game 

Programming 

83.20 1.49 

 

The statistical findings offer strong support for the 

initial qualitative assessment of this cluster. 

The group’s strengths are clearly reflected in the 

mean scores for Programming (88.45), Networking 

(87.52), and Web Programming (88.17), which are 

among the highest in the cluster. These results confirm 

the group’s solid proficiency in development-related 

areas, as initially described. 

The comparatively lower performance in Game 

Programming, with a mean score of 83.20, 

substantiates the earlier observation that this area 

represents a relative weakness within the cluster. 

Overall, the standard deviations across subjects 

are relatively low, particularly in Multimedia (SD = 

0.94), suggesting that the students in this cluster not 

only share similar strengths but also exhibit consistent 

patterns of performance, including their weaker areas. 

This interpretation is further supported by the 

clustered column chart, which illustrates consistently 

high scores in Programming, Networking, and Web 

Programming for the majority of the 8 students. The 

slightly lower bars for Game Programming are also 

clearly visible, aligning with the quantitative analysis. 

 

F. Clustering Evaluation 

In this study, accuracy evaluation was conducted 

to assess the effectiveness of the K-Means and Naïve 

Bayes algorithms in grouping and classifying student 

competencies. The clustering results using K-Means 

were evaluated through the Silhouette Score, which 

produced a value of 0.34889702766857306, indicating 

that the clustering results were in the moderate 

category. 

A moderate Silhouette Score likely reflects a 

combination of factors related to the data's nature and 

the methodology used. A primary reason could be the 

data's inherent structure, where the groups naturally 

overlap rather than being distinct and well-separated. 

Additionally, the chosen clustering algorithm, such as 

K-Means, may be ill-suited if the data's true clusters 

are non-spherical or have varying densities. Finally, 

the result may also be due to a suboptimal choice for 

the number of clusters (k), as this parameter heavily 

influences the clustering outcome. 

 

 
Figure 8 Silhoutte Score 

 

The silhouette score is used to evaluate the quality 

of data grouping in a cluster. If the silhouette score is 

close to +1, the data is considered to be in the correct 

or well-identified cluster. Conversely, if the score is 

close to 0, the data is likely to be on the border between 

two clusters, so there is potential for misplacement of 

the cluster. Meanwhile, a silhouette score close to -1 

indicates that the data is in the wrong cluster, because 

it is closer to another cluster than the cluster where it is 

currently located [15]. 
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The clustering results obtained show that the data 

has a fairly clear separation between one cluster and 

another, although there are still some data points that 

are close to the boundaries between clusters. This 

shows that although the clustering has been done well, 

there is still room to improve the quality of the 

separation between clusters to make it more optimal. 

Given the moderate performance and the inherent 

limitations of the primary algorithm, it is prudent to 

discuss alternative methods that could be explored in 

future work. For instance, Hierarchical Clustering 

offers the advantage of not requiring the number of 

clusters to be pre-specified, instead building a tree-like 

structure of nested clusters (a dendrogram) that can be 

insightful for understanding relationships at different 

levels of granularity, which is particularly useful if the 

data contains meaningful sub-groups. Alternatively, 

DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise) can identify arbitrarily shaped 

clusters and is robust to outliers, which it automatically 

flags as noise. This makes DBSCAN a strong candidate 

if the underlying data patterns are not spherical or if the 

dataset is known to contain anomalous data points. 

IV. CONCLUSIONS 

This study successfully implemented the K-Means 

algorithm to identify five distinct student competency 

patterns within the Informatics and Computer 

Engineering Education program at Universitas Sebelas 

Maret. The analysis revealed diverse student profiles, 

including a group of 'Elite High-Achievers' excelling 

in all areas, a specialized cohort of 'Development and 

Networking Specialists', and a large, stable group of 

'Consistent Moderates'. These findings demonstrate 

that K-Means is effective for uncovering meaningful, 

data-driven structures in student academic records 

without requiring initial labels. The practical 

implications of these findings are significant. The 

identified cluster profiles can form the foundation for 

a data-driven academic guidance system to help 

students make more informed decisions when 

choosing their area of concentration. Furthermore, 

these insights provide the study program with a 

valuable tool for curriculum evaluation and for better 

understanding the competency landscape of its student 

body. 

However, the study acknowledges key limitations. 

The clustering quality, as measured by the Silhouette 

Score, was moderate at 0.3489. This result suggests 

that while the clusters are distinct, they are not 

perfectly separated, likely due to the overlapping 

nature of student skills and the inherent tendency of K-

Means to prefer spherical clusters, which may not fully 

represent the complex distribution of academic 

competencies. The algorithm's effectiveness is also 

highly dependent on the selection of an optimal 

number of clusters (k) and its sensitivity to initial 

cluster centers. 

Based on these limitations, future research should 

explore the application of alternative clustering 

algorithms. Methods such as Hierarchical Clustering or 

DBSCAN could provide different perspectives, 

potentially identifying non-spherical patterns or nested 

sub-groups within the data. Further work could also 

involve enriching the dataset with non-academic 

features to create more holistic student profiles and 

developing the proposed recommendation system into 

a fully functional tool for academic guidance. 
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Abstract— The rapid advancement of technology has 

significantly impacted the field of education, particularly in 

providing broader and more efficient access to learning. 

One of the main problems in conventional learning systems 

is the limited access to learning materials, along with rigid 

schedules and physical constraints. This research was 

conducted to address these issues by developing a web-

based online learning system that offers greater flexibility 

and accessibility for students at Universitas Nahdlatul 

Ulama Indonesia (UNUSIA). The e-learning system was 

developed using the Laravel framework due to its stability 

and scalability. Key features include user authentication, 

class selection, access to learning materials, exams, 

payments, and certification. The system development 

followed the Rapid Application Development (RAD) 

methodology, which consists of requirement planning, 

system design using UML, iterative development with user 

feedback, and testing using black box and User Acceptance 

Testing (UAT) methods. The implementation resulted in a 

functioning system with main modules such as login, 

dashboard, class access, exams, and certificate pages. 

Based on the UAT results, the system achieved a user 

satisfaction score of 95.6%, indicating strong acceptance 

and effectiveness in enhancing students' learning 

experiences. This web-based learning system is expected to 

support a more interactive, adaptive, and effective learning 

process in today's digital era. 

Index Terms— E-learning; User Acceptance Testing;  

Laravel; RAD;  learning. 

I. INTRODUCTION 

Technological developments have brought 
significant changes to various fields, one of which is in 
the field of education [1][2]. The use of technology in 
education can be an important factor in improving 
student learning outcomes. Technology helps students 
understand subject matter more easily and also improve 
their skills [3][4]. Therefore, a learning system is 
needed that allows easy and flexible access from any 
location and at any time. In addition, this system should 
allow the selection of classes that suit the needs of each 
user[5]. In developing and building an e-learning 
system, it is important to adopt an effective and efficient 
approach to ensure the system functions optimally and 
according to the needs of its users. 

E-learning aims to create an electronic classroom 
that is equivalent to classes in formal education. The 
goal is to distribute learning materials in real-time, 
allowing students to immediately access the materials 
as they are uploaded [6]. Universitas Nahdlatul Ulama 
Indonesia (UNUSIA) can utilize e-course-based e-
learning to provide materials that are more specific and 
focused on the skills that students want to improve. By 
using e-course, students can choose materials that suit 
their own needs. Many universities have implemented 
various programs to assist students in acquiring their 
desired skills, including UNUSIA. As a lecturer and 
student at UNUSIA, the researcher is very enthusiastic 
in utilizing this technology and makes this university a 
case study in research. UNUSIA is a university located 
in Jakarta and currently continues to improve the 
quality of its educational services through an e-campus-
based e-learning platform. 

However, many students still face difficulties in 
accessing learning materials due to the limitations of 
traditional learning systems, which are often inflexible 
and constrained by time and location. The lack of 
integration between technology and students’ learning 
needs presents a major challenge in delivering effective 
and accessible education. Therefore, there is a need for 
an online learning system that can overcome these 
barriers and provide a more adaptive, flexible, and 
efficient learning experience. 

The e-learning system developed using the Laravel 
framework is expected to make an important 
contribution to education by improving their learning 
experience and helping students acquire the skills they 
need. Many students experience limited access to 
materials due to the existing curriculum, so they cannot 
achieve the desired abilities. Therefore, technology is 
needed that can provide a better learning experience for 
all students. Laravel framework is one of the reliable 
solutions to achieve this goal. 

The utilization of Laravel technology in the 
development of e-learning sites with RAD (Rapid 
Application Development) approach can accelerate the 
process of e-course system design. The RAD method is 
a model of the system development life cycle (SDLC) 
that emphasizes software development through shorter 
cycles [7]. This method is very helpful in shortening the 
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possibility of errors at the beginning in the creation and 
development of an e-course website system that uses 
the Laravel framework. 

Previous research on the creation of e-learning 
systems revealed a number of shortcomings. The first 
research conducted by Pamungkas & Raharja [8]  
showed that the method used was less flexible and time-
consuming because it prioritized the interface and the 
limited technology used. The second study by Prianto 
& Septanto [9] used the waterfall method , but the 
results were ineffective because the technology chosen 
was old technology that was no longer relevant to the 
latest developments. The third study conducted by 
Widyawati, et al [10] also showed weaknesses, where 
the technology used was a less recent version and the 
method applied was the waterfall method, which is 
considered less efficient because it is an outdated 
software development method. 

This research aims to design, implement, and 
evaluate a web-based e-learning system by applying the 
Rapid Application Development (RAD) method and 
the Laravel 10 framework, in order to enhance learning 
flexibility and accessibility for students at Universitas 
Nahdlatul Ulama Indonesia (UNUSIA). The system 
includes various features such as user authentication 
(login and registration), transaction processing, class 
access and management, user account management, 
online exams, certificate generation, and support for 
multiple payment methods. 

The development of this e-learning platform is 
essential to improve educational accessibility through 
an online environment. With e-learning, students can 
study flexibly and independently, overcoming 
geographic and time-related constraints commonly 
encountered in traditional education. Furthermore, e-
learning enables the delivery of diverse classes and 
programs tailored to students' individual needs, thereby 
significantly enhancing the inclusiveness and 
effectiveness of higher education. 

II. METHODOLOGY 

 The methodology used in the design of a web-based 

online learning platform with the RAD method and 

Laravel 10 using the system development method is 

applied using the RAD (Rapid Application 

Development) approach. Model of several System 

Development Life Cycle (SDLC) models. RAD is an 

information system development method that has a 

short development time, so it is considered suitable to 

be applied in the development of this system [11] The 

design of this method involves several stages of system 

development. 

 

Fig. 1. RAD Development Cycle 

A. Requirements Planning 

This stage is the initial phase of system 

development, where problems are identified and data 

collection is conducted to define the system’s goals[12]. 

In this study, data was collected through interviews and 

questionnaires involving 20 students and 2 academic 

staff members at Universitas Nahdlatul Ulama 

Indonesia (UNUSIA). The aim was to gather 

information regarding current obstacles in learning 

processes and understand the specific features users 

expect from an e-learning platform.  

The results of this requirements analysis revealed 

several key needs, including easy login and registration 

processes, flexible course access, online payments, 

automated certificate generation, and a user-friendly 

interface. These identified needs became the foundation 

for the design and development of the system and were 

validated during subsequent phases of the RAD 

methodology. 

B. System Design 

This system design stage utilizes the Unified 
Modeling Language (UML) to create the proposed 
design and prototype. This design will later be 
implemented and used by the decision support team in 
the system. In this process, programmers and analysts 
work together to build and display visualizations of user 
designs and workflows [13]. Some of the diagrams used 
include case diagrams, activity diagrams, and class 
diagrams. The following is an explanation of each 
diagram designed for this system: 

The use case diagram illustrates the three main 
actors in the system—Admin, Author, and User—and 
describes their interactions with the system. It presents 
the activities or functionalities that each actor can 
access, thereby helping to clarify user workflows and 
the system's primary features. The use case diagram for 
this system is shown in Figure 2.  

 

Fig. 2. Use Case E-Learning 

The activity diagram is used to model the workflow 
of activities within the system. It provides a visual 
representation of the process flow from start to finish, 
including decision points and branching conditions that 
may occur. This diagram helps in understanding the 
logical sequence of operations and the interactions that 
take place at each stage of the system. The activity 
diagram for this system is presented in Figure 3. 
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Fig. 3. Activity Diagram E-Learning 

The class diagram represents the static structure of 
the system, including classes along with their respective 
attributes, methods, and interrelationships. This 
diagram facilitates a better understanding of the 
system’s data structure and the interactions between its 
components, serving as a foundation for the 
development of business logic and data models during 
the implementation phase. The class diagram for this 
system is presented in Figure 4. 

 

Fig. 4. Class Diagram E-Learning 

Figure 4 illustrates the class diagram of the e-learning 

system, which shows the static structure of the system, 

including its main classes, attributes, methods, and 

relationships. At the top of the hierarchy is the User 

class, which contains general attributes such as userId 

and name, along with basic methods like register() and 

login(). This class is inherited by three subclasses: 

Admin, Author, and Student. These subclasses do not 

define their own attributes explicitly in the diagram, as 

they inherit the common attributes from the User 

superclass. Instead, each subclass introduces specific 

methods relevant to their respective roles. 

The Admin class includes methods to manage users 

and courses, the Author class contains methods to 

create and update courses, and the Student class is 

responsible for handling payments, enrolling in 

classes, and submitting assignments. The diagram also 

displays associations between other entities such as 

Class, Payment, Assignment, Quiz, Grade, and 

Certificate, each with relevant attributes and functions. 

Relationships like makes, enrolls in, receives, and 

contains help illustrate how the classes interact with 

one another throughout the learning process. 

C. Development 

The third stage in RAD is evaluating user feedback. 

This evaluation includes features, functions, visuals, 

and interfaces of the program being developed by the 

development team [14]. At this stage the programmer 

has done the coding for the system that has been 

designed. 

D. Implementation 

The last stage is system implementation, including 

system evaluation to ensure that the system can 

function properly and meet needs [15]. At this stage, 

various testing methods are applied, such as black box 

testing to verify functionality without examining 

internal structures, and User Acceptance Testing 

(UAT) to confirm the system's usability and alignment 

with user expectations. Additionally, this phase may 

involve deploying the system in a real-world 

environment, providing user training, and gathering 

feedback for any necessary refinements. 

III. RESULT 

At this stage, researchers display the results of the 

system design in the form of a web page display that 

includes login, dashboard, main page, course, payment, 

exam, and certificate features. System testing is carried 

out using the black box method and User Acceptance 

Testing to ensure the functionality of each feature. The 

following is a more detailed explanation of each 

display. 

A. Login Page 

The login page is the user's initial access point to the 

system, where they enter their email and password. This 

page validates the credentials to ensure they match the 

stored data in the database. If the login is successful, the 

user is redirected to the main dashboard, where they can 

access system features based on their role and 

permissions. In cases where the credentials are invalid, 

the system displays an error message, prompting the 

user to re-enter their details or reset their password. 

Additional security measures can also be implemented 

to enhance protection against unauthorized access. 
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Fig. 5. Login Page Display 

B. Dashboard Page 

The dashboard is the page after login that is 

designed to provide a summary of important 

information and quick access to key features. The 

dashboard displays statistics, notifications, and 

navigation to various parts of the system such as 

courses, payments, and exams, making it easy for me to 

get an overview and quickly access the features I need. 

 

Fig. 6. Dashboard Page Display  

C. Home Page 

The home page is a landing page that I designed as 
a starting point for system introduction. This page 
presents the main information about the system, key 
features, and easy navigation to other important 
sections. The goal is to give a good first impression and 
make it easier for users to explore the various features 
available. 

 

Fig. 7. Home Page Display 

D. Payment Page 

The payment page is the section where users can 
make transactions and payments for the courses they 
choose. This page uses Midtrans as a payment tool to 
facilitate secure and easy transactions. Users can select 
available payment methods, enter payment details, and 

complete the transaction with an integrated and secured 
process. 

 

Fig. 8. Payment Page Display Using Midtrans 

E. Learning page 

The learning page allows users to access the course 
materials and modules they have purchased. Here, I 
provide navigation to various sessions or course topics, 
complete with learning materials and interactive tools. 
This page is designed to make it easier for users to 
follow and complete the course efficiently. 

 

Fig. 9. Course Learning Page Display 

F. Exam Page 

The exam page is for multiple-choice tests 
accessible only after all class material is completed. It 
ensures participants finish all sessions before 
attempting the exam, reinforcing mastery of the 
material. 

 

Fig. 10. Exam Page Display 

G. Certificate Page 

The certificate page is where users can view and 
download certificates after completing the exam with a 
score of 60 or above. After passing the exam, a 
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certificate will be generated and displayed on this page 
as proof of user achievement. This page is designed to 
make it easy for users to quickly access their certificate 
and ensure that they can save or print the certificate as 
official documentation. 

.  

Fig. 11. Certificate Page Display After Exam Completion 

H. Black box testing and user Acceptance Testing 

This software testing focuses on evaluating the 
functionality of the system by checking whether the 

system features work as expected. This process is 
performed based on various predefined input and output 
scenarios. This approach is known as black box testing, 
where the test only looks at the result without 
examining or accessing the source code. 

The main goal of this testing is to ensure that every 
function in the system works according to predefined 
specifications. It also seeks to identify any bugs or 
discrepancies that may occur in the system's 
performance. The validation includes the input process, 
workflow, and results provided by the system, to ensure 
compliance with user needs and expectations. 

The final stage of testing involves User Acceptance 
Testing (UAT), where end users test the system to 
ensure that the software meets their needs and 
expectations. UAT aims to ensure the system is ready 
to be used in real conditions, according to the user's 
desired specifications. 

 

 
TABLE I Black Box Testing Website E-Learning 

 
No Testing Test Case Expected Results Test Results Conclusion 

1. Login Page 
Enter email and 

password 
Successfully logs into the system Matches Valid 

2. Dashboard View 
Verify dashboard 

display 

The dashboard is displayed with 

all elements 
Matches Valid 

 

3. 
Main Page View Access the main page 

The main page displays text and a 

list of classes 
Matches Valid 

 

4. 
Payment Page View Display payment page 

The payment page displays 

payment method 
Matches Valid 

 

5. 
Class Access Page 

View purchased 

classes and gain access 

The page shows purchased classes 

and confirms successful payment 
Matches Valid 

6. Class Exam Page Display class exams 
Shows exams input by admin or 

authors 
Matches Valid 

7. Certificate Page 
Display certificates 

based on classes 

Shows certificates corresponding 

to classes and user grades 
Matches Valid 

 Table 1 displays the results of black box testing 

conducted on the e-course system to verify whether 

each core feature functions according to its intended 

specifications. The testing involved simulating typical 

user actions and observing system responses without 

examining the internal code. Seven test cases were 

evaluated, covering the login process, dashboard 

display, main page access, payment processing, class 

access, exam functionality, and certificate generation. 

All features produced the expected results and matched 

the defined output scenarios, resulting in a conclusion 

of "Valid" for each case. These results indicate that the 

main components of the system function correctly and 

are ready for real-world use. 

TABLE II UAT Question Items for Assessing E-Course 

Usability 

 

No 
Question 

Code 
Statement 

1 Q1 I find the e-course website easy to use. 

2 Q2 
I find the interaction system on the e-

course website to be simple. 

3 Q3 
I find that many features on the e-course 

website are easy to remember. 

4 Q4 

I find that the e-course website requires a 

reasonable amount of time to complete 

tasks. 
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5 Q5 
I find it easy to understand how to use the 

e-course website. 

6 Q6 
I find that errors frequently occur while 

using the e-course website. 

7 Q7 
I am satisfied with the e-course website's 

ability to meet my needs. 

8 Q8 
I find it easy to learn how to use the e-

course website. 

9 Q9 
I find it difficult to use the e-course 

website. 

10 Q10 
I am confident that I can use the e-course 

website effectively. 

 
 Table 2 presents the list of statements used in the 

User Acceptance Testing (UAT) to evaluate the 

usability and user satisfaction of the e-course website. 

Each item is designed to measure different aspects of 

user experience, such as ease of use (Q1, Q5), interface 

simplicity (Q2), memorability of features (Q3), task 

efficiency (Q4), and system reliability (Q6). 

Additionally, the questionnaire assesses user 

satisfaction (Q7), learnability (Q8), perceived 

difficulty (Q9), and user confidence (Q10). The 

combination of positive and negatively worded 

statements ensures a more balanced evaluation, 

helping to identify both strengths and potential 

usability issues in the system from the end-user 

perspective. 

 
 

TABLE III E-Learning UAT Calculation Results 

 

No. 
Answer Scores from UAT Results 

Total Score Average | Percentage% 
SS S N TS STS 

Q1 15 5 0 0 0 95 4.75 95% 

Q2 15 5 0 0 0 95 4.75 95% 

Q3 16 3 1 0 0 95 4.75 95% 

Q4 17 2 1 0 0 96 4.8 96% 

Q5 16 4 0 0 0 96 4.8 96% 

Q6 17 3 0 0 0 97 4.85 97% 

Q7 18 1 1 0 0 97 4.85 97% 

Q8 17 2 1 0 0 96 4.8 96% 

Q9 16 2 2 0 0 94 4.7 94% 

Q10 16 3 1 0 0 95 4.75 95% 

Average = (Total Percentage / Total Questions) 95.6% 

  

 The results of the User Acceptance Testing (UAT), 

as presented in Table 3, indicate a high level of user 

satisfaction with the e-course system. A total of 20 

respondents were involved in the testing process, 

selected purposively from active students at 

Universitas Nahdlatul Ulama Indonesia (UNUSIA) 

who were directly involved in using the system during 

the trial phase. This number was determined based on 

time constraints, resource availability, and access to 

representative end users during development. The 

UAT consisted of ten statements evaluated on a 5-point 

Likert scale, ranging from Strongly Disagree (STS) to 

Strongly Agree (SS). The responses showed 

consistently high ratings, with most questions 

receiving scores of 95% or higher. The highest scores 

were observed in Q6 and Q7 (97%), indicating strong 

user agreement on system reliability and satisfaction. 

The lowest, Q9 (94%), still reflects a high acceptance 

level despite minor difficulties. The overall average 

satisfaction score reached 95.6%, confirming that the 

system is user-friendly, functional, and ready to be 

deployed in a real educational environment 
 

IV. CONCLUSIONS 

This study concludes that the implementation of a 

web-based online learning platform using the Rapid 

Application Development (RAD) method and the 

Laravel framework has successfully achieved the 

research objectives. The system has been implemented 

with core features such as user authentication, class 

access, payment, assessment, and certificate 

generation. Through black box testing and User 

Acceptance Testing (UAT) with 20 student 

respondents, the system demonstrated high functional 

reliability and user satisfaction, with a satisfaction rate 

of 95.6%. These results indicate that the system is 

capable of supporting a self-directed, flexible, and 

accessible learning experience for students at the 

Nahdlatul Ulama University of Indonesia (UNUSIA). 

Despite its effectiveness, the current version of the 

system has some limitations. The system lacks real-

time communication features such as discussion 

forums or video conferencing, and user testing was 

limited to a relatively small sample. Future work may 

involve expanding the system with interactive features, 

broader user testing, integration with mobile platforms, 
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and the use of AI to provide adaptive learning 

pathways. These improvements will further enhance 

the platform's usability, scalability, and relevance in 

meeting evolving educational needs. 
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Abstract— This study examines the relationship between 

academic performance and sleep quality among 

Undergraduate Informatics students from the 2022 class. 

Examining math001 scores and Pittsburgh Sleep Quality 

Index (PSQI) data, the analysis reveals a diverse range of 

performance in math001, with a notable concentration of 

students reporting good sleep quality. Covariance and 

correlation matrices suggest an inverse relationship 

between PSQI scores and exam performance, indicating 

that better sleep quality may be associated with higher 

exam scores. Shape measure analysis further emphasizes 

the prevalence of good sleep quality among students. 

However, residual tests unveil challenges such as 

heteroscedasticity and autocorrelation, cautioning 

against overinterpretation of the regression model. The 

GLS model reveals a significant negative correlation 

between PSQI scores and exam performance, offering 

valuable insights into the potential impact of sleep quality 

on academic outcomes. This study contributes to 

understanding the complex dynamics between sleep 

quality and academic achievement, acknowledging the 

need for nuanced interpretation and consideration of 

underlying statistical assumptions. 

Index Terms— PSQI ; sleep quality; math001 ; exam 

score, academic performance. 

I. INTRODUCTION 

Quality sleep is crucial for human health, impacting 
learning, physical, and mental well-being. [1]. The 
recommended sleep duration for teenagers and adults is 
7 to 9 hours.[2] Sleep benefits neural processing, 
influencing insight, motor skills, perception, and 
visualization.[2]. It also preserves emotional well-being 
and cognitive functions. [3]; [4]. 

Sleep quality is the individual's satisfaction with 
aspects like efficiency, latency, duration, and waking 
conditions. [5]. Influenced by lifestyle, environment, 
work, health, social life, economy, and stress [6]It's also 
affected by diet, physical activity, and genetics. [7]. 

Optimal sleep positively impacts students' 
neurocognitive abilities, enhancing memory and 

problem-solving [8]. Sufficient sleep correlates with 
innovative problem-solving, leading to better academic 
performance. [9]. Good sleep quality, indicated by 
PSQI > 5, is linked to positive TEOG exam results in 
medical students. [10]. Research reveals no significant 
difference in sleep quality between students with 
varying academic performance levels. [6].  Similarly, 
poor sleep behavior doesn't correlate with academic 
success. [11]. 

This study aims to prove the following hypothesis: 
Students with better sleep quality will have higher 
math001 exam scores than students with poor sleep 
quality. In other words, sleep quality is directly 
proportional to math001 exam scores. 

Mayor hypothesis 

H0: Students’ sleep quality does not affect their 
math001 exam scores. 

H1:  Students’ sleep quality affects their math001 exam 
scores. 

 
Minor hypothesis 1 

H0: Students’ average PSQI score is less than 5. 
H1: Students’ average PSQI score is equal to or greater 

than 5. 
 
Minor hypothesis 2 

H0:  Students’ average aggregate math001 exam score 
is less than 55. 

H1:  Students’ average aggregate math001 exam 
score is greater than or equal to 55. 

II. METHODOLOGY 

A.  Sleep Quality 

Sleep quality, measured by variables like sleep 

efficiency, latency, and wakefulness after sleep onset, 

is vital for overall health and well-being [5]. In the 

realm of neurophysiological states, sleep plays a 
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critical role in learning, memory, and cognitive 

processing. Studies on sleep deprivation highlight 

substantial impairments in cognitive processing, 

impacting the acquisition and integration of 

information in the brain [12]. Sleep deprivation not 

only leads to decreased performance in thinking and 

behavior but also poses health risks, increasing the 

likelihood of traffic accidents. Furthermore, it 

diminishes the positive effects of sleep on cognitive 

processes such as learning and creativity [13]. 

 

B. Exam Scores as a Measure of Performance 

Exams are one of the most commonly used 

performance measurement methods in education. 

Exams objectively assess students' understanding, 

mastery of subject matter, and cognitive abilities [14].        

In addition, exams can reflect the extent to which 

students have understood and mastered the material. 

This allows instructors and educational institutions to 

evaluate the effectiveness of teaching methods and 

curricula. [15].  

C. Relationship between Sleep Quality and Academic 

Performance 

Several studies emphasize the crucial role of sleep 

quality in shaping academic and work performance. 

Poor sleep quality is often linked to subpar academic 

performance, while good sleep quality, coupled with 

sufficient duration and consistency, tends to correlate 

with improved academic outcomes. [6];[16]. 

Academic performance, measured by grades 

obtained in lectures, is considered a reflection of sleep 

quality. Studies propose a direct proportionality 

between sleep quality and student grades. [16]; [17]. 

Research on college students consistently shows 

that better sleep quality, longer duration, and greater 

consistency contribute to enhanced academic 

performance.   A   study at   MIT   by   Okano and 

colleagues (2019) revealed a positive correlation 

between improved sleep factors and better grades. 

Similarly, research conducted at NUS College in 

Singapore by [18] Demonstrated a significant 

association between poor sleep quality, insufficient 

sleep, and lower academic performance. 

D. Pittsburgh Sleep Quality Index 

The Pittsburgh Sleep Quality Index (PSQI) is a 

self-reported questionnaire that assesses sleep quality 

and disturbances over time. PSQI is designed to 

evaluate the overall sleep quality of the subject. Each 

of the questionnaire’s   19   self-reported items is 

divided into one of seven categories: subjective sleep 

quality, sleep latency, sleep duration, habitual sleep 

efficiency, sleep disturbances, use of medications, and 

daytime dysfunction. 

The possible total sum of PSQI is 21, with higher 

results meaning worse sleep quality and vice versa. In 

other words, better sleep quality is indicated by lower 

PSQI scores. The general guidelines for PSQI index 

scores are as follows: 

0–4 = Good sleep quality 

5–10 = Poor sleep quality 

With   values   over   10   indicating   worse sleep 

quality. 

 

This research utilizes quantitative methods through 

questionnaires, which will be distributed to the 

Undergraduate Informatics students, class of 2022. 

Who are enrolled in a Math001 course during the even 

semester of 2023 

E. Research Participants 

The participants of this study are limited to the 

Undergraduate Informatics students class of 2022 who 

have taken Math001 in their second semester   (even 

semester of 2023). Participation in this study will be 

conducted through publicly accessible questionnaires, 

which will be provided in the form of Google Forms 

and distributed accordingly.  The UMN Informatics 

students' class of 2022 is chosen as the object of this 

study as they are within close reach of the researchers, 

thus making it easier to collect data. The population of 

this research is limited to the Undergraduate 

Informatics students, class of 2022, which consists of 

300 students. In order to satisfy the minimum 

percentage of samples (30% of the population), 

researchers must obtain at least 90 responses from the 

questionnaire. 

The data acquired from the questionnaires amounts 

to 100 respondents, with 94 out of the 100 being valid, 

processable responses. The number of valid data is 

sufficient to satisfy the 30% minimum sample 

requirement, as 94 results in 31,33% sample 

percentage. 

F. Research Procedure 

Before analyzing the collected data, researchers 

must perform residual tests using a normality test, a 

homoscedasticity test, and autocorrelation tests. The 

normality test uses the Shapiro-Wilk Test. [19]The 

homoscedasticity test is used for the Constant-error 

variance test using the Breusch-Pagan Test. [20] , and 

the autocorrelation test uses the Durbin-Watson Test 

[21]. All three residual tests will be done in R using 

the related functions. All residual test results need to 

show acceptance of H0 

The following hypotheses are set for the residual 

test: 

NormalityTest 

• H0: Data is distributed normally. 

• H1: Data is not distributed normally.  
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Homoscedasticity Test 

• H0: Data is Homoscedastic. 

• H1: Data is Heteroscedastic 

Autocorrelation test 

• H0: Sleep quality and math001 exam scores are 

not autocorrelated. 

• H1: Sleep quality and math001 exam scores are 

autocorrelated. 

The math001 exam scores acquired from the 

questionnaires are then aggregated into a single 

numeric index using the following equation: 

math001 score index = (mid exam score) * 0.43 + 

(final exam score) * 0.57  (1) 

This equation is by the scoring guidelines of UMN, 

modified to disregard students’ assignment scores 

G. Data Collection 

The sampling technique researchers use in this 

research is Simple Random Sampling, which is a 

method of drawing samples from a population or 

universe in a particular way so that each member of 

the population has an equal chance of being selected 

or taken (Kerlinger, 2006). To implement this 

technique, the researcher created a survey in the form 

of a questionnaire using   Google   Forms, which 

consists of questions related to the hypothesis that the 

researchers have set, then distributed the questionnaire 

to   Undergraduate Informatics student class of 2022 

through online chat applications, social media, and 

manually by asking people to scan the QR code that 

will lead to a google form to fill out the same 

questionnaire. 

H. Data Analysis and Equations 

In this research, the mean is used to provide a 

central measure of   UMN   Informatics students' 

math001 exam scores, offering an average 

performance that reflects the typical score in the class 

of 2022. The median is employed as a less sensitive 

measure of central tendency, particularly useful in 

handling outliers or skewed data. Variance and 

standard deviation are analyzed to understand the 

spread and consistency of math001 exam scores, 

while quartiles help explore the distribution among 

different levels of academic achievement. 

Skewness and kurtosis assess the asymmetry and 

shape of the exam score distribution, providing 

insights into systematic biases and concentration 

around the mean. Covariance and Pearson correlation 

examine the relationship between sleep quality and 

exam scores, indicating whether changes in one 

variable correspond to consistent changes in the other. 

The Shapiro-Wilk test assesses the normality of sleep 

quality and exam score distributions, ensuring the 

validity of subsequent analyses. 

The Breusch-Pagan test investigates 

heteroscedasticity in exam scores based on varying 

levels of sleep quality, crucial for robust regression 

analysis. The Durbin-Watson test explores potential 

autocorrelation in residuals, maintaining the 

independence assumption of the regression model. T-

tests evaluate the significance of differences in mean 

exam scores between groups with different sleep 

quality levels. 

For the study's regression model, the Generalized 

Least Squares (GLS) model is chosen due to its 

suitability in handling heteroscedasticity and correlated 

errors, accommodating weighted observations, and 

considering potential correlations between sleep 

quality and other factors. This makes GLS well-suited 

for capturing the intricate dynamics influencing 

academic performance among Undergraduate 

Informatics students in the class of 2022 

I. PSQI 

The Pittsburgh Sleep Quality Index (PSQI) is the 

chosen tool for assessing the sleep quality of 

Undergraduate Informatics students from the class of 

2022. Recognized for its reliability, the PSQI captures 

various dimensions of sleep patterns through 

components like subjective sleep quality, sleep latency, 

sleep duration, habitual sleep efficiency, sleep 

disturbances, and daytime dysfunction, offering a 

comprehensive overview of sleep quality.  Lower PSQI 

scores indicate better sleep quality. Before the primary 

data collection, a pre-test of the adapted PSQI 

questionnaire will be conducted with a small sample of 

informatics students. This pre-test aims to identify and 

address any potential clarity, wording, or 

comprehension issues. Feedback from the pre-test 

participants will inform refinements to the 

questionnaire, ensuring its effectiveness and reliability 

in capturing relevant data. Once finalized, the 

questionnaire will be uploaded to Google Forms for 

distribution to the target population 

J. Research Limitations 

This research may be limited by the self-reported 
nature of the sleep quality data. Additionally, this 
research may be limited by the fact that it only includes 
Undergraduate Informatics students from the class of 

2022, who are enrolled in a Math 001 course during 
the even semester of 2023. This research may also be 
limited by the fact that the timeframe of this research is 
limited to 6 weeks, from October and November 2023 

K. Research Tools 

In this research, researchers used several 

applications to facilitate the process of collecting, 

processing, and analyzing sample data, including 

RStudio, Google Forms, and Microsoft Excel. A 

questionnaire is created using Google Form and 

distributed it to obtain data from the respondents, the 
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data is then downloaded in spreadsheet format so that 

it can be accessed using the Microsoft Excel software 

to make it easier for the researchers to process the 

data, and grouped the data to facilitate the data 

analysis process in the RStudio application. 

Microsoft   Excel is a software program that allows 

users to process and calculate numerical data. After the 

data was collected, processed, and processed, the 

researchers analyzed the data to obtain the desired 

statistical results using the RStudio application. 

RStudio is a software program used to statistically 

analyze and display data in the form desired by the user. 

III. RESULT AND DISCUSSION 

A. Central Tendency and Spread Analysis 

The following images are the results of the syntax run 
in  RStudio to calculate central tendency and spread 
measures for the exam scores. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Central Tendency, Spread, and Boxplot of Math01 Exam 

Score using R-studio 

Undergraduate Informatics students from the 

class of 2022 had a mean math001 exam score of 

65.02, with a slightly higher median of   66.705,   

indicating a potential negative skewness in the score 

distribution. The mode was 62.29, suggesting a 

significant number of students achieved this score. The 

variance and standard deviation were relatively high at 

290.9151 and 17.05623, respectively, indicating 

notable variability in scores. Examining quartiles 

revealed a 25% quantile (Q1) of 54.7725, a 75% 

quantile (Q3) of 78.653, and an interquartile range 

(IQR) of 23.8625, highlighting a substantial range in 

students' performance within the middle 50% of the 

distribution. 

 

Fig. 2. Central Tendency, Spread, and Boxplot of Math01 PSQI 

Score using R-studio 

 The undergraduate Informatics Students class of 
2022 had an average Pittsburgh Sleep Quality Index 
(PSQI) score of approximately  6.48,  with a median of 
6, suggesting a centered distribution of sleep quality. 
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The most frequently reported score was 5, indicating a 
concentration of students at this level. The variance and 
standard deviation were 9.004919 and 3.00082, 
respectively, indicating notable variability in sleep 
quality scores. Quartile analysis revealed a 25% 
quantile (Q1) of 4 and a 75% quantile (Q3) of 8, with 
an interquartile range (IQR) of 4, depicting the spread 
of sleep quality within the central 50% of the 
distribution. 

B. Covariance and Correlation 

The presented image displays the covariance matrix 
and Pearson's correlation coefficient matrix between 
PSQI scores and students' exam scores. The covariance 
matrix indicates a high variance in exam scores 
(approximately 290.9) and moderate variance in PSQI 
scores (approximately 9.00). 

Fig. 3. Covariance and Correlation 

  The covariance between the two variables is 
approximately -16.51, suggesting an inverse 
relationship: lower PSQI scores tend to correspond 
with higher exam scores. The correlation coefficient 
matrix reveals a Pearson's correlation coefficient of 
approximately -0.323, indicating a weak negative 
linear correlation between sleep quality and exam 
scores. This implies that as sleep quality improves 
(lower PSQI), there is a tendency for exam scores to 
increase 

C. Shape Measure Analysis 

The following are the results of shape measure 

analysis, PSQI Histogram, and Overall Score 

Histogram. 

 
 

Fig. 4. Shape measure analysis using R programming 

 

 

 

Fig. 5. Histogram PSQI of Math001 Exam Scores 

 

Fig. 6. Histogram of Math001 Exam Overall Score 

The PSQI score data shows positive skewness 

(0.7568865) and high kurtosis (3.347485), 

indicating a left-leaning distribution and a 

concentration of scores below 5.  This suggests that 

Undergraduate students generally have good sleep 

quality. The overall score data for math001 subjects 

exhibits negative skewness (-0.3684753) and 

platykurtic kurtosis (2.524035), indicating a right-

leaning distribution with scores tending to be above 

50. This implies that Undergraduate Informatics 

students from the class of 2022 have a diverse range 

of scores. 

D. Residual Analysis 

The following are the results of the residual test in 

the form of a normality test, Generalized Least Model 

(GLM), and Partial Regression Plot Analysis. 

1) Normality Test 

Fig. 7. Normality test of Math001 Exam Scores 
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The Shapiro-Wilk Normality Test in Figure 7 was 

conducted on Undergraduate Informatics Students' 

Math001 exam grades Class of 2022 with a resulting 

W-statistic of 0.97866 and a p-value of 0.1274. Given 

a significance level (alpha) of 0.05, the p-value 

exceeded this threshold. Consequently, the null 

hypothesis indicating a normal distribution of exam 

grades was accepted. This suggests that there is 

insufficient evidence to claim a significant departure 

from normality, and researchers can reasonably 

assume that the data is approximately normally 

distributed. 

 

Fig. 8. Normality Test of PSQI Scores 

The Shapiro-Wilk test on PSQI scores for 

Undergraduate Informatics students (Class of 2022) 

yielded a W statistic of 0.94478 and a p-value of 

0.0005975, indicating a significant departure from 

normality. However, considering the sample size, if 

it exceeds 30, the study may proceed with parametric 

statistical methods. The larger sample size mitigates 

the impact of minor deviations from normality, 

aligning with the Central Limit Theorem, and allows 

for reasonable use of parametric analyses despite the 

departure indicated by the test. 

 

 

 

 

 

 

 

 

 

Fig. 9. Q-Q Plot of PSQI with Normal Area Highlighted in Blue 

Fig. 10. Q-Q Plot of Math001 Exam Scores with Normal Area 

Highlighted in Blue 

The plots above illustrate the distribution of 

PSQI and exam scores. The PSQI plot suggests some 

data points outside the normal zone, indicating a 

departure from normality. However, given a sample 

size exceeding 30, it is assumed the data 

approximates a normal distribution, allowing for 

subsequent tests. In contrast, the exam scores q-q plot 

shows all data within the normal zone, confirming a 

normal distribution. 

 

2) Homoscedasticity Test 

The Breusch-Pagan test is used to check for 

heteroscedasticity, which means the variability of the 

residuals is not constant across all levels of the 

independent variable(s). 

Figure 11. shows the results of a Breusch-Pagan 

test done to test for homoscedasticity. The value of the 

BP is 9.611, with a degree of freedom of 1, and 

yielding a p-value of 0.001934. 

Fig. 11. Homoscedasticity Test for Constant-error variance 

The small p-value suggests evidence against 

homoscedasticity in the residuals. Therefore, the null 

hypothesis of homoscedasticity is rejected, and the 

residuals of the data are indicated to be heteroscedastic 

3) Autocorrelation Test 

The Durbin-Watson test is used to check for 

autocorrelation in the residuals, which is a violation 

of the assumption of independence of residuals. 

Fig. 12. Autocorrelation Test results 

Figure 12 shows the results of a Durbin-

Watson test done to test for autocorrelation in the 

residuals. The value of the DW is 1.2908, with a p-

value of 0.0001202. The results indicate that the 

residuals sit against the null hypothesis of non-

autocorrelation. Therefore, the residuals of the 

variables are autocorrelated. 

 

E. T-test 

A t-test is a statistical hypothesis test used to 

determine if there is a significant difference between 

the means of two groups. It's particularly useful when 

dealing with small sample sizes or when the 

population variances are unknown. A one-sample t-

test is a statistical hypothesis test used to determine if 

the mean of a single sample is significantly different 

from a known or hypothesized population mean [22]. 
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Fig. 13. T-test Results 

The t-value indicated in the t-table for alpha = 

0.05 and df = 93 is 1.6614. This means that t-values 

greater than 1.6614 or less than -1.6614 suggest strong 

evidence against the null hypothesis, thus allowing for 

the null hypothesis to be rejected. In the t-test above, 

both PSQI and exam score t-tests result in t-values 

greater than 1.6614, with the t-value for the PSQI t-test 

sitting at 4.7776 and the t-value for the exam score t-

test sitting at 5.6976. 

Based on the t-test above, it can be concluded 

that the mean PSQI score data is 6.48, showing that 

UMN   Informatics students enrolled in   math001 

courses on average have poor sleep quality. The mean 

of the math001 overall score is 65, showing that 

Undergraduate Informatics students enrolled in 

math001 courses on average have passed the math001 

subject. 

The t-test results for PSQI indicate that the null 

hypothesis, which states students’ average PSQI score 

is less than 5, can be rejected, meaning that students’ 

average PSQI is above 5, indicating poor sleep quality. 

The t-test results for exam scores indicate that the 

null hypothesis, which states students’ average 

aggregate math001 exam score is less than 55, can be 

rejected, meaning that on average, students’ average 

aggregate math001 exam scores are greater than 55, 

thus, on average, students pass the math001 course. 

 

F. Regression Model 

A regression model is a statistical tool used to 

establish and analyze the relationship between a 

dependent variable (also known as the outcome, 

response, or target variable) and one or more 

independent variables (also called predictors or 

explanatory variables). Regression analysis is the 

statistical method used to determine the structure of a 

relationship between two variables (single linear 

regression) or three or more variables (multiple 

regression). The simple regression model for the data is 

as follows. 

Fig. 14. Simple Regression Model Summary 

Figure 14 shows the coefficient of determination 

for the data, which is at 10.41%, with the adjusted 

coefficient of determination being at 9,435%. This 

value indicates that 10% of the variance in the 

dependent variable is explained by the independent 

variable in the model. The low percentage also 

indicates that this regression model may not have a 

good fit for the data; therefore, other regression 

models may be used for the data. 

 

G. The Generalized Least Squares (GLS) model 

The Generalized Least Squares (GLS) model is 

an advanced regression technique used when the 

assumptions of Ordinary Least Squares (OLS) 

regarding the error terms are violated, specifically 

when errors exhibit heteroscedasticity (unequal 

variances across observations) or autocorrelation 

(errors are correlated with each other over time or 

space) [23]. 

Fig. 15. GLS (Generalized Least Squares) Summary 

The GLS model, considering heteroskedasticity 

and autocorrelation, investigated the relationship 

between math001 exam scores ("nilai") and PSQI 

scores. The AIC and BIC values (779.74 and 789.83) 

indicate a reasonable fit, with a specified AR (1) 

correlation structure.  The autocorrelation parameter 



 

 

 

 

Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 1 | June 2025 121 

 

ISSN 2085-4552 

(Phi) was approximately 0.377. The intercept (78.09) 

is significantly different from zero (t-value = 13.41, 

p-value = 0.0000). The coefficient for PSQI scores 

(-2.00) is statistically significant (t-value = -2.48, p-

value = 0.0151), suggesting a negative relationship: 

as   PSQI   scores increase, exam scores tend to 

decrease.   The linear regression function is y 

=78.08829 - 2.00378*psqi. The correlation between 

the intercept and PSQI score is -0.903. Standardized 

residuals range from -2.57 to 1.86, indicating how 

well the model explains variability. The residual 

standard error is 16.44, suggesting the typical 

magnitude of residuals around fitted values. With 92 

residual degrees of freedom from 94 observations, the 

model implies a significant negative relationship 

between exam scores and PSQI, associating higher 

PSQI values with lower exam scores. 

The following figure shows a partial regression 

scatterplot for a regression model, showing the 

trendline, individual data points, and a normal line 

with a normal zone. 

Fig. 16. Partial Regression Plot 

Outliers, represented by points outside the normal 

zone, are visible. The trendline shows a negative linear 

relationship between “value” (test score) and “psqi” 

(PSQI score). The data points are evenly distributed, 

with concentrations near the trendline and within the 

normal zone, indicating variability in the values of 

“value” for different values of “psqi.” This variability 

could be due to a variety of influencing factors. The 

concentration of data points near the trendline implies 

a systematic change in “value” with changes in “psqi,” 

which is consistent with expectations in a normal 

distribution. The plot reflects a linear relationship 

between “psqi” and “value,” indicating that changes in 

“psqi” correspond to changes in “value.” 
 

IV. CONCLUSIONS 

The math001 exam scores exhibit a slightly 

negatively skewed distribution with a mean of 65.02, 

indicating average performance. PSQI scores have a 

mean of 6.48, reflecting average sleep quality. 

Covariance and correlation matrices reveal an inverse 

relationship between PSQI and exam scores, 

suggesting that better sleep quality correlates with 

higher academic performance.  However, the weak 

correlation coefficient (-0.323) implies a modest 

linear relationship. Normality tests indicate PSQI 

scores deviate significantly, but given the sample 

size, parametric analyses may be reasonable. 

Regression analyses reveal a significant negative 

relationship between PSQI and exam scores, with 

outliers indicating variability. Sleep quality has a 

moderate effect on exam scores, rejecting the null 

hypothesis. However, it is not the sole determinant of 

academic performance, with other external factors 

playing a role. 

The data analysis results show that the first null 

hypothesis of “Students’ sleep quality does not affect 

their math001 exam scores” can be rejected. The 

second null hypothesis of “Students’ average PSQI 

score is less than 5” can be rejected, indicating that 

the average sleep quality of students enrolled in 

Math001 is poor but not significantly. The third null 

hypothesis of “Students’ average aggregate math001 

exam score is less than  55” can be rejected, indicating 

that, on average, students pass the math001 course. 

Moving forward, it is recommended to broaden the 

scope of research by incorporating additional 

quantitative variables beyond sleep quality. Factors 

such as study habits, stress levels, and prior academic 

achievement could provide a more comprehensive 

understanding of the determinants of math001 exam 

scores. Longitudinal studies tracking changes in sleep 

quality over time and exploring their correlation with 

academic performance could offer valuable insights. 

Moreover, considering external influences such as 

lifestyle and health in future quantitative analyses may 

contribute to a more holistic perspective on the 

complex interplay of factors influencing student 

success. 
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Abstract— Yogyakarta, renowned as a student city, is also 

one of Indonesia's top tourist destinations. Its distinctive 

local culture attracts many visitors, particularly for 

traditional shopping experiences. An application named 

Sipasar now offers information about the traditional 

markets in Yogyakarta. Additionally, the tourism 

information currently available from the government 

agency TIC (Tourist Information Center) is only 

provided in the form of brochures. This information is 

not very comprehensive as it is limited to the brochure 

and is also not very up to date because the brochures are 

printed only in certain years. There is a need to develop 

an application that can fulfill the tourism information 

needs of Yogyakarta from the Sipasar application. 

Besides containing market information, this application 

also serve as a tour guide capable of providing route and 

navigation guidance, as well as helping tourists obtain 

information about local tourist destinations. To address 

these requirements, an Android-based application called 

Sipasar Tour Guide was developed. The application 

underwent blackbox testing to verify the functionality of 

all features. Moreover, the application was evaluated by 

respondents using the MARS (Mobile Application Rating 

Scale) method. This method involved 25 respondents 

using the application first, then answering questions by 

giving ratings on a scale of 1 which is the worst to 5 which 

is the best score. The data analysis results showed that the 

designed Sipasar Tour Guide application successfully 

met the needs of providing tourism information to users 

which is proven by the score of the average from all the 

answers at 4,5 of 5 scales or 90%, as well as providing 

routes and navigation for trips. This was proven not only 

by the results of the blackbox testing but also by the 

respondents' ratings during the application testing using 

the MARS method. The highest ratings from the four 

dimensions (usability, functionality, aesthetics, and 

information quality) were in functionality and 

information quality, with percentages of 92.4% and 

91.6%, respectively. 

Index Terms— Android Application; Local Tourist 

Destinations; Tour Guide; Route; Navigation. 

I. INTRODUCTION 

Yogyakarta is recognized as a major tourist hub in 
Indonesia. In 2009, there are about 1,2 million visitors. 
This number rose substantially in 2017 to 

approximately 4,7 million tourists, and by 2018, 
Yogyakarta saw around 5 million visitors [1]. One of 
the attractions that tourists often choose is traditional 
shopping. In traditional markets, tourists can find 
traditional foods, iconic items, and so on. Although the 
locations of these markets are already available on the 
SiPasar application, which can be accessed through 
mobile or web applications, Sipasar can give 
information about traditional market in Yogyakarta, 
start from traditional things, market’s map, and many 
more. Furthermore, data from the Yogyakarta City 
Tourism Office indicates that numerous tourists 
struggle to access information about tourist attractions 
[2]. A significant number of these visitors seek help by 
going to government offices, like the Tourism 
Information Center (TIC) at the Yogyakarta City 
Tourism Office. However, the TIC can only help by 
providing brochures of available tourist spots. Thus, the 
recommendations for tourist spots are not very up to 
date, and the information presented is incomplete, as it 
is limited to the brochures [2]. 

Currently, there are applications that can be used to 

guide tourists during their travels. Applications like 

Google Maps are now frequently chosen to guide 

people to their destinations. However, Google Maps 

does not provide cultural information or unique tourist 

icons at those locations, so users must find that 

information on their own. To get information about the 

culture of a specific location, tourists can also use the 

TripAdvisor application, but that application cannot 

provide direct guidance to tourists to reach their 

intended destinations. 

Based on these issues, this research will develop an 

application that can serve as a tour guide for tourists by 

adding new tourist data to the SiPasar application. This 

application will use a text-to-speech feature, so tourists 

can enjoy their journey while listening to information 

about the location. This is because Text to Speech is a 

system that converts text into audio signals [3]. 

Additionally, to reach specific locations, users can 

select multiple points at once and use real-time turn-by-

turn navigation to reach their destinations. 
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To develop the application, design planning is 

required first. According to Rahmasari, design planning 

is a stage that must be undertaken to create several 

alternative solutions before the development and 

implementation of the application [4]. Therefore, a data 

collection stage must be conducted first to understand 

what kind of application design will be carried out. 

In this application, after conducting benchmarking, 

it is envisioned that there will be a map that can navigate 

and thus serve as a tour guide. This service can be 

provided using Mapbox, a location platform company 

that offers tools for displaying and analyzing spatial 

data [5]. A tour guide functions as an interpreter, 

educator, community ambassador, and a mediator for 

interactions between local culture, residents, and 

tourists from both abroad and within the country [6]. 

Therefore, it is crucial for tour guides to convey 

information effectively. To meet this need, a text-to-

speech feature has been integrated into the travel 

navigation system to provide audio information about 

tourist sites. This application is being developed using 

Kotlin, a programming language that runs on the Java 

Virtual Machine [7]. 

The objective of this study is to develop and 
evaluate the Sipasar Tour Guide application, which 
aims to provide travel routes for tourists and offer 
information about tourist attractions in Yogyakarta. 
This application is expected to help tourists familiarize 
themselves with Yogyakarta's culture and tourist 
destinations through the provided information. 
Additionally, it facilitates tourists in determining their 
travel destinations by offering recommendations based 
on their proximity to related traditional markets. With 
this application, tourists can have a more guided and 
informative experience while exploring Yogyakarta. 

This research is conducted by considering the 
existing studies. From these studies, the beneficial 
aspects are adopted, and for the less beneficial aspects, 
alternative solutions are sought to find more relevant 
options. This way, the research can be carried out 
optimally to achieve the desired results. 

Collecting data through interviews with official 
government agencies to obtain concrete information, as 
done by Mersing et al. which also developing an 
android application for tourism objects in Batam city, 
seems appropriate for this research [8]. This approach 
can be applied in this study because of the similarity in 
the need to build a system. 

For the system design model, in the research 
conducted by Mersing et al. which also developing 
android application for tourism object in Batam and 
Adil et al. which also using Mapbox API to map 
tourism, they used the waterfall model and succeeded 
[8][9]. However, considering the nature of that model, 
which is not flexible, it may not be suitable for 
implementation in this study. This is because this 
research requires a lot of improvements and changes 
based on the data collection conducted. 

In Adil et al.’s research to map tourism, they use 
Mapbox, they use its API with JavaScript programming 
language [9]. Mapbox would be suitable for 
implementation in this study because it is free to use, 
and it provides comprehensive features. However, 
using JavaScript based on the web platform might not 
be appropriate for this research because the features to 
be used are compatible with mobile programming. 

In the research conducted by Ahmadi et al. that 

concerning in pickup-and-delivery problems using 

electric vehicles with Mapbox multistops and also 

Choudhary et al. that using Augmented Reality for the 

Turn-by-Turn Navigation System for mobile devices, 

they used Mapbox features such as multi-stop and turn-

by-turn [10][11]. Multi-stop is used to determine 

multiple destination points, while turn-by-turn can be 

used to navigate users in real-time to reach their 

destinations. These features would certainly be very 

helpful for tourists if implemented in this study. 

Modeling with the SDLC prototype has more 
flexibility, compared to waterfall, making it easier to 
make corrections if there are errors [12][13]. 
Considering the practicality of coding and the 
continuity of application development, Kotlin would be 
more suitable to implement than Java 

II. METHODOLOGY 

A. Research Object 

The object used in this research is a prototype of a 

tourist guide application designed to help tourists 

decide on travel destinations and obtain information 

about those destinations. It was tested on local tourists 

to determine the application's success in meeting their 

needs. 

B. Research Subject 

 This research focuses on usage by tourists, with 10 
respondents for prototype testing and 25 local tourists 
for system application testing. All respondents are aged 
17-30 years and come from outside the city of 
Yogyakarta, as the application is focused on walking 
tours typically undertaken by this age group. The 10 
respondents in the prototype testing assessed the 
system's suitability to user needs. 

 The study focuses on respondents aged 17-30 years, 
as this demographic represents the most active users of 
mobile applications and digital tourism services. This 
age group is also considered more adaptive to 
technology and frequently uses mobile applications for 
travel planning. 

 Based on data from the Central Statistics Agency of 
the Special Region of Yogyakarta Province, the number 
of international tourists in Yogyakarta Province is 6,258 
[14]. Compared to the 469,227 international tourists 
visiting Bali, as reported by the Central Statistics 
Agency of Bali Province, the number of tourists in 
Yogyakarta can certainly be considered small [15]. 
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 Thus, considering this comparison in numbers, the 
margin of error used is 20%. To achieve a confidence 
level of 80% or a margin of error of 20%, the number 
of respondents needed according to the Slovin's formula 
is as follows: 

N = 6.258(number of population or visitors) 

e2 = ((20%)/100)2 = 0.22 

n = 
6.258

1 + (6.258 x 0,22) 
 

n = 24,9 = 25 people/respondents 

 Thus, there are a total of 35 respondents: 10 people 
for prototype testing and 25 people for system 
application testing, as well as research using the MARS 
(Mobile Application Rating Scale) model. 

 The limited number of respondents in prototype 
testing (10 people) is due to the qualitative nature of this 
phase, which aims to gather detailed feedback before 
the full system application testing. Meanwhile, 25 
respondents were used for system application testing as 
a representative sample within the targeted user 
demographic in Yogyakarta. 

 The number of 25 respondents for application 
testing was determined using Slovin’s formula, which 
is commonly used to calculate an appropriate sample 
size from a given population while considering a 
margin of error. 

C. Testing Procedure 

For the 25 respondent, the testing procedure can be 
outlined as follows: 

1. Respondents are informed about the purpose of 

the research. Respondents must also be 

prepared to use the application for testing using 

the MARS method. This aims to ensure that 

respondents feel involved in this research. 

2. Respondents are required to fill out the 
distributed form after using the application. 
This is necessary for conducting calculations in 
research using the MARS method. 

D. Research Block Diagram 

This research uses the SDLC Prototype method. In 

this research the first step is literature review to know 

people’s needs for tourism. In SDLC Prototype, the 

research develops the prototype using Figma and 

develops the application based on the prototype design 

using Android Studio. To make sure the application is 

running well, this research uses blackbox testing. Then 

after the application passes the blackbox testing, 

MARS testing can be done to know the user’s 

evaluation. The stages of this research can be seen in 

Figure 1. 

 

Fig. 1. Research Diagram 

D.1. Problem Identification 

 The research begins by identifying the need for an 

application that provides travel routes and tourism 

information in Yogyakarta, particularly integrating 

traditional markets as part of the tourism experience. 

D.2. Literature Review  

 Relevant studies on tourism applications, route 

recommendation systems, and usability testing methods 

are reviewed to establish a strong theoretical 

foundation. 

D.3. Requirement Gathering 

 To understand user needs and expectations, data is 

collected through surveys. This stage helps define 

essential features such as market information, tourism 

categories, and route recommendations. 

D.3.1. Collection of Tourist Place Data 

 During this stage, observations are made on tourist 

locations around the market to gather information about 

these tourist spots. This is useful to ensure that the 

tourist data collected is actual. Therefore, surveys and 

browsing related to this matter are necessary. 

D.3.2. Use Case Diagram 

 The Sipasar Tour Guide application features a main 

tour guide for tourist spots around traditional markets, 

with tourism categories, tourist spot choices, and 

detailed information about each place. Users can view 

travel routes to selected destinations and use real-time 

navigation. These features are depicted in the Use Case 

Diagram in Figure 2. 
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Fig. 2. Use Case Diagram 

D.4. System Design 

 Based on the findings from the literature review 

and requirement gathering, the application prototype is 

designed. 

D.4.1. Application Flowchart 

The details of this application flow can be seen in 

Figure 3. 

 

Fig. 3. Application Flowchart 

D.4.2. System Requirements Analysis 

An Android application named "Sipasar Tour 

Guide" was built to help users determine their travel 

destinations. The application aims to offer the 

following features: 

a. Displaying a list of goods and markets that sell 

those goods 

b. Displaying detailed market information 

c. Displaying selectable categories of tourist 

destinations 

d. Displaying options of various tourist 

destinations according to the selected category 

e. Displaying travel routes in the form of a map 

for the selected tourist destinations 

f. Displaying real-time travel navigation that 

provides travel instructions 

D.4.3. Functional Requirements Analysis 

The functional requirements analysis focuses on 

identifying and defining the key features that the 

application must provide to meet user needs 

effectively. This stage is based on data gathered during 

the requirement gathering phase, including user 

expectations and tourism-related use cases. The 

functional features identified in the analysis are as 

follows: 

1. Search - On the search page, users can view and 

search for goods as well as market options 

selling those goods. Once a user selects a 

market, they will be directed to the detailed page 

of that market. 

2. Market Details - The market detail page 

displays photos and a market layout, with an 

information tab containing descriptions, history, 

notes, item tags, and its stalls. The tourism tab 

showcases three relevant tourism categories 

associated with the market. 

3. Tourist Destination Options - The tourist 

destination options page allows users to view 3 

different tourist destinations within each 

selected category. They can see the distance 

from each destination to the targeted market, as 

well as detailed information about each place, 

including the number of reviews, photos, 

address, operating hours, and description. 

4. List of Selected Tourist Destinations - On this 

page, users can view the list of tourist 

destinations they have selected. Users can also 

sort these tourist spots again. 

5. Travel Routes - The travel routes page allows 

users to view routes to their selected tourist 

destinations, with estimated travel times 

between points. They can also remove tourist 

spots if the route does not align with their 

intended destination. 
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6. Travel Navigation - The navigation page 

provides real-time travel instructions at every 

road turn and displays information about tourist 

destinations upon arrival. Users can read or 

listen to this information using the text-to-

speech feature. 

 

D.4.4. Non-Functional Requirements Analysis 

In addition to functional requirements, non-

functional requirements play a crucial role in 

determining the overall performance, usability, and 

reliability of the "SiPasar Tour Guide" application. The 

following sections outline the necessary software and 

hardware requirements for the development and use of 

the application. 

1. Software Requirements Analysis 

The applications and website that support the 

development of the "Sipasar Tour Guide" 

application in this research are Figma and 

Android Studio (Flamingo 2022.2.1). 

2. Hardware Requirements Analysis 

The minimum hardware specifications required 

to use the "Sipasar Tour Guide" application are 

Android 8.0 (API level 26) and it must be an 

Android device. 

 

D.5. Prototype 

 The prototyping phase is essential in the 
development of the "SiPasar Tour Guide" application, 
as it allows for iterative improvements based on user 
feedback. This stage involves designing and refining 
the application's interface and features before moving 
on to full-scale development.  

1. Concept Design - This step begins with creating 

a design for the desired prototype concept in an 

abstract manner. 

2. Low Fidelity Prototype - Once the concept and 

type of prototype are determined, in the initial 

stage of prototype development, the creation 

starts from a low-fidelity prototype of the 

application system. The prototype consists of 

landing page, search page, market detail page, 

tourism categories, tourist destination options 

page, places detail information, travel route, and 

travel navigation. 

3. High Fidelity Prototype - In addition to 

creating designs for each feature and page, in the 

prototype stage, the existing designs are also 

converted into a High-Fidelity Prototype. This is 

necessary because the prototype will be tested 

by 10 respondents. Therefore, the prototype 

tested must accurately represent the 

functionality of the application system to be 

developed. 

 

D.5.2. Database Design 

 Database Design in this research is carried out to 
determine the appropriate database structure for 
managing existing data. In the development of the 

Sipasar Tour Guide application, a database is needed to 
manage the selected tourist destinations. Since this 
function is relatively simple, the suitable database to 
use is Room Database. 

 Room Database is suitable for managing relatively 
simple and lightweight data, such as the selected tourist 
data in this application.  

 Within the system flowchart in Figure 3, this 
database is specifically utilized for storing tourism 
destination data. The primary structure used in this 
implementation is the Choices table, which holds 
information about selected tourist destinations. Figure 
4 is the data structure employed in this research. 

 

Fig. 4. Choices Table Structure in Room Database 

D.5.3. User Interface Design 

1. Initial Design 

 In the initial design stage, after testing the 

prototype with 10 respondents, the 

implementation of these designs into the 

application system development begins. This 

involves building all desired features, starting 

from the landing page, search page, market 

details, tourism category options, tourist 

destination choices, travel routes, and travel 

navigation. 

 However, upon reviewing the feedback and 

suggestions received, both from guidance 

sessions and from respondents, it appears that 

there are still shortcomings in the implemented 

application system. The deficiency lies in the 

search page, where all displays are presented in 

a list format, including item names that number 

in the tens. This layout is considered less 

effective and efficient for users. The design of 

the search page in the first iteration can be seen 

in Figure 5. 
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Fig. 5. Search Page in Initial Design 

2. Second Design 

 After improving the application system, it 

turns out there is still an error in the search page 

layout. Although the displayed item names are 

different, the market options for each item 

remain the same. This is a fairly significant 

mistake. This error can be seen in Figure 6. 

 Because of this error, tourists can only see 

these markets, which may not necessarily sell 

the displayed items. Additionally, in this 

improvement, there is a distance between the 

markets and the users, so that users can more 

easily choose where to shop. However, because 

the list of markets is not correct, this is still not 

relevant. 

 

Fig. 6. Search Page in Second Design Iteration 

D.6. Testing 

D.6.1. Testing Method 

 This application is tested using the blackbox testing 
method. The definition of blackbox testing itself is a 
method used to test a system without knowing its code 
structure [16]. After the application successfully passes 

blackbox testing, it is also assessed using the Mobile 
Application Rating Scale (MARS). 

 The MARS assessment is a reliable type of 
assessment that is simple, multidimensional in scale, 
and requires little training to implement. There are 4 
aspects evaluated in MARS: engagement, functionality, 
aesthetics, and information quality. Each feature is 
rated on a scale from "inadequate" to "excellent" [17].  
In the MARS (Mobile Application Rating Scale) 
method, calculations using the Cronbach's alpha 
formula are also conducted to determine whether the 
questions posed are the appropriate parameters for 
testing the application. 

 In the study by Roberts, et al. [17], there are six 
levels that serve as boundaries for determining the 
degree of internal consistency. These levels are very 
good, good, acceptable, questionable, poor, and the last 
is unacceptable. These boundaries are also used to 
determine whether the average rating of the application 
is very good or not. The calculation formula for MARS 
is as follows: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑐𝑜𝑟𝑒 =
𝑇𝑜𝑡𝑎𝑙 𝑆𝑐𝑜𝑟𝑒

𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 𝑅𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡𝑠
 

𝑇𝑜𝑡𝑎𝑙 𝑆𝑐𝑜𝑟𝑒 = 1𝑠𝑡 + 2𝑛𝑑 + ⋯
+  𝑁 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑐𝑜𝑟𝑒 

 Thus, the application is evaluated not only for its 
functionality in being usable but also validated by users 
that it is informative and useful enough for them, 
addressing the issues intended. 

D.6.2. Testing Phase 

 In the blackbox testing phase, independent testing is 
conducted on the developed application. This is used to 
test for bugs, errors, or incorrect information in the 
application. The stages involved in blackbox testing are 
as follows: 

1. Interface Testing 

 Interface testing is conducted to determine 
whether the Sipasar Tour Guide application can 
display results that correspond to the input provided 
by the user. Describing the interface testing of the 
final implementation of the "Sipasar Tour Guide" 
application. On the landing page, several test cases 
were conducted, including market selection, start 
button, search input, item name button, and market 
selection. The test results showed that the system 
displayed the market details page and search results 
according to the given input. On the search page, the 
search input and item name button were also tested, 
and the results showed that the system could display 
the searched item name along with related markets. 
The market detail page was tested with several 
features such as market images, layout images, 
information tab, tourism tab, and back button, all of 
which showed results that met expectations. 

On the tourism selection page, the system was 
tested to display the details of the selected tourist 
spots, save the selected spots, and remove 
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unchecked spots. The test results showed that the 
system could save and remove tourism selections 
correctly and display the number of selected spots 
on the number button. The selected tourism page 
was also tested with results showing that the system 
could remove data of unchecked spots. 

Testing on the route page showed that the 
system could display the route map, remove tourism 
spots from the list, orient the map view to the North, 
and start route navigation. On the route navigation 
page, features such as re-center button, overview, 
volume, route instructions banner, and close button 
were tested, and the results showed that the system 
could follow and display the route map properly 
during the journey. 

2. Basic System Functionality Testing 

  Basic system functionality testing is 
conducted to verify if the features available in the 
application can function correctly according to user 
needs, and to address any discrepancies in the 
displayed output. Describing the basic function 
testing of the final implementation, where the 
system was tested for item search, selecting tourist 
spots, deleting tourist spots, viewing travel routes, 
and using travel navigation. The test results showed 
that the system could display the searched items, 
save and delete selected tourist spots, display travel 
routes, and effectively guide users to the selected 
tourist spots. 

a. Validation Testing 

 Validation testing is conducted to determine 
whether the designed validation system works 
successfully without any errors. Focusing on the 
validation of the number of selected tourist 
spots. The system was tested to provide a 
message when the user has selected 5 tourist 
spots and to disable checkboxes for further 
selections. The test results showed that the 
system successfully provided the message and 
disabled the checkboxes according to the 
specified limit. 

b. Real Testing 

Real testing is conducted to assess whether the 

application functions well for users. In this 

research, real testing is performed using the 

MARS method after ensuring that the 

application system runs smoothly without any 

errors. The real testing section explains that the 

final testing in the application research was 

conducted by having respondents use the 

application to fill out the MARS (Mobile 

Application Rating Scale) form. Some tasks 

given in this testing included searching for batik 

and selecting Beringharjo Market, choosing 5 

tourist attractions including Empal Bu Warno, 

deleting 4 attractions and leaving Empal Bu 

Warno, and starting navigation and waiting for a 

message to appear. 

III. RESULT AND DISCUSSION 

A. Implementation 

In this implementation phase, we start by 
developing the Sipasar Tour Guide application. Based 
on data collected from observations and prototype 
testing of the application, we have developed an 
application that includes not only market information 
system features but also tourist information around 
those markets. In this application, there are several 
pages that contain information about markets and 
tourist spots. 

A.1. Database Implementation 

 Room Database is implemented in the application to 

manage the tourist data selected by users, through 

database initialization, table initialization, and DAO 

(Data Access Object) implementation. The integration 

of Room Database in the application can be seen in the 

code below. 

 Managing Android application development 
requires DAOs that contain methods to access the 
database such as query, insert, update, and delete. 
DAOs ensure that interactions with the database are 
performed through safe and consistent methods that can 
be called from other classes. 

A.2. Final Implementation 

 In the final implementation, corrections and 
improvements were made based on the shortcomings of 
the previous implementation. The list of markets and 
the distance between markets and users are displayed 
correctly. 

A.2.1. Landing Page 

 On the landing page, users are presented with 
instructions about the application's features and 
recommendations for items such as batik and snacks, 
based on the habits of local tourists who enjoy culinary 
tourism and shopping for traditional clothing. This 
allows them to bring souvenirs for their family and 
friends. 

A.2.2. Search Page 

 On the search page, users can view up to 7 items and 
7 related markets. They can choose from the options 
displayed or search for desired items themselves. 

 The markets are displayed based on the distance 
from the user to facilitate the walking tour. 
Recommendations for the nearest markets help users 
determine their destinations. 

A.2.3. Market Detail Page 

 This market detail page contains all the information 
about the market, such as photos, history, address, 
stalls, and items sold. Users can zoom in on images, 
including market photos and maps. This page has 2 
accessible fragments. 
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 The first fragment contains detailed information 
about the market, while the second fragment displays 
categories of tourist attractions around the market. Each 
market in Yogyakarta has its own uniqueness based on 
history, stereotypes, and culture, resulting in different 
categories of tourist attractions. The market detail page 
is shown in Figure 7 and Figure 8. 

A.2.4. All Selected Tourist Destinations Page 

 Users can view, delete, and see the details of the 
selected tourist attraction on this page. The distance 
between the market and the tourist attraction, as well as 
the total distance from the first to the last tourist 
attraction, is also displayed. This can be seen in Figure 
9. 

A.2.5. Travel Route Page 

 Users can view the travel route that includes the 
selected tourist attractions. These attractions can be 
removed if deemed unsuitable. The user's target market 
will be the final destination on the map, as shown in 
Figure 10. 

 

Fig. 7. Tourist Options 

 

Fig. 8. Tour Details 

 

Fig. 9. Selected Tourist 

Options 

 

Fig. 10. Travel Route 

A.2.6. Travel Navigation Page 

 After selecting a place, users can press the start 
button for real-time navigation with Mapbox's text-to-

speech feature, providing turn-by-turn directions 
(Figure 11). 

 In Figure 12, when users reach their destination, 
information about the destination will be displayed and 
read aloud using a different text-to-speech feature from 
Mapbox. Users can stop this feature and read the 
information themselves in the bottom sheet dialog that 
appears at the destination. 

B. Analysis 

After finding an application that can meet the needs 

of local tourists, 25 respondents from outside 

Yogyakarta, aged between 17 and 30, tested the 

application. During the application testing, users were 

asked to fill out a form to evaluate the application using 

the Mobile Application Rating Scale (MARS) method. 

 

 

Fig. 11. Real-time 

navigation 

 

Fig. 12. Destination’s 

Information 

 

 At this stage, research was conducted from four 

different dimensions. The first dimension is 

engagement, the second dimension is functionality, the 

third dimension is aesthetics, and the fourth dimension 

is information quality. This research was conducted by 

having respondents fill out a form containing questions 

for them to provide answers on a scale of 1 to 5. 

 The 1-5 rating scale was chosen based on the Likert 

scale methodology, which is widely used in user 

satisfaction and usability research. According to 

previous studies, a 5-point Likert scale effectively 

captures user feedback with balanced positive and 

negative response options. 

 From these four dimensions, the main focus of this 

research is on functionality and information quality 

dimensions. Because the aim of this research is to give 

travel tour which is the functionality and providing 

Yogyakarta tourist information which is related to the 

information quality. Here is the list of questions 

provided to the respondents: 
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1. Usability/Engagement: This dimension assesses the 

ease of users in recognizing the application system, 

to determine how familiar users are with the 

provided features. In the assessment of the Usability 

dimension, there are 3 questions. 

Q1. How intuitive is the navigation of this 

application for you? 

Q2. How easy is it for you to understand the 

messages or instructions given by the 

application? 

Q3. How responsive is the application to your 

inputs or interactions (e.g., deleting 

destinations, adding destinations)? 

2. Functionality: This dimension assesses the utility of 

the application for users. Whether users feel that this 

application is useful for exploring the city of 

Yogyakarta or not. There are 6 questions provided 

in this dimension. 

Q1. How quickly does the application respond to 

your selected tourist destinations? 

Q2. How often do you experience lag or delays in 

accessing tourist information within the 

application? 

Q3. How stable is the application in performing its 

tourist functions without experiencing crashes 

or recurring errors? 

Q4. How smooth are the transitions between pages 

or menus within the application? 

Q5. How often would you use the main features of 

this application (especially the tourism 

features)? 

Q6. How easy is it for you to find and access the 

tourism features and information you need? 

3. Aesthetics: The aesthetic dimension assesses the 

beauty of the application, focusing on the 

combination of colors, elements, and layout in the 

application's interface. There are 3 questions in the 

testing for this dimension. 

Q1. How appealing is the layout and visual design 

of this application to you? 

Q2. How consistent is the design style (colors, 

fonts, icons) throughout this application? 

Q3. How well does the application utilize design 

elements to enhance user experience (images, 

text-to-speech, infographics)? 

 

4. Information Quality: The information quality 

dimension itself can be assessed based on whether 

the information provided is substantial, relevant, 

and helpful for users to understand the tourist 

attractions they intend to visit. There are 5 questions 

in the testing for this dimension. 

Q1. How clear and understandable is the 

information structure presented in the 

application? 

Q2. How useful are the information features and 

tourist options provided by this application? 

Q3. How clear is the information presented by this 

application? 

Q4. How well does the application provide 

solutions or answers to your tourism problems 

or needs? 

Q5. How well does the application handle your 

needs to provide tourist recommendations and 

suggest travel routes for those 

recommendations? 

 

B.1. Dimension of Usability 

  Based on TABLE I, the Usability dimension 
obtained an average score of 4.53. This score, compared 
to the highest possible score of 5, is quite good. In 
percentage terms, this indicates the application's 
engagement level is at 90.6% , which can be considered 
"excellent" [17]. 

 After testing the respondents and reviewing their 
responses, it seems they were pleasantly surprised and 
satisfied with the travel navigation instructions 
provided by the application. Despite the instructions 
being in Indonesian with an English accent, they were 
quite satisfied because the instructions were still easily 
understandable. 

TABLE I.  RESULT OF USABILITY DIMENSION 

Questions 

Respondents Rated 

(Likert 1-5) Average Score 

(max 5) 
5 4 3 2 1 

Q1 14 11 0 0 0 4.56 

Q2 14 10 1 0 0 4.52 

Q3 15 8 2 0 0 4.52 

Average 4.53 of 5 

Average in persent 90.6% 

 

B.2. Dimension of Functionality 

 Based on TABLE II, the average of all six questions 
in functionality dimension is 4.62. This score can be 
considered "excellent," as it translates to 92.4% in 
percentage terms [17]. This result is very satisfactory 
because it meets the research objective of providing 
travel routes for tourists and providing tourist 
information in Yogyakarta effectively through the 
application. 

 From the review of the application, questions 3 and 
6 received the highest score of 5 mainly because the 
application has never experienced errors or crashes. 
Furthermore, tourist destinations can be easily found 
because their positions are clearly marked like the 
market's detailed information. Users can simply tap on 
a tourist destination to view its details. 

TABLE II.  RESULT OF FUNCTIONALITY DIMENSION 

Questions 

Respondents Rated 

(Likert 1-5) Average Score 

(max 5) 
5 4 3 2 1 

Q1 15 9 1 0 0 4.56 
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Questions 

Respondents Rated 

(Likert 1-5) Average Score 

(max 5) 
5 4 3 2 1 

Q2 15 10 0 0 0 4.60 

Q3 19 6 0 0 0 4.76 

Q4 14 11 0 0 0 4.56 

Q5 15 10 0 0 0 4.60 

Q6 16 9 0 0 0 4.64 

Average 4.62 of 5 

Average in persent 92.4% 

 

B.3. Dimension of Aesthetics 

 The results, as shown in TABLE III, are somewhat 
unsatisfactory in terms of aesthetics because when 
averaged, the first question only received 4.16, the 
second question received 4, and the last question 
received 4.6. Overall, in terms of average ratings across 
all questions, the aesthetic dimension only scored 4.25 
out of the highest scale rating of 5. 

 It's undeniable that the development of this 
application has been more focused on functionality and 
the quality of information provided. Therefore, at this 
point, the visual design of the application still lacks 
satisfaction in terms of color combination and elements. 
However, with a percentage of 85% from the score of 
4.25, it falls within the "good" rating category [17]. 

 From the redesign review of this application, the 

first and second questions received low scores because 

the colors used are still too monotonous. Additionally, 

the layout of the elements presented in this application 

is also not very attractive. Although it has improved 

compared to the prototype, it is still not sufficient to be 

considered excellent. 

TABLE III.  RESULT OF AESTHETICS DIMENSION 

Questions 

Respondents Rated 

(Likert 1-5) Average Score 

(max 5) 
5 4 3 2 1 

Q1 10 11 2 2 0 4.16 

Q2 7 13 3 2 0 4.00 

Q3 17 6 2 0 0 4.60 

Average 4.25 of 5 

Average in persent 85% 

 

B.4. Dimension Information Quality 

 Based on TABLE IV, the overall average for the 

information quality dimension is 4.58. These results are 

quite satisfactory as they exceed 90%, specifically 

91.6%. This percentage in the information quality 

dimension can be considered "excellent" [17]. 

 From the user evaluations and application reviews 

regarding information quality, respondents indeed feel 

that the provided information is sufficient for them to 

determine their tourist destinations. Details such as 

addresses, operating hours, and other relevant 

information about the attractions have been very 

helpful. Additionally, the fact that this information is 

sourced from reliable sources adds to its credibility. 

TABLE IV.  RESULT OF AESTHETICS DIMENSION 

Questions 

Respondents Rated 

(Likert 1-5) Average Score 

(max 5) 
5 4 3 2 1 

Q1 17 8 0 0 0 4.64 

Q2 11 10 0 0 0 4.52 

Q3 16 9 0 0 0 4.60 

Q4 14 11 0 0 0 4.56 

Q5 15 10 0 0 0 4.60 

Average 4.58 of 5 

Average in persent 91.6% 

 

C. Discussion 

 In this section, we discuss the evaluation results of 

the developed application. The discussion includes two 

key aspects: Cronbach's Alpha Score, which assesses 

the reliability of the questionnaire used in the study, and 

a comparison with similar applications, highlighting the 

distinguishing features and advantages of our system. 

These aspects provide a deeper understanding of the 

application's effectiveness and usability. 

C.1. Cronbach's Alpha Score 

 In addition to evaluating its usability, this study also 
conducted an analysis using Cronbach's alpha. This was 
done to determine whether all the questions posed were 
reliable tools for measuring the application under study. 
This analysis helps validate statements about whether 
the application is good or bad in its respective 
dimensions. 

 The formula for Cronbach's alpha is as follows: 

𝛼 =
𝑘

𝑘 − 1
(1 −

∑ 𝜎𝑖
2𝑘

𝑖=1

𝜎𝑡𝑜𝑡𝑎𝑙
2 ) 

α = Cronbach's alpha value 

k = The number of items in the scale 

𝜎𝑖
2 = The variance of each item 

𝜎𝑡𝑜𝑡𝑎𝑙
2  = The variance of total score 

 The calculation using Cronbach's alpha for this 

application study resulted in an alpha value of 0.81 [17]. 

This result falls into the category of good, as seen within 

the established thresholds. 
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C.2. Benchmarking with Similar Applications 

 Aplikasi Sipasar Tour Guide juga dibandingkan 

dengan fitur-fitur pada aplikasi sejenis lainnya. The 

applications studied were A = "Google Maps," B = 

"Tripadvisor," and C = "Roadtrippers." The results of 

benchmarking these similar applications can be seen in 

Table V. 

TABLE V.  BENCHMARKING RESULTS 

Feature A B C 

Sipasar 

Tour 

Guide 

Login Yes Yes Yes No 

Search No Yes Yes Yes 

Tourist 

Recommendations 

Yes No Yes Yes 

Travel Route Yes No Yes Yes 

Selecting Multiple 

Destinations 

Yes No No Yes 

Travel Navigation Yes No Yes Yes 

 

 Overall, across the four dimensions tested, this 

application received a rating of 4.5 out of 5 from 25 

respondents. Based on the established scale, this data 

falls into the "very good" category, as it is at 90% [17]. 

The comparison graph for each dimension is shown in 

Figure 13. 

 

Fig. 13. Comparison of Each MARS Dimension 

 To determine whether the average rating of 4.5 is 

considered satisfactory compared to other applications, 

a comparison was made with the ratings of similar 

applications obtained from user reviews on the Play 

Store. From the research results of the average reviews 

of 3 similar applications, the following data was 

obtained, as shown in Figure 14: 

• Google Maps 

o Average: 4,3 

o Number of Reviews: 17.228.001 

• Tripadvisor (Mobile) 

o Average: 4,6 

o Number of Reviews: 1.378.167 

• Roadtrippers – Trip Planner 

o Average: 4,3 

o Number of Reviews: 7.528 

 

 

Fig. 14. Comparison of the 'Sipasar Tour Guide' Application with 

Similar Applications 

 Although the number of reviews for these compared 
applications is much higher, the 25 participants tested 
in this study are sufficient as research samples. This is 
because the study focuses more on the scope of tourism 
in the city of Yogyakarta alone. Meanwhile, these 
applications receive numerous reviews because they 
provide information not only for one city but for the 
entire world. 

 However, from the results obtained, it turns out that 

the application from this research is quite satisfactory 

compared to those applications. Although currently, 

this application receives a much lower average rating 

compared to Tripadvisor. This application is still very 

new and can be further developed to achieve much 

higher ratings. Development can be done across various 

dimensions. 
 

IV. CONCLUSIONS 

A. Conclusion 

From the research and analysis carried out it can be 

concluded that the "Sipasar Tour Guide" application 

has succeeded in meeting the needs of local tourists. 

With the Sipasar Tour Guide, local tourists can 

effectively search for and obtain detailed information 

about tourist destinations in Yogyakarta. 

This is proven by the average results of research 

analysis using the MARS method, where overall the 

four dimensions received a "very good" rating. What 

stands out most is the functionality dimension, which 

has the highest average rating in this application study, 

with a percentage of 92.2%. This shows that the 

application is very functional and usable for the users. 

Moreover, the dimension with the second highest 

ranking is the information quality dimension, with a 

score of 91.6%. This shows that the detailed tourist 
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information provided is very useful for users in 

determining their travel destination. 

B. Recommendations 

After drawing these conclusions, here are several 

recommendations that can help improve the "Sipasar 

Tourist Guide" application: 

• It is recommended to support various 

languages other than Indonesian. This allows 

the application to be enjoyed not only by 

Indonesian citizens, but also by foreigners. 

• Colors and elements can be made more 

attractive to increase the aesthetic appeal of the 

app. 

It is hoped that the suggestions above can become 

valuable recommendations for the development of the 

"Sipasar Tour Guide" application. 
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which you can use on preparing your ULTIMATICS 

paper. Use this document as a template if you are using 

Microsoft Word 2007 or later. Otherwise, use this 

document as an instruction set. Do not use symbol, 

special characters, or Math in Paper Title and Abstract. 

Do not cite references in the abstract. 

Index Terms—enter key words or phrases in 

alphabetical order, separated by semicolon ( ; ) 

I. INTRODUCTION 

This template, modified in MS Word 2007 and 

saved as a Word 97-2003 document, provides authors 

with most of the formatting specifications needed for 

preparing electronic versions of their papers. Margins, 

column widths, line spacing, and type styles are built-

in here. The authors must make sure that their paper 

has fulfilled all the formatting stated here. 

Introduction commonly contains the background, 

purpose of the research, problem identification, and 

research methodology conducted by the authors which 

been describe implicitly. Except for Introduction and 

Conclusion, other chapter’s title must be explicitly 

represent the content of the chapter. 

II. EASE OF USE 

A. Selecting a Template 

First, confirm that you have the correct template 

for your paper size. This template is for 

ULTIMATICS. It has been tailored for output on the 

A4 paper size. 

B. Maintaining the Integrity of the Specifications 

The template is used to format your paper and style 

the text. All margins, column widths, line spaces, and 

text fonts are prescribed; please do not alter them. 

III. PREPARE YOUR PAPER BEFORE STYLING 

Before you begin to format your paper, first write 

and save the content as a separate text file. Keep your 

text and graphic files separate until after the text has 

been formatted and styled. Do not add any kind of 

pagination anywhere in the paper. Please take note of 

the following items when proofreading spelling and 

grammar. 

A. Abbreviations and Acronyms 

Define abbreviations and acronyms the first time 

they are used in the text, even after they have been 

defined in the abstract. Abbreviations such as IEEE, 

SI, MKS, CGS, sc, dc, and rms do not have to be 

defined. Abbreviations that incorporate periods should 

not have spaces: write “C.N.R.S.,” not “C. N. R. S.” 

Do not use abbreviations in the title or heads unless 

they are unavoidable. 

B. Units 

• Use either SI (MKS) or CGS as primary units 

(SI units are encouraged). 

• Do not mix complete spellings and 

abbreviations of units: “Wb/m2” or “webers 

per square meter,” not “webers/m2.” Spell 

units when they appear in text: “...a few 

henries,” not “...a few H.” 

• Use a zero before decimal points: “0.25,” not 

“.25.” 

C. Equations 
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typed using either the Times New Roman or the 

Symbol font (please no other font). To create 

multileveled equations, it may be necessary to treat the 

equation as a graphic and insert it into the text after 

your paper is styled. 

Number the equations consecutively. Equation 

numbers, within parentheses, are to position flush 
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Note that the equation is centered using a center 

tab stop. Be sure that the symbols in your equation 

have been defined before or immediately following the 



equation. Use “(1),” not “Eq. (1)” or “equation (1),” 

except at the beginning of a sentence: “Equation (1) is 

...” 

D. Some Common Mistakes 

• The word “data” is plural, not singular. 

• The subscript for the permeability of vacuum 

0, and other common scientific constants, is 

zero with subscript formatting, not a lowercase 

letter “o.” 

• In American English, commas, semi-/colons, 

periods, question and exclamation marks are 

located within quotation marks only when a 

complete thought or name is cited, such as a 

title or full quotation. When quotation marks 

are used, instead of a bold or italic typeface, to 

highlight a word or phrase, punctuation should 

appear outside of the quotation marks. A 

parenthetical phrase or statement at the end of a 

sentence is punctuated outside of the closing 

parenthesis (like this). (A parenthetical 

sentence is punctuated within the parentheses.) 

• A graph within a graph is an “inset,” not an 

“insert.” The word alternatively is preferred to 

the word “alternately” (unless you really mean 

something that alternates). 

• Do not use the word “essentially” to mean 

“approximately” or “effectively.” 

• In your paper title, if the words “that uses” can 

accurately replace the word using, capitalize 

the “u”; if not, keep using lower-cased. 

• Be aware of the different meanings of the 

homophones “affect” and “effect,” 

“complement” and “compliment,” “discreet” 

and “discrete,” “principal” and “principle.” 

• Do not confuse “imply” and “infer.” 

• The prefix “non” is not a word; it should be 

joined to the word it modifies, usually without 

a hyphen. 

• There is no period after the “et” in the Latin 

abbreviation “et al.” 

• The abbreviation “i.e.” means “that is,” and the 

abbreviation “e.g.” means “for example.” 

IV. USING THE TEMPLATE 

After the text edit has been completed, the paper is 

ready for the template. Duplicate the template file by 

using the Save As command, and use the naming 

convention as below 

ULTIMATICS_firstAuthorName_paperTitle. 

In this newly created file, highlight all of the 

contents and import your prepared text file. You are 

now ready to style your paper. Please take note on the 

following items. 

A. Authors and Affiliations 

The template is designed so that author affiliations 

are not repeated each time for multiple authors of the 

same affiliation. Please keep your affiliations as 

succinct as possible (for example, do not differentiate 

among departments of the same organization). 

B. Identify the Headings 

Headings, or heads, are organizational devices that 

guide the reader through your paper. There are two 

types: component heads and text heads. 

Component heads identify the different 

components of your paper and are not topically 

subordinate to each other. Examples include 

ACKNOWLEDGMENTS and REFERENCES, and 

for these, the correct style to use is “Heading 5.”  

Text heads organize the topics on a relational, 

hierarchical basis. For example, the paper title is the 

primary text head because all subsequent material 

relates and elaborates on this one topic. If there are 

two or more sub-topics, the next level head (uppercase 

Roman numerals) should be used and, conversely, if 

there are not at least two sub-topics, then no subheads 

should be introduced. Styles, named “Heading 1,” 

“Heading 2,” “Heading 3,” and “Heading 4”, are 

prescribed. 

C. Figures and Tables 

Place figures and tables at the top and bottom of 

columns. Avoid placing them in the middle of 

columns. Large figures and tables may span across 

both columns. Figure captions should be below the 

figures; table heads should appear above the tables. 

Insert figures and tables after they are cited in the text. 

Use the abbreviation “Fig. 1,” even at the beginning of 

a sentence. 

TABLE I.  TABLE STYLES 

Table 

Head 

Table Column Head 

Table column subhead Subhead Subhead 

copy More table copy   

 



 

Fig. 1. Example of a figure caption 

V. CONCLUSION 

A conclusion section is not required. Although a 

conclusion may review the main points of the paper, 

do not replicate the abstract as the conclusion. A 

conclusion might elaborate on the importance of the 

work or suggest applications and extensions. 

APPENDIX 

Appendixes, if needed, appear before the 

acknowledgment. 

ACKNOWLEDGMENT 

The preferred spelling of the word 

“acknowledgment” in American English is without an 

“e” after the “g.” Use the singular heading even if you 

have many acknowledgments. Avoid expressions such 

as “One of us (S.B.A.) would like to thank ... .” 

Instead, write “F. A. Author thanks ... .” You could 

also state the sponsor and financial support 

acknowledgments here. 
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