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FOREWORD

ULTIMA Greetings!

Ultimatics: Jurnal Teknik Informatika is the Journal of the Informatics Study Program at Universitas
Multimedia Nusantara which presents scientific research articles in the fields of Computer Science and
Informatics, as well as the latest theoretical and practical issues, including Analysis and Design of
Algorithm, Software Engineering, System and Network Security, Ubiquitous and Mobile Computing,
Artificial Intelligence and Machine Learning, Algorithm Theory, World Wide Web, Cryptography, as
well as other topics in the field of Informatics. Ultimatics: Jurnal Teknik Informatika is published
regularly twice a year (June and December) and is published by the Faculty of Engineering and
Informatics at Universitas Multimedia Nusantara.

In this December 2025 edition, Ultimatics enters the 2nd Edition of Volume 17. In this edition there
are seventeen scientific papers from researchers, academics and practitioners in the fields of Computer
Science and Informatics. Some of the topics raised in this journal are: Hospital Virtual Tour Website
Design Using Multimedia Development Lifg . Identlfymg Academic Performance Patterns
Among PTIK Students Using K-Means 48 ment Analysis of University X Students:
Comparing Naive Bayes and BERT 4 and Keyword Networks in Machine
Learning-Based Click Fraud Detectig pizer with Compact Parameter Design
for Endoscopy Image Classification, ponential Smoothing Holt’s Method
For Poverty Line Forecasting (Stug nce), Application of the Dempster-
Shafer Method in Developing a henosing Dental and Oral Diseases,
Application of the ANFIS Model is Disease, An Explainable Hybrid
Machine Learning Framework for ’Analytics in Emerging Economies,
Multimodal Wearable-Based Stress W ® Learning: A Systematic Review of
Validation Protocols and Generalization Comparative Modeling of Naive Bayes
and LSTM with Monte Carlo Forecasting ces, Design and Evaluation of an Al-Driven
Gamified Intelligent Tutoring System for Fundamental Programming Using the Octalysis Framework,
Integration of Internet of Things i ey asedy Residential Security Application,
Customer Service Chat Applicati Aiflort Lampung, Sales Prediction at
PT.World Infinite Network: A ayes and Adaptive Neuro-Fuzzy
Inference System, Hybrid V-Net a i d Learning Model for Brain Tumor
Segmentation in Low-Quality MR 1 o¥0n®Detec®dn on YouTube Comments Using
IndoBERT A Web-Based Incremental Learning System with Multiple Data Split Evaluation.

-

On this occasion we would also like to invite the participation of our dear readers, researchers,
academics, and practitioners, in the field of Engineering and Informatics, to submit quality scientific
papers to: Ultimatics: Jurnal Teknik Informatics, International Journal of New Media Technology
(IINMT), Ultima Infosys: Journal of Information Systems and Ultima Computing: Journal of
Computer Systems. Information regarding writing guidelines and templates, as well as other related
information can be obtained through the email address ultimatics@umn.ac.id and the webpage of our
Journal here.

Finally, we would like to thank all contributors to this June 2026 Edition of Ultimatics. We hope that
scientific articles from research in this journal can be useful and contribute to the development of
research and science in Indonesia.

December 2025,

David Agustriawan, S.Kom., M.Sc., Ph.D.
Editor-in-Chief
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Abstract— In 2023, Indonesia recorded 3,155 hospitals
spread across the country, comprising 2,636 general and
519 specialized hospitals. Although the number is
significant, not all community members have easy, direct
access to hospitals. To overcome this challenge, virtual
tour technology has emerged as a relevant solution to
facilitate access to information and increase the
transparency of hospital services. This project aims to
develop a virtual tour website for Medina Hospital in
Garut Regency. The project uses a systematic
development method known as the Multimedia
Development Life Cycle (MDLC), which includes stages
from concept to distribution. The resulting website allows
users to explore various hospital areas, such as the Main
Building, Emergency Room, Tulip Building, and
Chemotherapy Poly, through a virtual 360-degree
panoramic view. Additionally, building and floor
selection features are designed to make it easy for users
to navigate. This website is also equipped with a chatbot
feature that helps users find the location of a specific
room and video tutorial guides that provide instructions
for using the website. The results of the black box test
show that the website functions well without any
significant technical problems, so it is ready for public
use. This website is expected to increase accessibility and
convenience for users in obtaining information about the
facilities and rooms available at Medina Hospital.

Index Terms— 360-degree Panorama; Hospital
Virtual Tour; Interactive Website; Multimedia
Development Life Cycle (MDLC).

I INTRODUCTION

Based on the latest data, the number of hospitals in
Indonesia has increased by 9.7% from 2,877 hospitals
in 2019 to 3,155 in 2023. This number consists of 2,636
general hospitals and 519 special hospitals [1]. In Garut
Regency, several hospitals serve public health needs,
one of which is Medina Hospital. It was established in
2021 and is located in Wanaraja. With the increasing
number of hospitals, there is a challenge to provide
information that is easily accessible to the public
regarding the facilities and services available in each
hospital. In this case, information technology plays an
important role in introducing and promoting the profile
of hospital institutions as a transparent and informative
public service [2]. Based on interviews with the
management of Medina Hospital and observations of

the hospital’s official website, it was found that
information regarding facilities and supporting services
is still presented in text form, and there is no
information about room locations. This makes it
difficult for visitors to understand the building layout
and locate specific facilities within the hospital. Virtual
tour technology, as one of the latest innovations, offers
a solution that can make it easier for patients and
visitors to explore the facilities [3] of the hospital
virtually, especially considering the complexity of the
often-confusing layout of hospital buildings.
Conventional websites containing text and static
images are unable to provide a complete spatial
representation. Users can only view certain angles
rather than the full context of the space. However, a
360° wvirtual tour allows interactive visualization,
enabling visitors to see facility areas, directions, and
building layouts more clearly, as if they were physically
present on-site.

A virtual tour is a simulation that displays a specific
location through a series of photos that are put together
into a panorama with a 360° perspective [4]. In the
virtual tour, several images are combined through a
stitching process to create a comprehensive panoramic
photo effect. By integrating multiple photos, a wider
and more detailed view is produced in the form of a
360° panorama [5]. Virtual tours can be used in various
sectors such as education [6], tourism [7], real estate
[8], hospitality [9] and the health sector as well as
hospitals. The use of virtual tours in hospitals not only
makes it easier for patients and visitors to explore the
facilities, but can also provide better information
regarding the services available, such as inpatient
rooms, emergency rooms, operating rooms, polyclinics,
and others.

This research is prepared by referring to several
previous studies on the topic discussed, namely virtual
tours. One of the studies focuses on the development of
a Virtual tour application for Family Recreational
Objects on 3D Stable which is designed to provide an
interactive experience to visitors through the
Multimedia Development Life Cycle (MDLC) method,
allowing users to explore the 3D Stable area in 360
degrees [10]. With the same method, another study
developed a virtual tour application for SMP Negeri 3
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Kota Pagar Alam, which aims to help promote the
school and facilitate access to information for students,
teachers, and the community virtually [6]. In addition,
there is also the development of a virtual tour
application for SMK Negeri 1 Wajo, which helps
prospective new students obtain information about
majors and school facilities with interactive features
that can be accessed through mobile and desktop
devices [3]. Furthermore, the research on the virtual
tour of Tourism in Lahendong Village using the
prototyping method aims to introduce regional tourism
by facilitating virtual access to information [7]. Finally,
innovations in virtual tours that modify the Borg and
Gall method focus on the development of educational
tourism, which provides an interesting exploration
experience for visitors and increases public awareness
of the importance of the University of Malang Learning
Museum [11].

Based on the background and previous research,
this research was conducted to develop a virtual tour
application at Medina Hospital using the MDLC
method. The MDLC method was chosen because it
offers a structured approach specifically for developing
interactive multimedia content that integrates visual
elements, text, and digital objects [12]. This method is
also suitable because it supports the development of
multimedia applications that combine images,
animations, and interactive components in a systematic
and efficient workflow [13]. This application is
designed to make it easier for patients and visitors to
explore various hospital facilities virtually. By utilizing
virtual tour technology, it is hoped that the user
experience can be improved through interactive
features accessed through mobile and desktop devices

II.  METHOD

In order to maintain the timeliness and quality of
the research project, the researcher implements the
MDLC (Multimedia Development Life Cycle)
approach in creating this project because of the
appropriate development cycle for multimedia
applications from start to finish which includes six
stages [14] [15]. The six stages of MDLC include
Concept, Design, Material Collection, Assembly,
Testing, and Distribution presented in Figure 1.

2. Design
3. Material
1. Concept Collecting

6. Distribution

4. Assembly

Fig. 1. Stages of the Multimedia Development Cycle

The first stage carried out is the Concept which is
the initial formulation stage of the strategy to
implement the project. Among them are determining
the purpose of creating the project, identifying users,
and determining strategies to achieve the project goals.
In this project, the process carried out includes setting
the goal of making the project, which is to facilitate
access to information about Medina Hospital and
provide an interesting visual experience to visitors. In
addition, this stage also includes identifying the target
users, such as patients, patients' families, or medical
professionals, as well as formulating strategies to
achieve the project objectives.

Furthermore, in the second stage, the design of
multimedia project specifications was carried out. In
this project, the process carried out includes designing
the virtual tour navigation flow, program structure,
virtual tour display design, and website user interface
(UI). This design aims to allow users to explore the
hospital virtually in a structured and ecasy-to-
understand way.

The third stage is Material Collection, where at this
stage the necessary assets are collected for the project.
In the Medina Hospital virtual tour project, the main
asset required is a 360-degree panoramic image of
every corner of the hospital location taken in high
quality to provide an accurate and compelling
representation of the hospital. In addition, text assets
are required to label the name of each location.

Then, all assets that have been collected at the
Material Collection stage are then assembled in this
fourth stage until it becomes a multimedia project. In
this project, panorama assets are assembled according
to the design created in the Design stage, including the
addition of interactive elements and additional
information with the help of the Panorama Studio 3 Pro
application to create a virtual tour. This process also
includes creating a website allowing users to access
virtual tours. This process also includes creating a
website using Visual Studio Code (VS Code) tools, an
open-source source code editor that supports cloud and
web development [16]. The website will be a platform
for users to access virtual tours.

After the assembly stage is completed, testing is
carried out using the black box method, which is a test
that focuses on evaluating the functionality of the
software based on predetermined criteria [17].
Blackbox testing aims to detect and identify various
problems or malfunctions that may arise in the
application [18], to ensure that all aspects of the virtual
tour are working properly before they are distributed.

In the last stage, namely Distribution, the virtual tour
website is hosted using the Koyeb cloud platform [19]
to be accessed online through a URL. To facilitate
access, QR codes were created and shared through
various means, including social media and posters
placed at several points of Medina Hospital locations.
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This ensures that virtual tours can be accessed by the
public easily and efficiently.

III. RESULT AND DISCUSSION

A. Concept

The Concept Stage in this study includes four
activities carried out. The first activity is the
identification of needs, carried out through interviews
with the IT team of Medina Hospital which succeeded
in revealing the needs of functionality that must be in
the virtual tour website, including information about the
rooms and facilities at Medina Hospital. In this activity,
system requirements are generated which are presented
in Table 1.

TABLE L. SYSTEM REQUIREMENT

No ‘ System Requirements

The system must be able to:

Displays 360° panoramic photos that clearly show the

! hospital area

e The Tutorial page shows you how to use the
website in the form of a video.

e The Virtual Tour page displays a 360-degree
image display for virtual tours, there is also a
menu button to move to a building/floor and a
home button.

e There is a hotspot button on the virtual tour that
allows users to switch locations.

e There is a chatbot to provide information on the
location of a room.

e There is a button that points to Google Maps.

Then the third activity is the identification of the
tools needed in this research. In this activity, a list of
tools, both hardware and software, is produced which
is presented in detail in Table 2.

TABLE IL. TooLs USED

No Tools Description

2 | Display the name of the room at each point of the room

3 Intuitive navigation features between rooms and floor

Used for capturing 360-degree
panoramic image assets in various
areas of the hospital

1 Smartphone

4 | Drag to explore panoramic images of the virtual tour

5 | Zoom in/out on panoramic images to see clearer details

The main tools for project
development and management, from
design, and coding to deployment

2 Laptop

6 There is a video tutorial on conducting a virtual tour

7 | Displays brief profile information of Medina Hospital

Tools to create visual diagrams and
design virtual tour interfaces and
websites

3 DrawlO

8 Provides information on the location of a room

Panorama 360 Used to produce 360-degree

There is information on the location of Medina Hospital

? and can direct users via Google Maps

10 | Dynamic website display

11 | Responsive accessibility for a wide range of devices

Nonfunctional Requirements:

Colors adjust the philosophy of Medina Hospital/similar

! to the main website of Medina Hospital

N & Virtual Tours panoramic images
Used for the creation of text assets,
5 Canva . .
icons, and other graphic elements
PanoramaStudio | Used to edit and combine panoramic
6 . - - Lo
3 Pro images into an interactive virtual tour
Visual Studio Text editor _and IDE for wrlt_mg
7 programming code in website
Code
development
3 Koyeb Free hosting service platform used to

deploy websites

2 The website must be user-friendly

Furthermore, the second activity at this stage is
designing a concept. Based on the results of the
interview, an initial concept was designed that
described how this website works. The detailed
description of the initial concept of the Medina
Hospital virtual tour website is as follows.

e On the website, there are four pages (Home,
Profile, Tutorial, and Virtual Tour).

e The home page displays a brief description of
the website, and a button to start a virtual tour.

e To start the virtual tour, there are also four
buttons based on the building (Main Building,
Chemo Poly Building, Emergency Room
Building, and Tulip Building) on the main page.

e The Profile page displays a brief history of
Medina Hospital.

The last activity at this stage is the study of the
literature of relevant journals and articles to be used as
a reference in building virtual tours, the features that
may exist in virtual tours, the latest technology that
supports the creation of virtual tours, and the methods
used to work on virtual tour projects. In this activity,
the researcher obtained 5 journals that were used as a
reference for making projects.

B. Design

The Design stage in this study includes two stages
of activities, the result of the design is in the form of a
wireframe made using draw.io to provide an initial
overview of the layout and navigation flow of the
Medina Hospital virtual tour website.

The first activity is to design the virtual tour
display. In this activity, the researcher determined the
basic structure that would be used to navigate the user
through various rooms and hospital floors, which in
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this case was the hotspot icon. The hotspot icon used is
listed in Table 3.

TABLE III. HOTSPOT IKONS IN USE

Email RS Medina

Kontak RS Medina

No Tools Description

Used to direct users if they want to go
| ,,’;:“__\ toa quciﬁc area, this arrow will make
= it easier for users to understand the
direction to take in a virtual tour.

Indicates the name of the specific
location of the room in the hospital.
2 @ Provide users with visual information
about important points, such as a
building, room, or specific facility.

Logo RS
Medina

Virtual Tour RS Medina

Deskripsi mengenai Virtual Tour RS Medina

Mulai Virtual Tour | |Lihat Video Tutorial

Home Profil  Tutorial  Medibot

Gambar
Gedung

Gambar Gambar Gambar
Gedung Gedung Gedung

Nama Gedung

Deskrirpsi Deskrirpsi Deskrirpsi Deskrirpsi
mengenal mengenai mengenai mengenai
Gedung Gedung Gedung Gedung @

Nama Gedung Nama Gedung Nama Gedung

Located on various doors that indicate
the interaction area. When the user
clicks on this icon, they can enter and
exit the room.

| O

Fig. 3. Main Page Design

Logo RS
Medina

Home  Profil  Tutorial  Medibot

Then the second activity at this stage is to design a
website appearance that focuses on the layout and
structure of the website pages that will be used to
access the virtual tour. Figure 2 presents the navigation
flow diagram, which illustrates the relationships
between pages and the main interaction paths within
the Medina Hospital virtual tour website.

Halaman Sidebar Menu
GPS (Google Virtual Tour Lokasi
Maps) L
[
4 £
lalaman Utama Halaman
(Home) "1 Profil RS
3
Y
Pop-up Chatbot Halaman Pop-up Video
Medibot Tutorial Tutorial

Fig. 2. Website Navigation Flow Design

Based on the navigation flow diagram in Figure 2,
users begin their exploration from the Main Page
(Home), which serves as the central navigation hub of
the website. From this page, users can access several
other pages, including the Hospital Profile Page,
Tutorial Page, Virtual Tour Page, as well as interactive
features such as the Medibot Chatbot Pop-up and the
Tutorial Video Pop-up.

This activity also produces several Ul layouts that
will be used in the website, as presented in Figure 3 -
Figure 9.

Profil RS Medina

Poster RS Medina

Sejarah RS Medina

Deskripsi mengenai Sejarah singkat RS
Medina

Visi

Misi

Fig. 4. Profile Page Design

Logo RS
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Tutorial Website Kami
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Play Play
Button Button
Tampilan Desktop
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Fig. 5. Tutorial Page Design

Logo RS
Medina

Home  Profil  Tutorial  Medibot

POP UP VIDEO TUTORIAL WEBSITE >

Fig. 6. Tutorial Video Pop-up Design
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Fig. 7. Chatbot Pop-Up Design
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Fig. 8. 360 Degree Panorama Image Sample
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Fig. 9. Web Footer Design

These designs will then be implemented into the
website at the Assembly stage.

C. Material Collecting

At the Material Collecting stage, two activities were
carried out. The first activity was to take panoramic
pictures at 67 location points. Among them are 51
location points in the Main Building, 5 location points
in the Chemotherapy Building, 5 location points in the
Emergency Room Building, and 6 location points in the
Tulip Building. This activity resulted in a 360-degree
panoramic image with a total of 67 images. The
resulting 360-degree panoramic image sample can be
seen in Figure 10.

Next, the second activity at this stage is to create
text assets and icons using Canva tools. In this activity,
a total of 131 text assets and a total of 12 icon assets
were produced, both of which were in .png format. The
resulting asset sample is shown in Figure 11.
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Fig. 11. Text & Icon Assets Sample

The assets that have been collected, namely 67 360-
degree panoramic images and 143 images of text assets
and icons, will then be implemented at a later stage.

D. Assembly

There are two activities in this Assembly stage. The
first activity is to create a virtual tour by integrating
360-degree panoramic images from 67 locations at
Medina Hospital into the PanoramaStudio 3 Pro
application, including placing interactive elements such
as hotspot icons and text. This activity resulted in a
virtual tour, which can be seen in Figure 12.
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el Tour OISR P

Fig. 12. Virtual Tour Page Display

The second activity is to create a virtual tour
website. This website is developed according to the
concept that has been designed and uses all the
materials that have been collected at the celebrity stage
by using Visual Studio Code (VS Code) tools. After
that, the virtual tour is integrated into the website. The
following are the results of the construction of the
Medina Hospital virtual tour website presented in
Figure 13 - Figure 20.
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Fig. 13. Main Page Display (Home)

Figure 13 shows the main page (Home) which is
the initial display of the website. On this page, users
can start the virtual tour by clicking the “Start Tour”
button or go to the tutorial page by clicking the “View
Video Tutorial” button.
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Fig. 14. Main Page Display (Building Options)

Figure 14 shows the main page (Building
Selection) that allows users to start the virtual tour
heading directly to a specific building.
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Fig. 15. Profile Page Display

Figure 15 shows the profile page that presents a
brief history of Medina Hospital.

Tutorial Website Kami

Tampilan Smartphone Tampilan Desktop

Fig. 16. Tutorial Page Display

Figure 16 shows the tutorial page using the website,
both on smartphone and desktop displays.

Fig. 17. Tutorial Video Pop-up Display

Figure 17 shows the pop-up video tutorial when
clicking the play button.
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Fig. 18. Chatbot Pop-up Display

Figure 18 shows a pop-up chatbot named Medibot,
where users can ask for information related to the
location of rooms in Medina Hospital.

Fig. 19. Virtual Tour & Sidebar Menu Page Display
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Fig. 20. Footer Display

Figure 20 shows a footer that displays clear contact
information and links to Medina Hospital's official
social media accounts, such as Instagram and YouTube
to make it easier for users to access the latest
information about Medina Hospital.

E. Testing

The testing phase was carried out using the black
box method. Researchers developed 26 test scenarios to
ensure that all website features functioned according to
the planned requirements. Some of the key scenarios
included: starting the virtual tour from the main page,
allowing users to access the virtual tour page after
clicking the "Start Tour" button; selecting a specific
building and floor, enabling users to navigate to the
Main Building, Poli Kemo Building, Emergency
Building, and Tulip Building, including floor-to-floor
navigation within the Main and Tulip Buildings; using
the Medibot chatbot, where users can inquire about the
location of a specific room and the chatbot provides the
appropriate response; accessing video tutorials,
allowing users to watch step-by-step guides on both
smartphone and desktop views and correctly close the
tutorial pop-up; and Google Maps integration, enabling
users to access the location of Medina Hospital directly
through the Google Maps icon on the website.

Overall, the 26 blackbox test scenarios covered
various user interactions, ranging from main page
navigation, building and floor selection, hotspot usage,
chatbot interaction, to video tutorial testing and map
access. All scenarios resulted in an “OK” status which
means the result is in accordance with the expected
result. The overall test results show that all features on
the Medina Hospital virtual tour website have
functioned as expected.

F. Distribution

The distribution stage aims to ensure the
accessibility of the Medina Hospital virtual tour website
to the public through the Internet platform. The results
of the activities in this stage include the implementation

and publication of the website. The Medina Hospital
virtual tour website was successfully deployed and can
be accessed online via the URL https://virtual-tour-rs-
medina.koyeb.app/. As for the initial display when the
website is visited, it can be seen in Figure 21.
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Jika Anda ingin mengetahui iokasi ruangan tertentu, jangan ragu untuk bertanya kepada chatbot kami. Medibot siap
membantu memberkan informasi (:angan yang And can!

Klik tombol dibawahi untuk memulai tour!
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Fig. 21. Medina Hospital Virtual Tour Website Page Display

To promote the website, an online poster was
created equipped with a QR Code as shown in Figure
22 which is linked to the virtual tour domain.

Origelina
Website Virtual Tour RS Medina

PINDAI

Fig. 22. Online Poster for Medina Hospital Virtual Tour Website

By scanning the QR Code, users can easily
access the website without typing in the URL manually.
This strategy not only facilitates access to information
but also increases community engagement with the
virtual tour services offered. Posters were distributed on
Medina Hospital's official social media as well as
placed in several areas of the hospital to introduce and
promote the website to patients and visitors.

IV. CONCLUSIONS

Based on the results and discussion, this study
successfully built the Medina Hospital Virtual Tour
Website, which is equipped with navigation features to
facilitate users in exploring various areas of the hospital
virtually displayed in a 360-degree panoramic format.
In addition, there are additional features, such as
building and floor options designed to make it easier for
users to go directly to the desired location, chatbot
features to help users find information about the
location of the room they are looking for, also on each
page is equipped with a Google Maps navigation icon
that allows users to find the location of Medina
Hospital. We also provide a tutorial page that is
accompanied by a step-by-step video guide to using the
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website on both smartphone and desktop displays, thus
ensuring convenient accessibility for all users. The
results of the functionality test using black box testing
show that the Medina Hospital Virtual Tour Website
functions optimally and meets the planned functional
needs. This is evidenced by the test results which found
no significant technical problems. The website was
presented and directly tested by the management of
Medina Hospital, who assessed that the platform is
effective in presenting the hospital's facilities and
services interactively. So it can be said that the website
is ready to be accessed by the public and provides useful
information for users. For future development, adding
an indoor navigation map would help users determine
their real-time location. Additionally, integrating AR
(Augmented Reality) or location-based notifications
could further enhance the user experience.
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Abstract— This study explores the identification of
academic performance patterns among students in the
Informatics and Computer Engineering Education Study
Program (PTIK) at Sebelas Maret University, focusing
on the 2022 cohort. Using the K-Means clustering method
within the scope of Data Mining, this research analyzes
student performance data across multiple course
categories from the first to fourth semesters. Through the
Elbow method, four optimal clusters were established,
each representing distinctive patterns of academic
achievement. The analysis was conducted using
RapidMiner software to reveal nuanced insights into
student learning outcomes. Cluster 1 consists of students
with moderate achievements in most categories, with a
particular strength in Multimedia. Cluster 2 includes
students with generally lower academic performance but
shows a relative strength in General Courses. Cluster 3 is
composed of high-achieving students who excel across
categories, particularly in Software Engineering (RPL),
Multimedia, and Educational subjects, indicating well-
rounded academic proficiency. Cluster 4 comprises
students with notable strengths in Software Engineering
and Computer Networking, yet demonstrates lower
performance in certain specialized subjects. These
findings highlight the potential to tailor educational
programs to address the specific learning needs and
strengths of each student group, facilitating more
personalized and effective academic support.

Index Terms— Clustering; K-Means; Data Mining;
Academic Performance; RapidMiner.

I INTRODUCTION

In the rapidly evolving field of Informatics and

Computer  Engineering, understanding  student
performance patterns has become increasingly
important. Accurate identification of academic

achievements and potential areas of improvement
among students can significantly enhance educational
strategies and contribute to more personalized learning
experiences. Academic institutions are now leveraging
data mining techniques to identify hidden trends in
student performance data, which can help develop
targeted interventions and improve overall learning
outcomes. The increasing availability of student data

has driven the adoption of data mining techniques to
support academic decision-making and personalize
learning [1]. The advancement of data mining
technologies has influenced many researchers to
investigate more profound insights into the knowledge
dissemination process [2]. The application of data
mining methods in the field of education has attracted
great attention in recent years [3]. Data mining will
certainly be very useful to analyze the activities of
students who succeed and those who are at risk of
failing, to develop improvement strategies based on
students' academic performance, and therefore to assist
educators in the development of pedagogical methods
[4]. One such technique, K-Means clustering, has
shown promise in grouping students based on similar
characteristics, allowing for a detailed analysis of their
academic tendencies and strengths. The K-Means
Clustering algorithm is a widely used data analysis tool
that divides data into many clusters according to shared
attributes [5]. With the emergence of Big Data and the
increased availability of educational datasets, clustering
techniques can now be applied to identify distinct
groups of students based on their academic
performance across multiple subjects. These techniques
are increasingly utilized in higher education to uncover
hidden patterns in student achievement, enabling more
effective academic planning and resource allocation

[6].

However, in the context of higher education in
Indonesia, particularly in programs such as Informatics
and Computer Engineering Education (PTIK), there
remains a lack of comprehensive, data-driven analysis
regarding student academic achievement patterns. Most
academic evaluations still rely on cumulative GPA or
individual course performance without identifying
group-based trends that can inform strategic
interventions. Identifying these patterns is crucial
because it allows institutions to detect underperforming
groups early, tailor pedagogical approaches, and
provide more equitable academic support [7].
Moreover, with the increasing complexity of
interdisciplinary courses within PTIK, spanning
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software engineering, multimedia, and education
science, students often exhibit diverse capabilities
across subject categories. Without a structured analysis,
such diversity may go unnoticed and unaddressed.
Therefore, this research seeks to fill the gap by
identifying academic performance patterns among
PTIK students through clustering analysis. This will not
only inform curriculum improvements but also support
institutional decision-making for targeted academic
interventions.

Informatics and Computer Engineering Education
(PTIK) is a challenging program that combines
technical, theoretical, and practical skills, requiring
students to perform well across diverse subject areas.
With the emergence of Big Data and the increased
availability of educational datasets, clustering
techniques can now be applied to identify distinct
groups of students based on their academic
performance across multiple subjects. Clustering
method, especially K-Means, is one of the commonly
used techniques in data mining to categorize data into
groups based on similar features [8]. In particular, K-
Means clustering enables a structured analysis of
students’ grades, providing insights into their strengths
and weaknesses across different domains. Similarities
between students can be found through clustering
analysis of student evaluation scores using the K-means
technique [9]. In a study titled "K-Means Algorithm for
Grouping Student Thesis Topics,” the K-Means
algorithm was also used. This led to the grouping of
students based on their areas of expertise. The grouping
with the highest cluster indicates that the students are
proficient in each group of areas of expertise, allowing
them to select essay topics that are appropriate for their
group of areas of expertise [10]. By clustering students
according to academic performance in various
categories, institutions can gain a deeper understanding
of the distribution of student achievement and the
specific challenges faced by certain groups.

One technique that can be used to maximize the k-
means method in forming or determining the number of
clusters is the silhouette coefficient [11]. To evaluate
the quality of clustering, this study also utilizes the
Silhouette Score, a metric that measures how well each
data point is separated from others in different clusters.
Although the Silhouette Scores indicate that some
clusters have stronger separations than others, the
clustering approach provides a foundational
understanding of the varied academic achievements
among PTIK students. The results offer valuable
insights that can be used to tailor educational programs,
such as targeted support for students in lower-
performing clusters and advanced projects for high
achievers. Ultimately, this research highlights the
potential of data mining in identifying and addressing
student needs, creating a pathway for more effective
and individualized learning interventions.

Through this research, it is expected that the insights
gained will inform the design of learning policies and
support programs that meet the specific needs of each
student group, fostering a more adaptive and supportive
educational environment in the PTIK program.

II.  METHOD

With an emphasis on the 2022 cohort, this study
employs a quantitative methodology to examine
academic performance trends among students enrolled
in Sebelas Maret University's Informatics and
Computer Engineering Education (PTIK) program.
The main technique is data mining using K-Means
clustering to find unique student groups according to
their academic achievement in a variety of categories.

A. Data Collection

The dataset used in this study comprises the
academic records of all students enrolled in the 2022
cohort of the Informatics and Computer Engineering
Education (PTIK) program at Sebelas Maret
University. This dataset includes a total of 87 students,
covering academic grades from the first to fourth
semesters. The data consists of average scores derived
from multiple subjects that are grouped into specific
course categories, such as Software Engineering (RPL),
Multimedia, Education, General Courses, and
Expertise-related courses. Each student’s performance
in these categories serves as the basis for the clustering
analysis.

The academic data used in this study were obtained
from the PTIK UNS Study Program administrator in the
form of student transcripts. Each course was then
grouped into one of six predefined categories based on

the academic focus of the subject: Software
Engineering  (RPL), Computer  Networking,
Multimedia, Expertise, Education, and General

Courses. The grouping was conducted by referring to
the official course descriptions published on the PTIK
Study Program’s academic website:
https://ptik.fkip.uns.ac.id/akademik/daftar-mata-
kuliah/. This classification ensured that related courses
were analyzed collectively within their respective
domains. Grouping features based on academic content
is a commonly applied practice in educational data
mining to increase interpretability and analytical
relevance [12].

B. Data Preprocessing

To guarantee the precision and dependability of the
clustering procedure, data pretreatment was carried out.
This involved classifying courses into predetermined
groups, managing missing numbers, and normalising
grade scales. To prepare the dataset for clustering
analysis, several preprocessing steps were conducted:
categorizing course types, handling missing values, and
normalising grade scales. Incomplete records were
excluded to preserve data integrity. This rigorous
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preprocessing ensures that the input is suitable for
clustering algorithms like K-Means. Proper data
preprocessing, such as normalization and removal of
incomplete entries, is fundamental in -clustering
educational datasets to achieve accurate and unbiased
student groupings [13]. To preserve the quality of the
data, any incomplete records were not included in the
study. This method focuses on transforming the dataset
to ensure it is suitable for clustering algorithms and data
mining tools [14]. Preprocessing steps such as
normalization and missing value handling are crucial to
ensure data consistency and improve clustering results
[15]. Once the data is collected, a data cleaning process
is performed to deal with missing or incomplete data
[16].

C. Clustering Method: K-Means

The efficiency of the K-Means clustering method in
dividing data points into discrete clusters according to
similarity led to its selection. For the clustering
procedure, the following actions were taken:

1. Finding the Ideal Number of Clusters: The
Elbow Method, which examines the sum of
squared distances inside clusters, was used to
determine the ideal number of clusters. Four
clusters were identified as the best
arrangement for this dataset using this
strategy.

2. Implementation of Clustering: RapidMiner, a
data mining program that makes it easier to
use clustering algorithms effectively, was used
to carry out the clustering. In order to identify
performance trends within each cluster,
students were categorised according to how
similar their academic performance was
throughout the designated areas.

3. Interpretation of Cluster Characteristics:
After generating the clusters, each was
analyzed to identify its specific characteristics
based on average performance in each course
category. This analysis aimed to provide
insights into the academic tendencies of
students in each cluster.

D. Cluster Evaluation: Silhouette Score

To assess the quality of the clusters, the Silhouette
Score was calculated for each cluster, measuring how
similar each data point is to its assigned cluster
compared to other clusters. The score ranges from -1 to
1, with higher values indicating better-defined clusters.
The Silhouette coefficient is one of the most commonly
used metrics to evaluate clustering quality, especially
for methods like K-Means [17]. This evaluation
provided a measure of how well-separated and
homogenous the clusters were, with Cluster 4
exhibiting the highest score (0.458), indicating a
stronger separation than the others.

III. RESULT AND DISCUSSION

The K-Means clustering analysis results are shown
in this section along with a discussion of the unique
patterns of academic achievement seen among PTIK
students in the 2022 cohort. To determine the optimal
number of clusters, the Elbow Method was applied by
plotting the Within-Cluster Sum of Squares (WCSS)
against various values of k, ranging from k=2 to k=10.
The Elbow Method helps identify the point at which
increasing the number of clusters yields diminishing
returns in variance reduction. Based on the plotted
curve, a clear "elbow" was observed at k=4, indicating
that four clusters offer the best trade-off between
clustering accuracy and model simplicity. This
approach is widely accepted and commonly used in
educational data mining to select the appropriate
number of clusters [18]. Therefore, k=4 was chosen as
the optimal number of clusters for further analysis.
Following this, the initial centroids were randomly
selected from the student dataset, and each cluster
centroid represents a set of averaged scores across four
categorized academic domains.

Although Clusters 1, 2, and 3 produced relatively
low Silhouette Scores (ranging from 0.149 to 0.190),
this does not necessarily indicate poor clustering
quality, but rather reflects overlapping characteristics
among some student groups. In educational datasets,
especially those derived from multi-dimensional
academic records, moderate to low Silhouette Scores
are common due to the inherent complexity and
interdependence of performance attributes. This
phenomenon has been observed in studies applying
fuzzy clustering to student data, where overlapping
academic profiles result in lower separation metrics
[19].

The decision to retain k=4 clusters was made based
on the Elbow Method, which clearly indicated a
significant inflection point at that value. This choice
balances model simplicity and information capture.
Nonetheless, to enhance cluster quality and robustness,
future studies may consider alternative clustering
algorithms. For instance, comparative analyses between
K-Means and DBSCAN in educational settings have
shown DBSCAN can better identify overlapping
clusters and handle noise, often yielding higher
Silhouette Scores . Additionally, Fuzzy C-Means
allows soft membership assignments, which is useful
for datasets where students may exhibit blended
performance profiles . A systematic comparison using
internal validation metrics like Davies—Bouldin or
Calinski—Harabasz could further elucidate the optimal
approach for clustering academic performance data.

A. Clustering Results

Based on the clustering analysis conducted in
RapidMiner, the Elbow Method indicated that four
clusters would provide the most meaningful insights.
The clusters were analyzed for distinct performance
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characteristics across four academic categories:
Software Engineering (RPL), Multimedia, Education,
and General Courses. Although this study primarily
focuses on descriptive cluster interpretation, the
observed mean differences between clusters in each
academic category indicate potentially significant
group distinctions. These distinctions are further
supported by the Silhouette Score values, which reflect
intra-cluster homogeneity and inter-cluster separation,
as follows:

LN

cluster_3

cluster

cluster_0

cluster_

2.75 3 3.25 35 3.75 4
Multimedia
NIM

cluster_1 cluster_0 cluster 3 @ cluster_2

Fig. 1. Cluster 0 Visualization

Cluster 0: This cluster consists of students
with moderate academic achievements across most
categories, with a notable strength in Multimedia.
Students in this cluster display average performance in
both general and specific informatical courses. Their
relatively higher performance in Multimedia suggests
a potential interest or aptitude in that field, though they
may benefit from additional support in other areas to
achieve a more balanced skill set.

cluster_2 'Y . LY ! o. o ®

cluster_3

cluster

cluster_0

cluster_1

3.2 34 3.6 38
General Course

NIM

cluster_1 cluster 0 cluster_3 ® cluster_2

Fig. 2. Cluster 1 Visualization

Cluster 1: Students in Cluster 1 score comparatively
better in General Courses but have the lowest total
academic accomplishments. This pattern suggests that
while students in this cluster may struggle in more
complex informatics-related courses, they excel in
basic or non-technical courses. To bridge performance
disparities, this group can profit from focused
academic assistance in informatics-related courses like
computer networking and software engineering.

cluster_2
g cluster-3
< duster0
cluster_

275 3 3.25 35 375 4
RPL, Multimedia, Education

NIM

RPL Multimedia Education
Fig. 3. Cluster 2 Visualization

Cluster 2: Students in Cluster 2 perform well in
many areas, but especially in education, multimedia,
and software engineering (RPL). Students in this
cluster have shown a high level of academic
proficiency and a broad range of skills, indicating that
they can successfully understand both technical and
academic topics. To help lower-performing pupils and
expand their knowledge, these students can be eligible
for advanced projects or peer mentoring.

3.2 3.4 36 3.8 4
RPL, Jaringan Komputer, Expertise

RPL Jaringan Komputer Expertise

Fig. 4. Cluster 3 Visualization

Cluster 4: Cluster 3 includes students who excel in
Software  Engineering (RPL) and Computer
Networking but have relatively lower achievements in
the Expertise category. This cluster indicates a
preference or strength in specific technical domains
rather than a broader expertise across Informatics
fields. Students in this cluster might benefit from
exposure to additional resources in the Expertise
category to develop a more comprehensive skill set.

B. Cluster Evaluation Using Silhouette Score

To assess the internal quality of each cluster, a
Silhouette Score was calculated for each, yielding the
following results:

Table I. Silhouette Score

Silhouette
scores
Cluster 0 0,149
Cluster 1 0,190
Cluster 2 0,181
Cluster 3 0,458

I8 Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 2 | December 2025



A moderate degree of separation across clusters is
shown by the Silhouette Score values. With the highest
Silhouette Score (0.458), Cluster 3 showed more
uniform traits and distinct distinction between its
members. Clusters 0, 1, and 2, on the other hand,
received comparatively low ratings, indicating that
some of the students in these clusters have traits in
common with those of other clusters. This might be
because academic performance in other categories is
similar, which could indicate that some disciplines
have overlapping learning patterns. While K-Means
provides an efficient and straightforward approach, it
has notable limitations in this context. First, it assumes
spherical and equally sized clusters, which may not
reflect the actual distribution of student academic
performance that often exhibits varied shapes or
densities. Second, K-Means is highly sensitive to
outliers and noisy data, extreme student scores can
disproportionately influence centroid positions and
skew cluster assignments [20]. Third, the algorithm
requires a predefined number of clusters (k), which
might not always align with the natural groupings in
educational datasets.

These limitations could impact the reliability of the
clustering results, particularly in how borderline
students or outlier performances are categorized. For
instance, students with mixed academic profiles may
be forced into clusters that do not accurately reflect
their learning trajectories, and outliers may distort
cluster centroids. Consequently, findings based solely
on K-Means should be interpreted with caution.
To mitigate these issues, future research could explore
more robust alternatives such as DBSCAN, which can
handle non-spherical clusters and identify noise; Fuzzy
C-Means, which accommodates overlapping cluster
memberships; or K-Medoids, which is less influenced
by outliers. Comparative evaluations using internal
metrics (e.g., Davies-Bouldin, Calinski-Harabasz) and
outlier-aware variants of K-Means would further
strengthen the validity of conclusions drawn from
cluster analysis.

C. Interpretation of Clusters and Educational
Implications

Each cluster provides insights into students'
academic needs and potential areas for targeted support
or enhancement, as detailed below:

e Cluster 0: The moderate achievements of
students in this cluster, coupled with strength
in Multimedia, suggest a need for academic
support in  other Informatics fields.
Interventions could focus on strengthening
skills in core Informatics subjects to achieve a
balanced academic profile, while fostering
their interest in Multimedia through
specialized projects or resources.

e Cluster 1: As the cluster with the lowest
academic performance, yet with relative
strength in General Courses, Cluster 1 may

benefit from an intensive support program in
technical subjects. This might include
foundational workshops, tutoring in Software
Engineering and Computer Networking, or
remedial courses to build a stronger
foundation in Informatics-related subjects.

e  Cluster 2: Students in this cluster demonstrate
balanced, high performance across categories,
positioning them as candidates for advanced
learning opportunities. Providing mentorship
roles or participation in research projects
could not only further develop their skills but
also enhance the learning experience for other
clusters, particularly Clusters 0 and 1.

Cluster 3: This group’s high performance in
Software Engineering and Computer Networking
suggests a focused interest in specific technical areas.
Targeted support in Expertise-related courses could be
valuable in expanding their academic breadth, while
opportunities for deeper specialization in their areas of
strength could also be beneficial.

IV. CONCLUSIONS

The clustering results from this study offer practical
insights that can assist academic advisors and program
managers in tailoring support strategies for students. By
identifying groups of students with similar academic
performance patterns, advisors can more effectively
design personalized interventions. For instance,
students in clusters characterized by strong
performance in technical domains but lower results in
general or education-related courses may benefit from
academic writing workshops or soft-skills enhancement
programs. Conversely, students in clusters with strong
general course performance but low scores in
Multimedia or RPL could be offered targeted tutoring
or peer mentoring in those specific areas.

The interpretation of cluster characteristics in this
study was conducted based on domain understanding of
the PTIK curriculum structure and academic
performance expectations across categorized subjects.
Although no formal external validation such as expert
review or stakeholder consultation was conducted, the
course groupings and observed performance patterns
were analyzed in reference to official course
descriptions and academic benchmarks outlined by the
PTIK study program. This approach ensures that the
clustering results maintain practical relevance to real-
world academic  settings.  Nevertheless, we
acknowledge the importance of involving domain
experts, such as curriculum designers or academic
advisors, to validate the semantic coherence of each
cluster, particularly in confirming whether groupings
align with observable student learning trends. Future
research could enhance the robustness of interpretation
by incorporating expert validation sessions or using
labeled data to conduct external cluster validation.
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In order to identify discrete student groups based on
academic performance across many course categories,
this study used K-Means clustering to examine the
academic performance patterns of PTIK students at
Sebelas Maret University, specifically among the 2022
cohort. Four distinct clusters, each of which represented
distinct academic tendencies and strengths, were
produced by applying the Elbow Method to determine
the ideal number of clusters. The clustering results
provide valuable information on the academic profiles
of the students, identifying areas that could use focused
educational support.

Overall, this study demonstrates the potential of
data-driven methods like K-Means clustering to inform
academic support strategies, ensuring that student needs
are addressed with precision and relevance. By
leveraging insights from such clustering analyses,
educational institutions can create more targeted
learning environments, ultimately contributing to
improved student outcomes and more effective
curriculum planning.

For future improvements, it is recommended to
explore hybrid approaches that combine clustering with
classification methods. For example, Oyelade et al.
(2010) found that integrating K-Means clustering with
deterministic/statistical models significantly enhanced
performance prediction accuracy—suggesting a hybrid
clustering—classification pipeline could be beneficial in
profiling PTIK students [21]. Additionally, alternative
clustering techniques such as Fuzzy C-Means or
Self-Organizing Maps (SOM) can be tested to capture
non-crisp  student membership and visualize
multi-dimensional academic profiles more intuitively.
Rffectiveness of integrating multi-dimensional feature
fusion in student performance analysis, suggesting that
combining temporal and spatial features can lead to
more nuanced clustering insights [22]. Future studies
may also incorporate statistical validity checks like
silhouette analysis or ANOVA to quantitatively verify
cluster separation and include longitudinal data to
monitor how student cluster membership evolves over
time.
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Abstract— Student satisfaction with university facilities
and services requires in-depth analysis to ensure
improvements in unsatisfactory facilities or services
while maintaining those that meet expectations. This
study aims to analyze sentiment in student satisfaction
surveys using Natural Language Processing (NLP)
methods. Survey data collected from 2022 to 2024 were
analyzed using two main approaches: Naive Bayes (NB)
with n-grams (n = 1, 2, 3) employing feature extraction
methods such as Term Frequency-Inverse Document
Frequency (TF-IDF) and Bag of Words (BoW), and
Bidirectional Encoder Representations from
Transformers (BERT). The analysis reveals that BERT
achieves higher sentiment prediction accuracy than NB,
with an Fl-score of 0.777 compared to NB's 0.676 (a
difference of 0.101), though this improvement margin is
not statistically significant. This study also identified
keywords for both positive and negative sentiments.
These keywords were then analyzed across 11 categories
of facilities and services to provide focused insights into
aspects that need to be maintained or improved. This
study concludes that sentiment analysis provides
significant contributions to universities in evaluating and
enhancing the quality of facilities and services according
to student preferences.

Index Terms— Student Satisfaction; Sentiment
Analysis; NLP; NB; BERT; n-gram; TF-IDF; BoW;
University Facilities and Services.

I INTRODUCTION

Higher education institutions play a pivotal role in
cultivating students' soft and hard skills, as well as their
competitiveness, by offering a range of facilities and
services. When adequate facilities and services are in
place, students are empowered to fully actualize their
personal potential through various opportunities. The
Student Satisfaction Inventory (SSI) is a widely
employed instrument in assessing student satisfaction

with the array of facilities and services provided by
universities. Student satisfaction with university
facilities and services is a critical factor that can
influence their overall performance and experience [1].

The SSI has been developed as an instrument
specifically designed to measure student satisfaction
with various aspects of campus life. The SSI was
developed by Ruffalo Noel Levitz, an educational
consulting and satisfaction measurement tool
development organization. The SSI covers various
aspects that students consider important, such as the
enrollment process, teaching quality, facilities, campus
environment, security, effectiveness of academic
advising, and others [2].

The analysis of student comments is a complex
process, particularly when dealing with substantial
quantities of qualitative data. The diversity in the
backgrounds and disciplines of students contributes to
the complexity of the task, as each student expresses
their thoughts and ideas in a unique manner, which
introduces subjectivity into the data [3]. This diversity
poses a significant challenge in standardizing the
analysis and ensuring the validity and reliability of the
results [4].

Sentiment analysis employing the neural network
(NN) approach processes sentences that fall into the
category of unstructured data [5]. NN is applied to
process and analyze data using two main approaches:
supervised and unsupervised learning. In the supervised
learning approach, NN is built and trained using labeled
data to classify sentences into positive or negative
sentiment categories. The unsupervised learning
approach attempts to classify data without the need for
labels [6].
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The sentiment analysis research will be conducted
using a supervised learning approach, as labeled data
has been collected in this research. There are various
supervised learning approach methods for sentiment
analysis, such as Naive Bayes (NB), Support Vector
Machine (SVM), Long Short-Term Memory Networks
(LSTM), Bidirectional Encoder Representations from
Transformers (BERT), and many more. Therefore, this
research will compare and analyze the NB and BERT
methods on labeled data collected by SSI University X
from 2022 to 2024. The NB and BERT methods are
applied by finding the best parameters to achieve the
highest level of accuracy in performing sentiment
analysis. By using data from SSI University X from
2022 to 2024, it is expected that the results and analysis
obtained in the research can be in line with reality.

II.  THEORY

A. Sentiment Analysis

Sentiment analysis is the process of extracting and
assessing the emotional tone of text messages to
understand human opinion or behavior. Sentences are
analyzed and processed by separating the words to
determine whether the sentiment is positive, neutral, or
negative. The benefit of sentiment analysis is that it
helps in understanding other people's views on a
phenomenon [7].

B. Text Preprocessing

Text preprocessing constitutes a critical step in the
analysis process, with the objective of averting
substantial deterioration in its performance [8]. Text
preprocessing is divided into several stages, such as
data cleaning, case folding, tokenizing, and stop words
removal. The stages involved in this process are
described as follows:

1) Data Cleaning: In this stage, the data is cleaned by
removing characters such as symbols. Additionally,
punctuations and numbers are also removed. The
objective of this step is to minimize disruptions in
the classification results [9].

2) Case Folding: This stage involves converting text
into a uniform format, specifically by converting all
text to lowercase [9].

3) Tokenizing: Sentences are broken down into
individual words, known as tokens [9].

4) Stop Words Removal: Stop words are words that
occur with high frequency but possess minimal
semantic significance. These irrelevant common
words are identified, flagged, and removed from the
text, resulting in a cleaner text corpus [9].

C. Term Frequency — Inverse Document Frequency
(TF-IDF)
TF-IDF is a combined method of TF and IDF that
produces a combined weight for each term in each

document [10]. The formula for calculating TF-IDF is
as follows:
TFIDF(t;, D;) = TF(¢t;,D;)IDF(t;), (1)

TF(t;, Dj) = fi), 2

N

IDF(t;) = 10810(7@)» 3)

where TF(t;, D;) is the TF of term t; in document D;,
IDF (t;) is the IDF of term t;, t; is the i-th term, D; is
the j-th document, and f;; is the number of
occurrences of term t; in document D;. Index i ranges
from 1 to VV and index j ranges from 1 to N, where V is
the number of unique vocabularies in a set of
documents and N the total documents.

D. Bag of Words (BoW)

The Bag-of-Words (BoW) method quantifies word
frequencies in a document by disregarding word order.
It constructs a dictionary of unique words from a
document set and represents each document as a
vector, where each element corresponds to a word's
frequency. Although BoW ignores word order, it
effectively captures topic prevalence and sentiment
patterns across documents [11].

E. n-gram

The n-gram method captures word order by
analyzing the frequency of consecutive word
sequences (defined by n). Unlike BoW, which tracks
single words, n-grams generate a dictionary of unique
word combinations. Each document is then represented
as a vector, where elements indicate the count of these
n-grams. This approach preserves contextual
relationships between words, offering richer linguistic
insights [12].

F. Naive Bayes (NB)

NB classification is a classification method that is
both simple and efficient. It is known for its ease of
implementation. NB classification is based on Bayes'
theorem, where the term '"naive" refers to the
assumption that the features in the dataset are mutually
independent [13]. The formula for calculating NB is as
follows:

P(X=xi|Y=y;)P(Y=y;)
P(X=x;) >

P(Y =yl = x) = “

where:

e x;: feature vector of sample i, i € {1, 2, ..., n}

e y;:notation of class j, j € {1,2,..,n}

e P(Y =y;|X = x;): the probability of sample x;
given a variable that belongs to class y;.

G. Bidirectional Encoder Representations from
Transformers (BERT)

BERT is a pretrained model for English that has
been trained on specialized datasets. The BERT model
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has been trained on BookCorpus and English
Wikipedia, which contains 11,038 unpublished books.
Therefore, the BERT model benefits from its
pretraining on a large-scale corpus, enabling it to
extract richer linguistic patterns and deeper contextual
representations compared to traditional models [14].
BERT’s architecture builds on the Transformer
model, employing stacked encoder layers to process
language. Each encoder integrates a multi-head self-
attention mechanism that analyzes all tokens in a
sequence bidirectionally, capturing nuanced contextual
relationships. This is followed by a feed-forward
neural network, which applies non-linear
transformations to further refine each token’s
representation. Depending on the variant, BERT uses
12 (Base) or 24 (Large) such layers, enabling it to
generate deep, context-aware embeddings. This design
makes BERT exceptionally effective for diverse NLP
tasks, including sentiment analysis, question
answering, and named entity recognition [14].
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Fig. 1. BERT Architecture
H. Indo-BERT

The Indo-BERT model is distinguished from the
standard BERT model in that it is also a pretrained
model on the Indonesian language corpus. This
signifies that the Indo-BERT model has been trained
on a specialized Indonesian dataset, encompassing
diverse sources such as online news, social media,
Wikipedia, online articles, and recorded video
subtitles. Evidently, the Indo-BERT model is replete
with Indonesian-specific information and exhibits
remarkable capacity to effectively learn from other
data sources [15].

1. Hyperparameter Tuning

Hyperparameter tuning is defined as the process of
identifying the optimal combination of parameters for
a machine learning model. The objective of this
process 1is to ascertain the most effective
hyperparameter combination to enhance performance
and mitigate the risk of overfitting and underfitting
[16]. In this study, for naive bayes model, a as
smoothing will be optimized using grid search to
ensure that the class-conditional probability value does
not equal zero, as this could result in the posterior
probability value also being zero. For BERT, the
following parameters will be optimized using the grid
search method:

e Learning Rate (LR): 1x10-5, 2x10-5, 3x10-5,
4x10-5, 5%10-5 because the BERT model requires
a low LR. The BERT method is a pre-trained
model, and if a low LR value is used, the pre-
trained information may be lost and the model may
become unstable.

e Epochs: 3,4, 5, 6, 7, because the BERT model is a
model that is already rich in information. If you use
an epoch value that is too high, it will overfit.

e Batch Size (BS): 8, 16, 32 because BERT has high
memory requirements. Using multiple BS values
helped achieve stable accuracy while maintaining
reasonable memory usage and computation time.

J. Confusion Matrix

The Confusion Matrix is a method for calculating
the accuracy of a classification model [17]. It is
presented as a table showing the number of correct and
incorrect classifications for the test data. Then, the
accuracy and F1 score can be calculated from the
confusion matrix. Accuracy represents the percentage
of correctly classified tuples in the test data [18]. It is
calculated with the formula:

TP+TN

Accuracy = ——.
Y = IPTTN+FP+FN

(5)
The F1 score is the harmonic mean of precision and
recall, providing a balance between the two metrics.
Recall is the rate at which positive tuples are correctly
identified, and precision is the percentage of tuples
labeled positive that are actually positive [18]. It is
calculated with the formula:

2-precision-recall

Flscore = — , (6)
precision+recall
.. TP
recision = 7
p TP+FP’ (7)
TP
recall = ——, ()
TP+FN

where:
e TP: True Positive
e TN: True Negative
e FP: False Positive
e FN: False Negative
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III. METHOD

This study involves several methodologies and
processes, as outlined below:

1) Data Collection

The data used is a set of text documents containing
comments made by students at X University about
various facilities and services at X University. Facilities
and services such as Career Center (CC), Registrar
Office (RO), Finance (FIN), Library (LIB), Sports
(OR), General Affair (GA), Student Life (SL),
Information Technology Service Desk (ITSD), Wifi,
Mobile App (APP), and Learning Experience
(STUDY). In the data collection of comment text,
sentiment information from the comment is available,
sentiment can be 1 (positive), 0 (negative). The data
collected were 27,659 comments from the X University
Student Satisfaction Survey in 2022 to 2024.

TABLE L. SENTIMENT DATA
Sentiment Comment Count
Positive 22475
Negative 5184
TABLE IL CATEGORY DATA
Category | Comment Count
GA 4084
STUDY 4285
LIB 3541
SL 3551
APP 3267
RO 2816
OR 1637
WIFI 1259
FIN 1386
ITSD 1332
cC 501
TABLE IIL LANGUAGE DATA
Language Comment Count
Indonesia 27406
English 253

2) Data Preprocessing

At this stage of the process, which is referred to as
"text preprocessing,” a series of critical steps must be
taken. Initially, a data cleansing procedure is executed
to eliminate non-alphanumeric characters, punctuation

marks, and numerals. This is done to avert any
potential disruptions in the ensuing classification
results. Secondly, case folding involves the conversion
of all words and sentences to lowercase, thereby
ensuring a uniform text format and eliminating any
capitalized words or sentences. The text is then
segmented into smaller parts, or tokens, through a
process known as tokenization. Finally, in the step of
stopword removal, words that are frequently used and
have minimal impact on the sentence's meaning, such
as "and," "or," and "which," are eliminated. The
removal of English stop words will be executed
through the utilization of the NLTK library, while the
removal of Indonesian stop words will be
accomplished via the employment of the e module.

3) Data Undersampling

The undersampling process is implemented
exclusively for Indonesian data due to the significant
imbalance in the amount of data for each class category
following pre-processing. Undersampling is a
necessary procedure to ensure data balance, thereby
enhancing the efficacy and performance of the model.
In the absence of undersampling, the model's
predictions are likely to be influenced by the majority
class, as the majority class typically has a higher
volume of data. In scenarios involving multiple
categories for analysis, it is imperative to ensure that
the proportion of each category is balanced. This
approach facilitates more effective and equitable
learning by the model.

4) Feature Extraction

Feature extraction constitutes a pivotal step
following data pre-processing. This process entails the
conversion of text or token data into numerical
representations, thereby facilitating machine learning
processes. Given the limitation of machines and
models in comprehending text directly, but rather, their
capacity to interpret numerical values, feature
extraction emerges as a crucial step. This enables the
subsequent interpretation of data by the machine or
model, facilitating more profound prediction and
analysis capabilities. The methodologies employed
encompass n-grams for the Naive Bayes model and
word embeddings for the BERT model.

5) Data Splitting

The process of data partitioning is executed in a
random manner, involving the allocation of 70% of the
data for training, 17.5% for validation, and 12.5% for
testing. The data partitioning ratio of 70:17.5:12.5 is
employed due to the substantial memory requirements
and extended execution time of the BERT model.
Subsequent to the undersampling process, the data is
segmented into eight non-overlapping datasets, with
one dataset allocated for prediction and the remaining
datasets utilized for training and validation. It is
anticipated that the model will demonstrate the
capacity to predict with precision during the testing
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phase, contingent on the successful identification of
optimal parameters during the training phase.

6) Model Implementation

In this stage, a model is created using data that has
undergone the text preprocessing steps. The output
from these preprocessing steps is then processed using
the Naive Bayes and BERT algorithm. The training of
both algorithms is trained to produce the best possible
hyperparameter combination for the task at hand. The
training process for each model is to be executed
independently, given that each model possesses unique
steps and characteristics.

7) Keyword Extraction

Keyword extraction will be conducted subsequent
to the training and testing process. This procedure will
adhere to the same protocol as feature importance,
wherein features/words exhibiting the most significant
influence on specific class categories will be identified.
In the context of NB modeling, keyword extraction can
be achieved by calculating the log probability for each
feature/word given a class. This will then be
incorporated into a vector containing log probabilities
for all features. BERT modeling is equipped with an
inherent attention mechanism, wherein the attention
score is determined during the model training process.

The process of keyword extraction will prioritize
the identification of the aspect, disregarding other
linguistic elements such as adjectives, verbs, and other
non-essential components. To facilitate the sorting of
words, an external library will be employed. The
library utilized for this purpose is Spacy [19] for
English and Stanza [20] for Indonesian.

8) Evaluation Testing

The trained NB and BERT models have the capacity
to utilize the optimal parameters to predict other data.
The most effective parameters obtained during the
training process are stored in variables. Following the
preparation of other data or testing data, the model can
be directly applied to predict using the parameters that
have been obtained in the training process. Following
the execution of the prediction process and the
subsequent acquisition of the prediction results, the
performance of the two trained models will undergo
evaluation. The evaluation of both models will be
conducted employing the Fl-score metric. The
utilization of the F1-score metric is predicated on its
capacity to facilitate a fair evaluation, even in scenarios
where data is imbalanced.

IV. RESULTS AND DISCUSSION

A. Data

Data was collected from 2022 to 2024 based on two
languages, Indonesian and English. The data used
consisted of answers to open-ended questions in the
survey. The answers do not represent a direct
assessment or evaluation of the facility/service; rather,

they reflect personal opinions expressed in free text
format. The data collection process also encompassed
11 distinct keyword categories, namely General Affair
(GA), Sports (OR), Registrar Office (RO), Library
(LIB), Career Center (CC), Student Life (SL), Learning
Experience (Study), WiFi, Mobile App (APP), IT
Service Desk (ITSD), and Finance (FIN).

TABLE V. DATA EXAMPLE
Bahasa | Kategori Komentar Sentimen
. kampus sangat bersih dan
id GA tertata dengan rapih. !
id GA Kurang sentuhan hijau di 0
kampus semanggi
id OR Lengkap dan mudah untuk 1
diakses
en LIB more hand sanitizers posted 1
please
id WIFI Ditingkatkan lagi kualitas 0
Wifi nya
UPH Wifi
Keuangan Olahraga
IT Service Desk UPH
Career Center Registrar Office
5.1% 5.2%
3.8%
1.7% 10.1%

General Affair

16.1% .
11.4% UPH Mobile

12.3%

13.1%
Student Life
Pengalaman Belajar

Perpustakaan

Fig. 2. Category Distribution in the Dataset

B. Text Preprocessing

The data cleaning stage entails the removal of
empty sentiments resulting from errors, as illustrated in
Table 4. This results in enhanced organization and
richer information content in the comment data
compared to previous iterations. During the data
cleaning process, irrelevant words are systematically
removed, which can lead to the removal of comments
due to the presence of empty sentiments. These
comments are subsequently removed from the data
prior to further processing. It is noteworthy that the data
cleaning process is meticulously tailored for both the
Indonesian and English data sets. Subsequent to the
cleansing process, the individual data sets are then
seamlessly integrated.
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TABLE VIII.  TF-IDF RESULT
bersih sangat baca ...| kampus sentimen
TABLE V. DATA EXAMPLE 0.3807 0.2145 0 0.3702 1
Before Preprocessing After Preprocessing 8 0~20162 8 8 }
Layanan dan fasilitas | layanan fasilitas sangat
sudah sangat baik baik 0 0 03308 | ... 0 0
The connection | connection sometimes TABLEIX.  BOW RESULT
sometimes is bad. bad bersih sangat baca ...| kampus sentimen
1 1 0 1 1
C. Undersampling Data 0 1 0 0 1
Prior to the integration of the NB and BERT 0 0 0 0 !
models, an undersampling technique is employed to 0 o T 11 1. T o 0

address the class imbalance present in Indonesian data.
Class imbalance arises when the dataset exhibits a
significant disparity in the proportion of data between
classes, with a disproportionate number of instances
belonging to class 1 or class 2, as depicted in Figure 4.2.
The undersampling method involves the random
selection of data points from the majority and minority
classes, thereby ensuring a balanced distribution of
data. The effectiveness of this method is evident in
Tables 4.6 and 4.7, which illustrate the impact of
undersampling on the Indonesian data. However, for
the English data, the undersampling process is not
employed due to its already substantial and balanced
nature.

E. Model Training

In the training phase, the GSCV process is executed
on both Indonesian and English data, and the optimal
hyperparameter combinations obtained can vary
between the two datasets. A total of 18 hyperparameter
experiments have been selected for the GSCV test of
the NB model, including le-6, le-5, le-4, 0.001, 0.01,
0.05,0.1,0.5, 1, 2, 5, 10, 20, 50, 100, 200, 500, and
1000. The determination of the optimal hyper-
parameters for both datasets is achieved by selecting
the highest F1-score, as illustrated in Table 10.

TABLE VL DATA COUNT
Indonesian Data Comment Count
Class Before Undersampling After Undersampling
Positive 15583 2001
Negative 4217 1739
English Data Comment Count

Positive 147

Negative 90

TABLE VII. CATEGORY PROPORTION AFTER UNDERSAMPLING

Indonesian Data Comment Count

TABLE X. TOP 5 PERFORMING HYPERPARAMETER NB
F1-score
TF-IDF 1-gram BoW 1-gram

a ID a EN a ID a EN

S 10.6921 2 0.7639 | 5 | 0.6921 2 0.7639
10 | 0.6902 5 0.7639 | 10 | 0.6902 5 0.7639
2 | 0.6896 | 500 | 0.7639 | 2 | 0.6896 | 500 | 0.7639
0.5 | 0.6887 | 200 | 0.7639 | 0.5 | 0.6887 | 200 | 0.7639
0.1 | 0.6870 1 0.7639 | 0.1 | 0.6870 1 0.7639

A total of 125 hyperparameter combination
experiments have been selected for the BERT model

Before After .
Category | Negative | Positive | Negative | Positive QSCV test. The BERT model was tested using three
GA 563 2634 170 170 different hyperparameters: LR, epochs, and BS. The
OR 264 935 170 170 determination of the optimal hyperparameters for both
RO 329 1676 170 170 datasets is achieved the same way like NB, by selecting
LIB 366 2225 170 170 the highest F1-score, as illustrated in Table 11
cC 60 284 60 280 g ’ :
SL 268 2173 170 170
STUDY 593 2362 170 170 TABLE XL ToP PERFORMING HYPERPARAMETER BERT
WIFI 719 301 170 170
APP 667 1581 170 170 Data LR Epoch | BS | Fl Train | FI Test
ITSD 149 606 149 191 DatalD1 | 2-1075 4 32 | 0.8892 | 0.7856
FIN 237 782 170 170
DatalD 2 3-10°° 5 32 0.8753 0.8278
D. Feature Extraction DatalD3 | 3-1075 5 8 0.8466 | 0.8361
The subsequent stage of the process involves the DatalD4 | 2-107° 5 16 | 0.9084 | 0.8047
extraction or transformation of features from words DataID5 | 1-10-5 5 16 | 09146 | 0.8491
into numbers. This stage fqllows the undersamplu}g DatalD 6 | 5-10-5 5 12 | o0s214 | 08064
process. The feature extraction of the NB model will .
be evaluated through two distinct methods: TF-IDF DaalD7 | 3-10 6 8 | 08903 | 0.8076
and BoW, as illustrated in Tables 8 and 9. DataEN | 1-107° 3 8 | 08611 | 0.8308
Subsequently, the feature extraction of the BERT DataEN | 4-10°5 3 32 | 07938 | 08136
model will be executed using word embeddings. DataEN 5.10-5 3 16 | 08780 | 038286
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F. Keyword Extraction

Keyword extraction is the process of identifying
words or tokens that exert the greatest influence on
sentiment prediction in a given method. This is
conducted subsequent to sentiment prediction.Each
method employs distinct techniques to identify
keywords that impact sentiment prediction.In this
instance, the NB method utilizes log probability, while
the BERT method employs a feature from its own
model, namely attention and attention score. The
objective of keyword extraction is to identify
efficiently and quickly which facilities/services have
been rated as satisfied and dissatisfied in each
category.

The NB method of keyword extraction involves the
calculation of the log probability of each word or
token. The log probability value obtained for a word or
token indicates its importance in sentiment prediction.
That is, the higher the log probability value, the more
significant the word or token is to sentiment prediction.
Conversely, the lower the log probability value, the
less relevant the word or token is to sentiment
prediction. The results and visualization of the NB
method of keyword extraction of GA category can be
observed in Figure 2 and Figure 3. Other categories and
English versions of the keyword extraction are
available at
https://github.com/j0daaaa/TA_SentimentAnalysis N
LP.
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The BERT method for keyword extraction entails
the extraction of the attention score feature for each
word or token in the comment, utilizing the BERT
model. Subsequently, the value of the word or token is

extracted in its entirety, and the attention score value
for a word or token is totaled. The aggregate attention
score of a word or token toward positive or negative
sentiment is then obtained. This calculation is
analogous to the calculation of log probability in the
NB method, in that the greater the aggregate attention
score value, the more important the word/token is to
sentiment prediction. The visualization results of the
BERT method keyword extraction of the GA category
are presented in Figure 4 and Figure 5.
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G. Model Evaluation

A total of 508 testing data sets were utilized for
sentiment prediction, comprising 53 instances of GA
data, 38 instances of OR data, 45 instances of RO data,
44 instances of LIB data, 54 instances of CC data, 46
instances of SL data, 52 instances of STUDY data, 49
instances of WIFI data, 31 instances of APP data, and
57 instances of ITSD data, along with 39 instances of
FIN data. Predictions have been made using the TF-
IDF method with n =1, 2, 3, the BoW method with n
=1, 2, 3, and the BERT method. A comprehensive
summary of the results obtained from all methods
employed is provided in Table 12.

TABLE XII.  MODEL SUMMARY

Model CM F1-score
27 95

TF-IDF 1-gram 0.689977
39 347
34 88

TF-IDF 2-gram 0.670839
59 327
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Model M F1-score
12 110

TF-IDF 3-gram 0.665953
11 375
27 95

BoW 1-gram 0.689977
39 347
34 88

BoW 2-gram 0.670839
59 327
12 110

BoW 3-gram 0.665953
11 375
83 39

BERT 0.776978
116 270

As shown in Table 12, BERT's superior

performance over NB remains consistent across all
tested values ofn, reinforcing its robustness in
sentiment analysis tasks. This superiority can be
attributed to the BERT model's capacity to effectively
handle complex language patterns, a capability that is
inherently limited in the NB model due to its
assumption of feature independence. The NB model
demonstrates greater result instability as n-gram levels
increase, leading to diminishing reliability in
conclusions. In contrast to the NB model, the BERT
model demonstrates a notable enhancement in
accuracy. This enhancement can be attributed to its
ability to learn complex patterns, understand word
context bidirectionally, and effectively handle
language elements such as negation or sarcasm.

Furthermore, BERT's pre-training on a substantial
and varied text corpus enhances its adaptability and
efficacy in sentiment analysis, a capability that is
lacking in NB. Deep learning models such as BERT
have more accurate predictive performance than
machine learning models such as NB. This statement
is supported by prior research conducted by Braig et
al.[21], where it was found that deep learning models
such as BERT or RoBERTa achieve higher predictive
accuracy compared to machine learning models such
as  logistic  regression, multinomial  naive
bayes, and others.

The comments in the suggestion column constitute
responses to open-ended inquiries. This constitutes a
factor that influences the model's comprehension of the
context to be acquired. In the development of the
BERT model, there was a decline in the Fl-score
accuracy of approximately 0.07. This decline is
presumably attributable to the characteristic nature of
comments, which manifest as open-ended responses.

V. CONCLUSION

The performance effectiveness of the Naive Bayes
(NB) and BERT models in sentiment analysis of
student satisfaction surveys with mixed and
nonstandard languages demonstrates that BERT is
superior in capturing sentiment. Following the training
of both models and the identification of optimal

parameters, BERT attained a prediction accuracy of
0.776978, marginally exceeding the accuracy of
0.689977 achieved by NB with 1-gram, 0.670839 with
2-gram, and 0.665953 with 3-gram. The NB method
utilizes the n-gram approach (n = 1,2,3) with TF-
IDF and BoW representations to capture patterns in the
data. The primary advantage of BERT lies in its
capacity to understand complex language contexts,
thereby making it a more reliable choice for sentiment
analysis.

The keywords derived from sentiment analysis of
student satisfaction surveys, encompassing both
positive and negative sentiments, offer a
comprehensive representation of students' perceptions
regarding various facilities or services. However, the
BERT method has been found to outperform the NB
method in terms of keyword accuracy. This is primarily
due to the presence of equal positive and negative
keywords in the NB method, which hinders the ability
to draw definitive conclusions. In the context of
positive sentiments, keywords such as “’kebersihan”,
“layanan”, “court”, “fast respon”, and ‘“pelayanan
sangat baik”, reflecting student satisfaction with the
facility or service. Conversely, in the case of negative
sentiments, keywords such as "toilet", "sinyal",
"errors", "kelas karyawan", and "mohon teliti
menginput” indicate student dissatisfaction with certain
facilities or services. The results of these keywords can
be used as evaluation material for the university to
identify facilities or services that need to be maintained
or improved to increase overall student satisfaction.

Despite BERT’s superior performance, its practical
adoption faces challenges. The model’s reliance on
large annotated datasets for fine-tuning may limit
scalability in resource-constrained scenarios, and its
pretraining biases could affect generalizability across
domains (e.g., informal text or low-resource
languages). Running BERT demands expensive
hardware, limiting its use in real-world systems. These
constraints suggest that simpler models like Naive
Bayes remain viable for tasks where interpretability or
efficiency outweighs marginal gains in accuracy.
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Abstract— The rapid advancement of the digital economy
has significantly increased the use of online advertising
while concurrently giving rise to critical challenges,
particularly in the form of click fraud—a manipulative
act that harms advertisers by generating fraudulent
clicks on digital advertisements. As click fraud attack
patterns grow increasingly complex, machine learning
(ML)-based research has emerged as a principal
approach for detecting and mitigating these threats. This
study aims to map the research landscape of ML-based
click fraud detection through a bibliometric analysis to
identify publication trends, patterns of international and
institutional collaboration, and key thematic domains
within this field. Employing a bibliometric methodology,
the study analyzed 61 publications retrieved from
Dimensions.ai spanning the years 2015-2024. The data
were collected, refined using OpenRefine, and visualized
with VOSviewer to examine keyword co-occurrences and
research trends. The findings reveal a marked increase in
publication volume since 2019, with dominant
contributions from India, China, Saudi Arabia, and the
United States. Furthermore, four principal research
clusters were identified: cybersecurity, the relationship
between click fraud and the digital advertising industry,
dataset processing and evaluation techniques, and the
development of ML-based detection systems. Each
cluster offers practical contributions in areas such as
system protection strategies, ad budget optimization,
improved detection accuracy, and the development of
scalable, real-time detection solutions. Recent trends
highlight growing scholarly interest in model
performance evaluation and the challenges posed by class
imbalance (class skewness). This study concludes that
more effective data management and the development of
adaptive ML models capable of addressing evolving
attack patterns are pivotal for future research. By
providing a clearer mapping of current trends, this study
aims to support the scientific community in developing
more accurate and efficient click fraud detection
strategies, thereby strengthening the integrity of the
global digital advertising ecosystem.

Index Terms— Click Fraud; Machine Learning;
Bibliometric Analysis; Fraud Detection; Digital
Advertising.

L INTRODUCTION

Over the past few decades, the digital economy has
grown rapidly worldwide [1]. This sector has also
become a key transmission hub in the economic system,
contributing significantly to global economic growth
[2]. One of the main drivers of this growth is
technological advancement [3]. The development of
technology has enabled companies to reach consumers
more effectively through digital platforms.

However, alongside this rapid growth, new
challenges related to digital security have emerged,
particularly in the form of Click Fraud, a manipulative
act that generates fraudulent clicks on advertisements
with the intent of harming advertisers [4]. A 2020 study
by the University of Baltimore found that click fraud
caused losses exceeding $35 billion [5]. Click fraud not
only results in substantial financial losses for
advertisers but also undermines the integrity of the
digital advertising ecosystem as a whole. To address
this threat, technology-based solutions are required.
Detecting click fraud generally relies on machine
learning models, which have become one of the most
effective approaches due to their ability to learn
complex behavioral patterns and identify subtle
anomalies that signal fraudulent activity [6].

The application of ML techniques in detecting click
fraud has received significant attention in recent years.
ML provides the capability to analyze complex data
patterns and identify anomalies that traditional methods
might overlook. A study by Aljabri investigated the
application of machine learning models to distinguish
between human and bot click behaviors in pay-per-click
(PPC) advertising. The results showed that while all
models achieved strong performance, the Random
Forest algorithm consistently outperformed others
across all evaluation metrics, indicating its robustness
in detecting fraudulent ad-click activity [7]. Additional
research also highlighted that ensemble methods can
further enhance detection performance [8] .
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Despite the increasing number of studies applying
machine learning for click fraud detection [9], there is
a lack of systematic synthesis regarding how research
in this field has evolved, what methods are
predominantly used, and which conceptual domains
remain underexplored. Previous reviews have tended to
focus on algorithmic performance or case-specific
implementations, rather than providing a macro-level
mapping of the intellectual structure of the field. In
contrast, bibliometric studies in other fraud detection
domains, such as financial fraud or healthcare fraud,
have provided broader overviews of research trends.
These studies often focus on general approaches or
dominant techniques, such as decision trees, SVMs, or
neural networks, but fail to provide a detailed mapping
of publication trends or global research collaboration
patterns. Therefore, this study fills an important gap by
conducting a bibliometric analysis to uncover research
trends, influential themes, and methodological patterns
in the intersection of machine learning and click fraud
detection. The findings are expected to inform both
academic  research  agendas and  practical
implementations in digital advertising security.

This study aims to address the identified research
gap by conducting a bibliometric analysis of scholarly
literature focused on click fraud detection using
machine learning (ML) techniques. Bibliometric
analysis is a widely adopted approach with high
methodological validity for examining large bodies of
academic literature. This method enables researchers to
trace the historical development of a scientific
discipline and to identify emerging directions and novel
themes within the field [10]. Unlike general fraud
detection bibliometrics, which primarily examine
techniques applied to broader domains like finance or
healthcare, this study focuses on the specific context of
click fraud, offering in-depth insights into research
trends unique to the digital advertising ecosystem. By
mapping the evolution of research in this domain, the
study seeks to provide in-depth insights into the current
and prospective trajectories of scholarship in click fraud
detection. Furthermore, a better understanding of
prevailing trends and research patterns may contribute
to the development of more effective strategies for
detecting and preventing click fraud, thereby
reinforcing the integrity of the digital advertising
ecosystem.

To achieve these objectives, this study seeks to
answer the following research questions:

1. How have publication trends in Click Fraud
detection using Machine Learning evolved
over time, both in terms of the number of
publications and collaboration patterns among
countries and institutions?

2. What are the key research topics and keyword
co-occurrence patterns in ML-based Click

Fraud detection studies, as identified through
bibliometric analysis?

How has the research focus on ML-based Click
Fraud detection shifted over time, particularly in terms
of keyword relationships and emerging topics in recent
years?

II.  METHOD

The procedure used to conduct this research consists
of five stages. These stages are as follows: Data
Collection, Data Cleaning, Data Visualization, Data
Analysis, and Report Writing. Fig 1 illustrates how this
procedure should be carried out in more detail.

(" - batabase : Dimensions.ai
= Title & Abstract Key : "Click Fraud” AND
Data ("Machine Learning' OR '"Deep Learning' OR
Collection "Artificial Intelligence” OR "Detection™)
- Document Type : Article
= Number of Document Retrieved : 61

+ Refining All Title Keywords, Abstract
Keywords, and Author Keywords :
OpenRefine

- Creating Thesaurus : VOSViewer

Data Cleaning

- Keywords networkmap diagram:
VOSViewer
Data - Publication trends
Visualization - Keywords co-occurence weight and link
strength: VOSViewer

- Bibliometric Data Analysis
- Discussion of Results
- Report Writing

Data Analysis
& Report
Writing

A

Fig 1. Research methodology

A. Data Collection

The data was obtained from the Dimensions.ai
website as part of the data collection phase in the form
of a CSV file, the selection of Dimensions.ai as the
primary data source was based on its open and freely
accessible nature, which facilitates the independent
execution of bibliometric analysis. The applied
publication year restriction spans from 2015 to 2024,
covering a 10-year range. The search query used was:
TITLE-ABSTRACT ("click fraud" OR "ad fraud")
AND ("machine learning" OR "deep learning" OR
"artificial intelligence" OR "detection"). This search
was restricted to journal articles only. Using this search
technique, a total of 61 articles were retrieved.
Although relatively limited in quantity, the 61
publications included in this study were manually
screened and curated to ensure high thematic relevance
to the specific domain of click fraud detection using
machine learning. Broader search queries using general
terms such as ‘fraud’ produced a considerable number
of irrelevant results—covering areas like financial
fraud, healthcare fraud, and identity theft—which
would have diluted the semantic focus of the analysis.
Therefore, this study deliberately prioritized semantic
precision over corpus size, a methodological trade-off
commonly accepted in bibliometric analyses of niche or
emerging topics. Moreover, Glanzel and Moed [11]
suggest a rule-of-thumb minimum of 50 documents to
ensure approximate properties such as normality in the
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distribution of means and relative frequencies. With 61
highly relevant articles, this study meets that threshold
and maintains sufficient statistical integrity for
meaningful co-word and thematic mapping.

B. Data Cleaning

This data cleaning phase aimed to ensure more
accurate exploration of bibliometric and bibliographic
data, as well as to enable improved visualization and
interpretation of the results [10]. All keywords used in
the Title and Abstract fields were standardized using
OpenRefine. OpenRefine facilitated the detection of
semantically similar keywords by identifying lexical
variations within the dataset, thereby supporting the
standardization and consolidation of terms that are
conceptually identical but expressed differently. This
process had a significant impact on enhancing the
accuracy and integrity of the keyword co-occurrence
network structure, as the merging of redundant terms
prevented the fragmentation of thematic clusters that
could otherwise distort the conceptual mapping.
Consequently, the resulting network visualizations
more accurately reflect the dominant themes within the
literature and strengthen the validity of interpretations
regarding topical interconnections within the analyzed
research corpus. Table I presents examples of keyword
standardizations performed during the data cleaning
process using OpenRefine.

TABLE |.KEYWORD STANDARDIZATION EXAMPLES

Original Keyword Standardized Keyword
Prediction, predicting, predict, prediction
predicted
Demonstrate, demonstrated, demonstrate
demonstrates
Classifier, classfiers, classifier
classifies, classfier’s
Fraudster, fraudsters, fraudsters
fraudster’s

C. Data Visualization

The Data Visualization Phase was carried out by
constructing a network map based on keyword co-
occurrence from the analyzed articles using
VOSviewer. This phase aimed to identify relationships
between keywords in the dataset and explore
conceptual linkages within this research field.

At this stage, the minimum keyword co-occurrence
threshold was set at 6, resulting in the selection of 79
keywords from a total of 1,697 available terms. The
selection of a threshold of six was not arbitrary; rather,
it aligns with established bibliometric practices and is
theoretically grounded in the thresholding formula
introduced by Donohue [12], as operationalized in
subsequent studies such as [13], [14]. This method
estimates the optimal boundary for distinguishing
high-frequency keywords based on the distribution of
singleton terms within the corpus. By applying this
threshold, the present study adheres to a well-
documented standard in co-word analysis, which

ensures analytical consistency and avoids distortions
caused by low-frequency noise.

To confirm its appropriateness, a limited sensitivity
trial was conducted by comparing alternative
thresholds. When the threshold was reduced to four, 97
keywords were retained—exceeding the recommended
upper boundary of 67 high-frequency terms as per the
Donohue model, and introducing considerable lexical
noise. Conversely, raising the threshold to eight and ten
produced only 57 and 6 keywords, respectively—both
falling below the recommended inclusion range and
omitting key conceptual terms. Consequently,
additional sensitivity testing was deemed unnecessary,
as the threshold has been validated and widely adopted
in comparable bibliometric investigations.

Furthermore, out of the 79 identified keywords,
only 60% (47 keywords) were used as the final
threshold. In bibliometric analysis, the 60% threshold is
the default setting in VOSviewer and is considered a
best practice [15].

Additionally, Python with the Plotly library was
used to generate bibliometric data visualizations, such
as the total publication distribution by country, which
helps identify the most productive countries in this
research domain. Moreover, publication trends over the
years were analyzed to examine research developments
within a specific time frame.

D. Data Analysis and Report Writing

The final phase of this study consists of data analysis
and report writing. The bibliometric data presented in
the data visualization phase is then evaluated and
interpreted based on the articles included in this study.
The interpretation of results is based on the bibliometric
data visualizations generated in the previous phase,
including the analysis of the network map diagram,
which was constructed using the co-occurrence of
article keywords. The findings, discussion, and
conclusions of this research are then summarized in a
comprehensive report, ensuring a clear understanding
of the trends and conceptual linkages identified in the
study.

III.  RESULT AND DISCUSSION

This section presents the results of the bibliometric
analysis on Click Fraud Detection research. The
analysis was conducted to identify publication trends
over time, publication distribution by country, and the
most frequently used machine learning methods for
click fraud detection. These findings provide a
comprehensive overview of the research developments
in this field, including the number of publications,
citation impact, and the dominant techniques in current
scientific approaches.

A. Publication Trends Over Time

The publication trend analysis indicates that
research on Click Fraud Detection has experienced a
significant increase after 2019. As shown in Fig. 2, the
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highest number of publications was recorded in 2022,
with 14 articles published that year. Specifically, the
number of publications grew by 55.56% from 2020 (9
articles) to 2021 (14 articles), reflecting a sharp surge in
interest in this area. The trend reveals a steady increase,
with an annual growth rate of approximately 30% from
2019 to 2022, followed by a slight decline in 2023 and
2024. This growth indicates the expanding importance
of click fraud detection in the context of the digital
economy. Despite an average annual growth rate of
+14.9%, the trend is heavily skewed by extreme
outliers, indicating that the field’s growth is non-linear
and highly volatile. This pattern may reflect a
combination of dataset limitations (e.g., incomplete
indexing for 2024), external disruptions (such as
funding shifts or academic redirection), and possible
saturation in the core area of click fraud detection.

Annual Distribution and Growth Rate of Articles (2015-2024)
o a

a
565
5
4
|
2
2ms ame a7 e 018 2020 2021

Publication Year

Fig 2. Annual distribution of articles on click fraud detection (2015—
2024)

The period from 2018 to 2019 saw research in this
area still in its early exploratory phase, with a relatively
low number of publications. However, a sharp increase
in publications occurred from 2020 to 2022, marked by
significant growth in research output, a rise in citation
impact, and stronger interconnections among studies in
this domain.

B. Geographic Trends of Publications

The analysis results indicate that publications on
this topic are globally distributed, with certain countries
contributing more significantly than others. Fig. 3
presents the top eight countries with the highest number
of publications in click fraud detection research, along
with the exact number of publications per country.

Number of Publications

Fig 3. Top eight countries with the highest number of publications in click fraud detection research

Fig. 3. Top eight countries with the highest number
of publications in click fraud detection research. The
number of publications is indicated for each country:
India (14), China (7), Saudi Arabia (6), the United
States (6), and others including Jordan, and several
European nations.

India emerges as the leading country in this research
domain, contributing a total of 14 publications, which
accounts for 23% of the total publications in this
domain. India’s dominance in this field can be
attributed to its rapidly growing information technology
industry.  China, contributing 7  publications
(approximately 11% of the total), and Saudi Arabia

with 6 publications (about 10%), also demonstrate
significant interest in click fraud detection, particularly
in the context of protecting their digital advertising
ecosystems. The United States, as a global hub for
digital technology and advertising, has contributed 6
publications (around 10%), indicating continued
academic and industrial engagement in this research
area.

Other countries, such as Jordan and several
European nations, have also made notable contributions
to this field, though their contributions are smaller in
scale. The overall distribution of publications highlights
a growing global interest in ML-based click fraud
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detection, with nations not only from large digital
advertising markets but also those prioritizing
cybersecurity and the efficiency of digital advertising
systems.

C. Network Map Diagram Analysis

The network map diagram based on keyword co-
occurrence in the analyzed articles was generated using
VOSviewer. The term "keyword co-occurrence" refers
to the frequency with which a keyword appears across
multiple publications. The minimum occurrence
threshold can vary significantly depending on the
research objectives. A lower threshold results in more
keywords being displayed, while a higher threshold
reduces the number of displayed keywords.

Researchers extracted 1,697 keywords from a total
of 61 articles. The minimum threshold for keyword co-
occurrence was set at 6 times, resulting in 79 keywords
meeting the minimum requirement. Fig 4 illustrates that
only 60% of the total connections among the 79
keywords—equivalent to 47 keywords—were included
in the final visualization.

The weight of an item determines the size of its label
and circle in the network map. The larger the weight of
an item, the bigger its label and circle. The color of each
item is determined by the cluster to which it belongs,
reflecting thematic groupings within the dataset.
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Fig 4. Network visualization of keyword co-occurrence in click fraud detection studies

Each of the four colors visible in Fig 4 represents a
different cluster. The clustering approach is based on
keyword co-occurrence, as detected across all analyzed
articles. This indicates that elements grouped within the
same cluster are more closely related to one another
compared to elements outside their respective clusters.
Therefore, it can be inferred that elements within the
same cluster likely share a similar research focus. The
details of the keywords in each cluster are summarized
in Table II.

Keywords such as "botnet" and "performance
evaluation" also exhibit high link strength, suggesting
that detection models frequently correlate with botnet-
based attack patterns and performance evaluation
techniques. The presence of the term "dataset" with
strong connections further indicates that data quality
and dataset processing methods are key factors in the
effectiveness of click fraud detection systems. Fig 5
presents the top 15 keywords with the highest co-
occurrence values and total link strength.

While the co-word and cluster analyses have
yielded useful thematic structures, it is important to
acknowledge several limitations inherent in the
bibliometric approach used. First, this study exclusively
utilized the Dimensions.ai database, which although
extensive in scope aggregates a wide variety of

publication types and disciplines. This heterogeneity
may influence the consistency and interpretive clarity
of the resulting thematic patterns, particularly when
compared with more curated and domain-specific
bibliographic databases. To mitigate potential coverage
bias and ensure methodological triangulation, future
studies are encouraged to cross-validate findings using
established repositories such as Scopus or Web of
Science, which offer more standardized indexing
criteria and peer-reviewed literature emphasis.

Second, the process of keyword normalization
conducted using OpenRefine may introduce semantic
ambiguity. Decisions on merging or standardizing
keywords (e.g., “click fraud” vs “ad fraud”) rely partly
on subjective judgment, which could influence the
resulting cluster composition. Moreover, relying on
author-assigned keywords may bias the analysis toward
how authors frame their work, rather than capturing the
conceptual content in full.

Third, while thresholding co-occurrence at six ensured
analytical clarity, this choice may have excluded
emerging but low-frequency terms that are thematically
significant. This reflects a broader limitation of co-word
analysis itself: its tendency to privilege frequency over
novelty.
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Fig 5. Top 15 keywords ranked by co-occurrence and total link strength in click fraud detection research

TABLE Il. KEYWORD CLUSTERS

Cluster Keywords Issue
This cluster is highlighting the foundational concerns of network-
adsherlock, attack, botnet, client, cyber based attack vectors and systemic vulnerabilities. This cluster aligns
| attacks, day, ddos, focus, internet, malicious | with real-world challenges in identifying sophisticated bot traffic and
(19 Keywords) code, malware, mobile app development, suggests the need for integrating behavioral analytics into fraud
online detection, phishing, research & detection pipelines. Studies such as Sadeghpour and Vlajic have
trends, service, spam, threat, type shown that botnets often mimic legitimate user behavior, making this

cluster crucial for developing resilient detection mechanisms [16]

This cluster comprising keywords like represents the commercial and
economic dimension of the field. The prominence of these terms
underscores the growing concern from advertisers and platforms over
financial losses. This cluster suggests a need for models that not only
detect fraud but also estimate its economic impact [17]

advertiser, click, consumer behavior, cyber
2 crime prevention, fraudulent click, human,

(13 Keywords) | machine learning, mobile advertising, order,

parameter, publisher, revenue, rtb

This cluster revolves around technical modeling issues, with
keywords such as class imbalance, SMOTE, and ensemble learning.
These terms underscore the methodological challenges in handling
skewed datasets—an inherent characteristic of fraud detection tasks,
where legitimate instances significantly outnumber fraudulent ones.
The prominence of these terms highlights the growing emphasis on
developing resilient models capable of maintaining predictive
performance under such imbalance. Notably, G.S. T. et al. [18]
demonstrated the effectiveness of ensemble-based methods in
addressing class imbalance by leveraging the combined strengths of
multiple classifiers, thereby supporting the broader adoption of
hybrid learning architectures in this domain. This cluster, therefore,
opens further avenues for research into meta-learning strategies and
cost-sensitive algorithms tailored for rare-event prediction in click
fraud detection

class skewness, classification, dataset,

3 ensemble architecture, online advertising,
(10 Keywords) pay, performance evaluation, qdpsknn,
smote, state

Cluster 4 includes terms such as model architecture, detection
system, and anomaly detection, reflecting a focus on the system-level
implementation of click fraud detection frameworks. This cluster

4 serves as a bridge between theoretical algorithm development and
(5 Keywords) article, behavior, number, system, web site practical engineering deployment, emphasizing the importance of
scalable and explainable AI models capable of operating in real-time
environments. Notably, a study by Neeraja et al. supports this
direction by demonstrating that real-time ad-click fraud can be
effectively identified using elementary classifiers [19]

research topics, while yellow shades highlight more

D. Overlay Visualization recent discussions.

An overlay visualization was created to o
identify the latest research topics, as illustrated in Fig 6. Keywords appearing in the yellow spectrum, such
The color gradient from dark to light represents the S "performance evaluation” and "dataset", suggest that

publication year, ranging from the earliest to the most  these topics have gained increased attention in recent
recent studies. Darker blue shades indicate older studies. This indicates a shift in research focus towards
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evaluating the performance of click fraud detection
models, emphasizing how dataset quality and
characteristics influence model performance.

Additionally, the presence of the keyword “class
skewness” reinforces that class imbalance in datasets
has become a critical issue with direct implications for
detection performance. In the early stages of research,
the primary concern was to develop models capable of
distinguishing between fraudulent and legitimate

clicks, often evaluated using balanced or synthetically
constructed datasets. However, as the field has matured,
scholars have increasingly acknowledged that
imbalanced class distributions are the rule rather than
the exception in real-world advertising environments.
This recognition has led the research community to treat
class skewness not as a peripheral modeling concern,
but as a core methodological and operational challenge,
particularly in the context of rare-event classification
and cost-sensitive decision-making.
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Fig 6. Overlay visualization of keyword co-occurrence in click fraud detection research

The bibliometric analysis conducted in this study
reveals that research on Click Fraud Detection has
experienced significant growth since 2019. This
publication trend aligns with the increasing demand
within the digital industry to address fraudulent
activities in online advertising. Prior to 2019, the
number of publications in this field remained relatively
low, indicating that the research was still in an early
exploratory phase. However, a notable surge in
publications occurred in 2020 and 2021, signaling a
heightened academic interest in Click Fraud Detection
as a major challenge within the digital advertising
industry.

From a geographical perspective, the study
demonstrates that India leads in terms of the number of
publications in this area, followed by China, Saudi
Arabia, and the United States. India's dominance not
only reflects the rapid expansion of its information
technology and digital marketing sectors but also
corresponds with the substantial growth of its digital
advertising economy. The high prevalence of click
fraud underscores the urgent need for more effective
machine learning-based detection methods and helps
explain the considerable academic focus on this issue in
the region.

The network map analysis conducted in this study
identified four major clusters within the field of Click
Fraud Detection, reflecting the conceptual evolution
and interconnections in the research domain. These
clusters not only represent distinct conceptual foci
within the literature but also offer substantial practical
implications for the digital advertising ecosystem.

o The first cluster, centered on cybersecurity,
indicates that click fraud is frequently integrated
with broader digital threats such as botnets and
phishing, necessitating the development of ML-
based mitigation strategies that can be
embedded into the IT security infrastructures of
advertising firms.

e The second cluster, which explores the
relationship between click fraud and digital
advertising business models such as real-time
bidding (RTB), has direct implications for
financial risk management, campaign budget
optimization, and the selection of more credible
publishing partners.

e The third cluster underscores the critical role of
data processing techniques and model
evaluation in addressing challenges such as
class imbalance (class skewness), which is
common in digital advertising datasets and can
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degrade the performance of detection models.
This highlights the need for advertising service
providers to invest in machine learning systems
capable of handling real-world data in a more
representative manner.

e The fourth cluster, which focuses on system
development and user behavior, emphasizes the
importance of building adaptive detection
architectures based on behavioral profiling.
Such systems can be integrated into advertising
platforms to monitor user activity in real-time
and identify suspicious clicking patterns.

The identified thematic clusters reveal not only the
current structure of research in click fraud detection but
also highlight unresolved challenges that require
sustained scholarly attention. For instance, the
emergence of class skewness and SMOTE in Cluster 3
points to a persistent data imbalance problem that
undermines model generalization—particularly when
fraudulent instances represent a small fraction of total
user behavior. This is a real-world constraint in ad
ecosystems, where genuine traffic far exceeds
malicious activity. Addressing this issue will require
future research to move beyond oversampling
techniques toward advanced solutions such as cost-
sensitive learning, meta-learning, and anomaly-aware
classifiers optimized for rare-event detection.

Similarly, the prominence of botnet, malware, and
traffic pattern in Cluster 1 signals the growing
sophistication of automated fraud actors that mimic
legitimate click behavior. These trends call for
detection systems that integrate behavioral profiling
and network anomaly detection, capable of adapting to
adversarial tactics in real time. Meanwhile, Cluster 4’s
focus on system, behavior, and architecture highlights a
translation gap between algorithmic models and their
deployment in production environments. This
emphasizes the need for scalable, explainable models
that can operate within latency-sensitive systems such
as real-time bidding (RTB) platforms.

As awhole, these trends suggest that future research
must be multidimensional: advancing algorithmic
resilience, integrating domain-specific behavioral cues,
and aligning model performance with operational
constraints. A promising direction includes the
development of end-to-end fraud detection pipelines
that fuse unsupervised anomaly detection, explainable
Al (XAI), and economic impact modeling, thereby
enabling fraud mitigation strategies that are not only
accurate but also actionable and transparent in
commercial advertising environments. For instance,
explainable Al frameworks such as LIME introduced
for model-agnostic interpretability in  general
classification tasks [20] have since been widely adopted
across domains requiring transparency and trust,
including fraud detection and high-stakes automated
decision-making. These developments underscore the
growing feasibility of integrating transparency,
adaptability, and interpretability into real-time fraud
mitigation pipelines.

The overlay visualization in Fig 6 reveals a shift in
focus within Click Fraud Detection research using
Machine Learning. Keywords such as "performance
evaluation" and "dataset", appearing in the yellow
spectrum, indicate a growing emphasis on model
evaluation and dataset quality in recent studies. This
trend suggests that the scientific community is
becoming increasingly aware of the importance of
proper data management to enhance the performance of
Click Fraud Detection models.

Additionally, the term "class skewness" has
emerged as one of the high co-occurrence keywords in
recent studies. This indicates that challenges related to
class imbalance in datasets are becoming a major
concern, as Click Fraud datasets typically exhibit an
imbalanced class distribution [4], [5], [21], [22], [23],
[24], [25], [26], [27]. Consequently, Machine Learning
methods need to be adapted to effectively handle this
issue.

IV. CONCLUSIONS

The bibliometric analysis in this study reveals that
research on Click Fraud Detection has grown
significantly in recent years, as evidenced by the
increasing number of publications and the broadening
scope of international collaboration. The keyword
network mapping indicates that research in this domain
can be categorized into four major clusters:
cybersecurity, the digital advertising industry, dataset
evaluation and processing, and the development of
more adaptive detection systems. Recent research
trends have shifted toward improving dataset quality
and model evaluation, suggesting that data validity and
the effectiveness of detection methods are becoming
central concerns in current scholarly investigations.

Based on these findings, this study offers several
practical recommendations. For researchers, it is
essential to develop click fraud detection models that
can operate in real-time and to implement approaches
based on explainable Al (XAI) in order to enhance the
transparency and accountability of detection systems.
Furthermore, future research agendas should include
the exploration of blockchain technology as a
foundation for building more secure and decentralized
digital advertising systems.

For regulators and policymakers, there is a need for
stricter regulations regarding ad traffic verification, as
well as the development of policy frameworks that
facilitate ethical data sharing between digital platforms
and research institutions. For the digital advertising
industry, the adoption of real-time detection systems
based on machine learning and behavioral profiling can
strengthen resilience against click fraud manipulation
while simultaneously improving the efficiency of
advertising budget management.
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Abstract— Research on CNN Model and Adagrad
Optimizer is expected to help identify diseases in the
medical world. Especially in the field of image
classification in Gastrointestinal endoscopic procedures .
The research is specifically for the process of classifying
medical images of Diverticulosis, Neoplasm, Peritonitis
and Ureters . Previously, there have been quite a lot of
studies on CNN and its various optimizers. However,
those who have studied the Adagrad optimizer are not too
many, especially those discussing the use of minimum
parameters. The use of minimum parameters is expected
to be one of the contributions of researchers in the fields
of computing and medicine. The research was conducted
to determine the use of the best parameters and obtain
the highest level of accuracy. The research was conducted
using minimum epochs starting from epoch 1, epoch 5,
and epoch 10. Then the combination process between
epoch and the number of convolution layers between 1
and 5 was carried out, resulting in 15 combinations. The
test was carried out using 4000 images with 1000 images
in each class. From the results of the test, the highest
accuracy value was obtained, namely 82.875%. Then the
highest average accuracy value was 81.625%. The
average CPU usage ranges from 30.42% to 32.69%. And
the average computation time ranges from 24.22 seconds
to 229.542 seconds. From the research conducted with the
use of minimum parameters, short computation time and
little resource usage can produce a model with an average
accuracy level above 70%.

Index Terms— Adagrad Optimizer; CNN; Endoscopy
Image; Image Classification; Minimum Parameters.

L INTRODUCTION

The number of optimizers used in Convolutional
Neural Networks is one proof of the development of
science[1] . Many optimizers used in Convolutional
Neural Network (CNN) models include Adadelta,
Adagrad, Adam, RMSprop and SGD. Each type of
optimizer exhibits different performance and efficiency
depending on the characteristics of the data and the
architectural model. Previous research has described
the applicability and accuracy of various optimizers on
specific datasets[2], [3], [4] . However, there is no one
that focuses on discussing the Adagrad optimizer with

minimum parameters. Research related to CNN models
usually uses many hypter parameters to get the best
results.

Adagrad (Adaptive Gradient Algorithm) offers the
advantage of dynamically adjusting the learning rate for
each parameter based on its gradient history, enabling
faster convergence on sparse data and efficient handling
of diverse feature magnitudes[5], [6]. Compared to
Adam or RMSprop, Adagrad requires fewer
hyperparameters and computational resources, which
makes it suitable for applications that require efficiency
in both computation and memory usage. Previous
works have shown its potential for resource-limited
systems[7], [8], [9].

Despite these advantages, limited research has
explored the use of Adagrad with compact parameter
design in medical imaging contexts. Most studies rely
on heavy computational resources or complex
optimizers, leading to inefficiency in deployment. This
study aims to evaluate the performance of Adagrad with
minimal parameters for classifying gastrointestinal
endoscopy images, emphasizing computational
efficiency, accuracy, and model simplicity.

The research conducted this time focused on one
optimizer to obtain the highest accuracy results with the
shortest computing time and the least resource usage.
This study applies a strategy of using minimum
parameters on the optimizer to achieve efficiency in the
model training process. The use of minimum
parameters in the optimizer is expected to reduce the
workload of the hardware used. The use of CNN
models in deep learning, especially in terms of
classification, is expected to help identify diseases in
the medical world. Health care in the field of
Gastrointestinal endoscopic procedures is one of the
topics in this study. Gastrointestinal endoscopic
procedures are medical procedures that use a special
tool called an endoscope to examine, diagnose, or treat
problems in the digestive tract, including the
esophagus, stomach, small intestine, and large
intestine[10], [11]. An endoscope is a long, flexible, and
thin tool equipped with a camera at the end[12]. This
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tool allows doctors to see the inside of the digestive
tract directly without the need for major surgery.

The medical image classification process carried
out in this study focuses on several medical conditions
only, namely, Diverticulosis, Neoplasm, Peritonitis,
Ureters . Diverticulosis is a condition in which there are
small pockets or balloons in the intestinal wall,
especially in the large intestine. These pockets can form
due to excessive pressure in the intestine[ 13]. Neoplasm
is the medical term for a tumor or abnormal tissue
growth. These tumors can be benign (harmless) or
malignant (cancerous)[14], [15]. So, neoplasms include
all types of abnormal cell growth in the body.
Peritonitis is an inflammation of the peritoneum, which
is a thin layer that lines the inner wall of the abdomen
and protects the organs in the abdomen[16], [17], [18].
This inflammation is usually caused by infection, which
can occur because an organ in the abdomen ruptures,
such as a perforated intestine. Peritonitis is a serious
condition and requires immediate medical attention.
The ureter is a tube that connects the kidney to the
bladder[19], [20], [21], [22], [23], [24]. Its job is to
carry urine produced by the kidney to the bladder,
where it is stored before being excreted from the body.

The next process is the process of creating models
using minimum parameters, the parameters used are in
Epochs and Convolution Layers. The use of epochs
starts from the smallest epoch, namely 1, 5 and the
largest epoch, namely 10. The computation process is
carried out with a combination of epochs and
convolution layers, each computation is carried out and
produces 1 model. Then the number of Convolution
Layers in this study starts from 1 convolution layer to 5
convolution layers. Where there are 5 combinations of
layers and 3 combinations of epochs.

The last process carried out is the evaluation of the
algorithm performance. The algorithm performance
evaluation process is carried out using the Confusion
Matrix. The algorithm performance is carried out on
each model produced, so that the Precision, Accuracy,
Recall and F-1 Score values can be calculated from the
resulting models. The algorithm performance
evaluation is carried out to obtain the best minimum
parameter combination results. With the best
parameters, it is expected that the use of the optimizer
Adagrad can be more optimal in the classification
process.

II.  THEORY

The literature study process was conducted to
explore more deeply what previous researchers have
done in the image classification process. Several
studies that discuss the CNN model and its optimizer
include. The literature study process was conducted to
explore more deeply what previous researchers have
done in the image classification process. Some studies
that discuss CNN models and optimizers include the
following.

The study that discusses the CNN literature study
in the cat image classification process by comparing 16
studies from previous researchers[25]. This study
focuses on comparing the results of using the CNN
model on the same object, namely cats. There is also
another study[26]regarding CNN which also discusses
the breed classification process in cats. This study
discusses CNN and RMSprop optimizer. Another
study that discusses CNN was also conducted for the
caterpillar pest detection process in Aquaponic
plants[27]. This study focuses on the caterpillar
identification process with the CNN model which
produces an accuracy value of 89%.

From several studies that have been conducted,
some focus on hypter parameters, and some focus on
increasing model accuracy against datasets. However,
there is no specific research on the use of minimum
parameters. In previous studies, there was a lot of focus
on default parameters and the use of optimizers that
were generally not detailed. One study that discussed
the optimizer used was RMSprop. While this study
focuses on the Adagrad optimizer to find the best
parameters with the fastest computer time and the least
resource usage

Endoscopy is a medical procedure performed to
examine parts of the human body, especially the upper
digestive tract or small intestine. Endoscopy is
performed using a tool that is inserted into the digestive
tract to capture images of the small intestine.[28]. With
endoscopy it is possible to examine the digestive tract
without undergoing surgery[29], this is certainly easier
to do compared to examinations that involve surgery.

The model used in the study is CNN using the scikit
learn library and using the python programming
language. Classification is done using the Adagrad
optimizer to find out the best parameters that can be
used for the classification process.

III. METHOD

There are several stages carried out in this research,
including literature review, data preprocessing,
creating CNN models and performance evaluation.
The flow of the research process carried out is shown
in Figure 1 below.

Start 1

Literature Review
Data Preprocessing

I

Figure 1. Flow of the research process carried out

Create CNN Models

‘ Performance

Evaluation

end
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A. Data Preprocessing

In preprocessing is done to ensure that the research
can run smoothly. One of the important stages carried
out is to prepare data in the research. Without processed
data, research cannot be carried out. The data used in
this study is a public dataset taken from kaggle. The
dataset used is an image taken from the Gastrointestinal
endoscopic procedures process , there are 4000 images
in the dataset[30]

Neoplasm
Peritonitis

Ureters

Figure 2. Gastrointestinal endoscopic dataset

The dataset consists of 4 classes with each class
consisting of 1000 images. The classes in the dataset are
Diverticulosis, Neoplasm, Peritonitis, Ureters. Each
image used will later be divided into training data and
testing data with a composition of 80% training data
and 20% testing data. In detail, the flow of the data
preprocessing process is seen in Figure 3 below.

Start

Literature Review

|

Data Preprocessing h 4
ey

Dataset Collection

Split Data
20% Data Training
20% Data Testing

h 4
®

Figure 3. Initial research stage flow

From figure 3, it can be seen that 80% of the dataset
used will be used as training data, which means the
amount of training data used is 3200 images, and the
testing data used is 800 images.

B. CNN Model

Convolutional Neural Networks (CNN) are models
that are specialized for image recognition and have
high accuracy in classifying objects in images[31],
[32]. Convolutional Neural Networks (CNN) are a type
of computer network that uses a mathematical
technique called convolution. This technique allows
the network to find patterns in data, such as images, by

examining small parts of the data. In this way, even if
certain patterns are not directly described in the data
used to train it, the network can still recognize those
patterns[33]. An illustration of the CNN model looks

like the following figure 4:

Poling
A )
g 08 Diverticulosis
% R . 07 |Neoplasm
S . 08 [Peritonitis

Il
Convolution Convolution

+ - Connected Output
ReLU ReLU

Figure 4. Illustration of CNN Model

The general equation regarding the convolutional
layer operation looks like equation 1[29], [30] below.

SG,J) = (I * K)(i,j) = ZZ IG+m,j+n) K@nn)

K(m,n)describes the convolution operation
between an image / and a kernel Kat position (i, j). The
process is carried out to calculate the value of each
element in the convolution result S based on the
interaction between the image and the kernel. In this
formula, S(i, j)shows the convolution result at a point
(i, j)calculated as the sum of the products of the
elements that are interconnected between the image
Iand the kernel K. I (i + m, j + n)is the image element
Iat position (i +m,j +n), where mm and nn are
indices that run along the kernel dimension K . The
kernel K (m,n)is the element at position (m, n)in the
kernel used to calculate the convolution.

In this study, CNN can be used as a solution for the
visual data classification process in mapping neural
network models using minimum parameters on epochs
and the number of convolution layers. The use of
dynamic optimization algorithms such as ADAGRAD
can help adjust learning values continuously without
the need to make adjustments at the beginning. The
stages of the process carried out in creating a CNN
model are shown in Figure 5 below.
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create CNN models
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|
.

‘ Models ‘

Figure 5. Flow of the CNN Model creation process with each
parameter

The stages carried out in the process of creating
CNN models start from selecting the use of optimizers
(Adagrad Optimizer). The next stage is determining the
parameter values of the optimizer used, namely
learning rate (Ir), Epsilon (g¢), Decay, and Initial
Accumulator value. The default parameters used at this
stage contain the default values available in the pytorch
library. The next stage is to determine the number of
iterations (epochs) used starting from the minimum
value available, namely 1, then 5 and 10. After the
batch value is determined, it is continued by
determining the number of convolution layers
performed . The number of convolution layers used
starts from 1 to 5 convolution layers.

1) Adagrad Optimizer

Adagrad (Adaptive Gradient Algorithm) optimizer
is an algorithm used to improve the way computer
models are trained, such as convolutional neural
networks (CNNs). Adagrad's main advantage lies in its
ability to automatically adjust the learning rate for each
element of the model, according to how often the
element is updated during training[36], [37], [38].
Using Adagrad, elements that are updated less
frequently  will  experience faster learning
improvements, while elements that are updated more
frequently will experience slower learning[39].

This allows the model to adapt to different types of
data and avoid learning too fast or too slow in some
parts[40], [41]. Although Adagrad can speed up
training on rare data, its drawback is that the learning
rate decreases over time due to the accumulation of
gradients from previous iterations, which can cause the
model to stop learning earlier than desired. The
equation used in the Adagrad optimizer looks like
equation 2 below[42], [43].

Oveni = O — Tm== o @

From equation 2, it is known that 6., is the
parameter result of the update from the adagrad
optimizer. While 6,;is the value of the previous
parameter update result. 1 is the learning rate, € is a
small scalar parameter to avoid division by zero. The
Adagrad optimizer works by calculating the gradient to
adjust the learning rate, then changing the learning rate
based on the calculated gradient. The Adagrad
optimizer is designed to optimize the learning rate at
each iteration, so it can improve the model accuracy
without having to change the initial values.

2) Adagrad Parameters

Adagrad has several parameters used in the
computational process in producing models.
Commonly used parameters are Learning rate (lr),
Epsilon (g), Decay, and Initial Accumulator value. The
learning rate (Ir) parameter has a value of 0.01 which
is the default value. Then Epsilon (¢) has a value of le-
8 or 0.00000001, and decay has a value of 0.0, and the
Initial Accumulator value has a value of 0.0[44]. The
parameters that will be optimized in this study are
Epoch and the number of convolution layers. The use
of the epoch parameter starts from the smallest
parameter, namely epoch 1, then epoch 5 then epoch
10. Then the number of convolution layers used in this
study starts from 1 convolution layer, up to 5
convolution layers. With a total combination of epoch
and convolution layer as many as 15 combinations.

C. Performance Evaluation

To measure the performance of the adagrad
optimizer, an analysis was carried out using the
confusion matrix method. Measurement of algorithm
performance is carried out to determine the Precision,
accuracy, recall and F1-Score values from the research
that has been done. By using the confusion matrix, it is
expected to know the performance of each model
produced in the form of numbers. And the best
classification model with the highest accuracy value
and the shortest computing time, as well as the least
resource usage, will be known. The flow carried out in
the evaluation process is seen as in Figure 6 below.

Performance Evaluation

i i ¥ ¥

[ Accuracy } { Precision J [ Recall F1-Score }

End

Figure 6. Performance evaluation process flow with confusion

matrix
(2)
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True: Peritonitis
Pred: Peritonitis

True: Diverticulosis
Pred: Diverticulosis

True: Ureters
Pred: Ureters

True: Diverticulosis
Pred; Diverticulosis

True: Ureters
Pred: Peritonitis

From figure 6, it can be seen that there are 4
measurement components that will be calculated in the
evaluation process, namely accuracy, precision, recall
and F1-Score. To be able to calculate these values, the
TP, TN, FP and FN values must first be determined.
The confusion matrix is arranged in the form of a table
containing actual values and predicted values[45]as
shown in table 1 below.

Y,
v

True: Diverticulosis
Pred: Diverticulosis

True: Ureters
Pred: Ureters

True: Neoplasm
Pred: Neoplasm

True: Diverticulosis
Pred: Diverticulosis

True: Neoplasm
Pred: Neoplasm

TABLE 1. CONFUSION MATRIX

True: Peritonitis True: Ureters.
Pred: Ureters Pred: Ureters.

True: Neoplasm
Pred: Neoplasm

True: Neoplasm
Pred: Neoplasm

True: Peritonitis
Pred: Peritonitis

True Positive (TP) is the number of images that
actually belong to a certain class and are correctly
predicted by the model. False Positive (FP) is the
number of images that are predicted to belong to a
certain class, but actually belong to another class. False
Negative (FN) is the number of images that actually
belong to a certain class, but are predicted to be of
another class. True Negative (TN) is an image that
actually does not belong to a certain class and is

predicted values from the Adagrad optimizer.

A. Adagrad Optimizer with Epoch 1

The process starts from the minimum epoch value
of 1 combined with the number of convolution layers
with a value of 1 to 5 convolution layers. The test
results are shown in Table 2 below.

TABLE 2. TEST RESULTS OF EPOCH 1

Positive Negative 2
Prediction Prediction \'
®) ™ ,
Positive True Positive False -
Actual (P) (TP) Negative Figure 7. Endoscopic image classification process
(FN)
i:tg::lv&) Eilssifive EP) ;re“eaﬁve Figure 7 shows the endoscopic image classification
(Tﬁ) process by displaying the actual (true) values and

. Epo Num  Sup Prec  Reca F1- Ac Tim CP

correctly predicted[46], [47], [48]. ch ber  port ision 1l scor cur e U

Precision measures how many positive predictions of e acy (sec Usa

are actually positive. In image -classification, it Con ond ge

indicates how many images are correctly predicted and Viool:t L
are true. The precision equation looks like equation Laye

3[49]below. rs
1 1 800 0.77 0.76 0.77 76, 240 31.
Precisi TP 3 375 9 5
recision =

TP + FP ( ) (}) 2 800 0.79 0.78 078 77. 234 31.

5 6 75

. . 1 3 800 0.74 0.69 0.67 68, 239 32.

Recall (Sensitivity) is used to measure how 875 7 15

many truly positive images the model successfully 1 4 300 0.69 069 067 69 242 30

predicted correctly. This is also known as True Positive 5 1

Rate (TPR). The recall equation looks like the 1 5 800 069 069  0.69 16295- 25-2 3425

following equation 4.

TP

Recall = ——
TP + FN

“4)

Fl1-Score Is the harmonic mean of precision and
recall. F'1-Score provides a better overview when we
need a balance between the two. The FI-Score
equation looks like the following equation 5.

P iSionXR i
Fl _ SCOTe — 2 x recision eca (5)

Precision+ Recall

IV. RESULT AND DISCUSSIONS

From table 2, it can be seen that the highest accuracy

e is 77.5 with 2 convolution layers. The fastest
computing time is 23.46 seconds and the lowest CPU
usage is 31.5%.

B. Adagrad Optimizer with Epoch 5

The second process is testing with an epoch value of
5 then combined with the number of convolution layers
with a value of 1 to a convolution layer of 5. The test
¢8gults are shown in Table 3 below.

TABLE 3. TEST RESULTS OF EPOCH 5

Epo Num Su Pr Re F1- Ac Tim CPU
The test was conducted using 800 images as testing ch  ber ppo eci cal scor cu e Usag
data with 200 images for each class . The testing of — rt sio 1 e ra (seco e
. . . Con n cy nds) (%)
process displays the predicted image and the actual volut

image, as shown in Figure 7 below.

ion

172
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5 1 800 0. 038 0.83 82, 113. 31.8
84 3 87 21 5
5
5 2 800 0. 038 0.8  80. 123. 31.1
81 1 5 73
5 3 800 0. 038 0.82 82, 158. 233
&3 3 62 03 5
5
5 4 800 0. 07 0.66 70, 110. 332
71 1 62 17
5
5 5 800 0. 07 0.75 176, 116. 32.6
78 6 37 33
5

From table 3, the highest accuracy value is 82,875
with 1 convolution layer. The fastest computing time
is 110.17 seconds and the lowest CPU usage is 23.35%.

C. Adagrad Optimizer with Epoch 10

The final process is testing with an epoch value of
10 then combined with the number of convolution
layers with a value of 1 to a convolution layer of 5. The
test results are shown in Table 4 below.

TABLE 4. TEST RESULTS OF EPOCH 10

From table 5, it can be seen that the highest average
accuracy value is 81.625 with the number of epochs 10.
Meanwhile, the fastest average computing time is 24.22
seconds and the lowest average CPU usage is 30.42%.

V. CONCLUSION

From the research conducted using the CNN model
and Adagrad optimizer, it was concluded that the
highest accuracy value was 82.875%. The average CPU
usage ranged from 30.42% to 32.69%. And the average
computing time ranged from 24.22 seconds to 229.542
seconds. The average accuracy value is still above 70%,
this can be seen in table 5, where the lowest average
accuracy value is 72.175%. From the tests carried out,
it can be concluded that a model with an accuracy level
above 70% can be produced with minimum parameters
on the Adagrad optimizer and CNN model. These
results show that applying minimum parameters to the
optimizer not only maintains a good level of accuracy,
but also significantly speeds up the computation time,
with the fastest average time being 24.22 seconds.
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Abstract— Poverty is a complex problem faced by every
region, including East Kalimantan Province. The poverty
line is used as an important indicator to determine the
poor population, and data from the Badan Pusat Statistik
of East Kalimantan Province shows an upward trend
every year, for example from IDR 796,193 per capita per
month in 2023 to IDR 853,997 in 2024. This study aims to
forecast the poverty line for the next ten periods using
Holt's Double Exponential Smoothing (DES) method,
which is suitable for data with trend patterns. The data
used is the time series from the first semester of 2011 to
the second semester of 2024. The analysis was carried out
by determining the optimal smoothing parameters,
calculating the forecast values, and evaluating the model
with an error measure. The results of the study show
optimal parameters of a = 0.98 and g = 0.01, with a
MAPE value of 4.56%. This relatively small error value
indicates that Holt's DES method is effective in producing
accurate forecasts. These findings are expected to provide
input for local governments in formulating strategies and
policies for poverty alleviation based on predictive data.

Index Terms— Poverty Line, Forecasting, Double
Exponential Smoothing Holt’s, East Kalimantan, MAPE.

L INTRODUCTION

Poverty is one of the fundamental, complex, and
multidimensional problems faced by almost all
developing countries, including Indonesia. This
problem is not only related to limited income, but also
has implications for various aspects such as education,
health, and social welfare [1]. According to the Badan
Pusat Statistik of East Kalimantan Province (BPS),
poverty is defined as the inability of a person to meet
basic food, and non-food needs as measured by
expenditure. People with a per capita monthly
expenditure below the poverty line are categorized as
poor [2].

The poverty line serves as an important indicator for
determining the level of community welfare and
measuring the number of people living in poverty.
Based on data from the East Kalimantan Provincial

Statistics Agency, the poverty line in the province has
shown an upward trend in recent years, from IDR
790,186 per capita per month in 2023 to IDR 833,955
per capita per month in 2024 [3]. This increase indicates
that the economic conditions of the community are not
yet stable and that there are still economically
vulnerable groups. To support the formulation of
effective policies, the government needs accurate and
reliable information on the poverty line. Therefore,
poverty line forecasting is important in order to predict
future socioeconomic conditions and assist in planning
more targeted poverty alleviation programs.

In the context of economic data analysis, Holt's
Double Exponential Smoothing (DES) method is one of
the effective time series approaches for predicting data
with linear trend patterns. This method was developed
by Charles C. Holt and has the adaptive ability to update
trend value estimates based on changes in historical
data [4]. Several previous studies have shown the
effectiveness of Holt's DES method in producing high
levels of accuracy. [1] found the smallest MAPE value
0f 2.541% in forecasting the poverty line in South Buru
Regency. [5] showed accuracy results with a MAPE
value of 1.8% in the Special Region of Yogyakarta
Province, while [6] found that the Holt's DES method
was more accurate than ARIMA with a MAPE
difference of 3.62%.

Compared to other forecasting methods, DES Holt's
has a number of advantages. This method does not
require a differencing process like ARIMA, making it
more efficient for data that is not too long and does not
contain seasonal patterns [7]. Holt-Winters, although
capable of capturing seasonal components, is less
relevant for data with pure linear trend patterns.
Meanwhile, machine learning methods such as LSTM
or hybrid ARIMA-LSTM require large amounts of data
and high computational resources [8], while the Prophet
model is more suitable for data with strong cyclical and
seasonal variations [9]. Compared to simple linear
regression, Holt's DES is superior because it can
account for autocorrelation between time periods and is
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dynamic to changes in data patterns, while linear
regression only provides a static relationship between
time and the dependent variable [10].

Based on these issues, it can be concluded that this
study focuses on the development of the poverty line in
East Kalimantan Province and how Holt's Double
Exponential Smoothing method can be used to
accurately forecast the poverty line. The objectives of
this study are to analyze poverty line trends in East
Kalimantan Province, apply Holt's DES method in
forecasting, and evaluate the accuracy of the resulting
forecasts. The results of this study are expected to
contribute to the local government in providing
accurate information to support decision-making and
the formulation of strategic policies for poverty
alleviation in East Kalimantan Province.

II. THEORY

Building on these findings, this study extends the
application of Holt’s Double Exponential Smoothing
method specifically to East Kalimantan, aiming to
evaluate its effectiveness in forecasting the poverty
line within a regional context. Unlike ARIMA, which
requires data stationarity and a larger sample size,
Holt’s DES is more suitable for short-term forecasting
with a clear linear trend, making it appropriate for the
poverty line data in East Kalimantan.

A. Poverty Line

The poverty line is used as a boundary to classify
people as poor or not poor and can be used as a
consideration in socio-economic reforms, such as
welfare improvement programs and unemployment
insurance [11]. People who have an average monthly
per capita expenditure below the poverty line are
included in the poor [12].

B. Forecasting

Forecasting is an art and knowledge to predict
future events in the present [13]. Forecasting is a
calculation analysis technique carried out with
qualitative and quantitative approaches to estimate
future events using historical data references [14].
Forecasting is an important tool in the planning and
decision-making process in the future. Forecasting in
this case is not always accurate, because the accuracy
of the forecasting process depends on the data obtained
and the methods used [15]. Forecasting has the aim of
reducing errors in the forecasting process, which is
generally measured using Mean Square Error, Mean
Aboslute Error, and others [16].

C. Double Exponential Smoothing

Holt's DES is a method introduced by CC. Holt in
1958, used on data that has a trend pattern. Holt's DES
method is a trend smoothing method that uses different
parameters from the parameters used in the original
data. This method uses two smoothing parameters, o

(Level) and B (Trend) with values between 0 and 1 (0
< a <1). Holt's DES method is used to generate a new
trend in the data to remove irrelevant components from
the raw data, such as data subject to random
fluctuations and estimate more accurate results [17].
The calculation to find the parameter a (Level) is given
as equation (1) [18]:

Se=aX,+(1 - a’)(S(t—l) + T(t—l)) (D
The calculation to find the parameter § (Trend) is given
as equation (2):

T, = ﬁ(St + S(t—l) + (1 - ﬁ)T(t—l)) 2
For the calculation to find the fitted value is given as
equation (3):

Fe = S—1y + Te-1) (€)]
To perform m forecasting results is given as equation
4):
Fieom) = St + T;(m) 4

One way to initialize the Holt method is to set the value
S: = X; and is given as equation (5):
((X2—X1)+(X3+X2))

T, = . )

Description:

St = Level value at period t

a = Smoothing parameter value between 0 and
1 (0<a<1)

B = Second parameter value for tren smoothing

X = Actual value at period t

T, = Trend value at period t

F, = Fitted value at period t

m = Forecasting period to be forecast

t =Time (1, 2, 3...)

Fii;m = Forecasting value at period t + m for m =
1,2,3, ..

D. Mean Absolute Percentage Error

In forecasting, forecasting testing is needed to
determine the smallest error rate in forecasting which
is commonly referred to as forecast error [19]. There
are many methods that can be used, but not all methods
will be suitable for the case and data used. Therefore,
a method of measuring forecasting accuracy is needed
to evaluate the analysis model used. In this study, the
metric used is Mean Absolute Percentage Error
(MAPE). Mean Absolute Percentage Error (MAPE) is
calculated by dividing the absolute error of each period
by the actual observed value for the current period.
MAPE is used to produce the smallest error compared
to other methods. In addition, MAPE is also used to
determine the percentage of forecast error in the
calculated forecasting results. The MAPE value can be
calculated using equation (7) [20]:

Xt—F¢

1
MAPE = Z3i, | ™
Description:
n = Number of data
X = Actual data in period t
F; = Forecasted data in period t
t =Time (1, 2, 3,...)
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Referring to the accuracy value based on the MAPE
equation, forecasting results are said to be good if they
meet one of the following criteria:

TABLE1 MAPE CATEGORY
MAPE Value Category
<10% Very Good
10% - 20% Good
20% - 50% Enough
>50% Not Enough

III. METHOD

In general, the stages in the research method used in
conducting research are organized systematically to
achieve the desired result. The stages of this research
can be seen as shown in Fig. 1.

‘ Data Collection |

|

| Data Processing |

|

| Application of Holt's DES Method |

)

| Evaluation |

}

| Forecasting Results |

Fig. 1 Methodology

A. Data Collection

This study uses secondary data in the form of
poverty line data for East Kalimantan Province
obtained from official publications by the East
Kalimantan Provincial Statistics Agency (BPS). The
data used is semester data (twice a year), starting from
Semester 1 of 2011 to Semester 11 of 2024, resulting in
a total of 28 observations. Data searches are also carried
out on the internet through the official website
(https://kaltim.bps.go.id/id/query-builder) of the Badan
Pusat Statistik of East Kalimantan Province (BPS) to
complement it. The form of research data is semi-
annual data with quantitative data types and based on
the source is secondary data.

The data was taken directly from the publication
Statistics on People's Welfare and Poverty Profile in
Indonesia by Province published by BPS without any
transformation or smoothing (raw data). Before being
used in the analysis, the data was checked to ensure that
there were no missing values, anomalies, or
inconsistencies between periods. This check was
carried out to ensure the reliability and validity of the
data so that the forecasting results obtained could
represent the actual conditions of the poverty line in
East Kalimantan Province.

Semester data was selected to capture the relatively
rapid dynamics of changes in the poverty line compared

to annual data, while still being stable enough to be
analyzed using time series forecasting methods.

B. Data Processing

With the collection of data needed in the research,
the next stage is data processing to get accurate
forecasting analysis results. The data will be processed
using Holt's DES method with the help of Google Colab
tools. The goal is for researchers to know the
forecasting of the poverty line for the next ten periods,
namely from the first semester (September) 2024 to the
second semester (March) 2029. In addition to
forecasting for the next few periods, the analysis is also
carried out to find out whether the data has increased or
decreased or fluctuated during that period. Then, the
results of the analysis that has been carried out will be
compared with historical data obtained from BPS East
Kalimantan Province.

C. Application of Holt’s DES Method

The analytical method applied in this study to
forecast the poverty line of East Kalimantan Province is
the Holt’s Double Exponential Smoothing (DES)
method. This method is particularly appropriate for data
that exhibit a linear trend pattern, as it incorporates both
the level and trend components in its forecasting
process. The linear trend can be represented through a
straight-line equation derived from the scatter diagram
of the observed data over a given period.

Holt’s DES method is widely recognized for its high
forecasting accuracy across short-, medium-, and long-
term horizons. In general, it is capable of predicting up
to 4 periods (1-2 years), 6—10 periods (3—5 years), and
even 20 periods (around 10 years) ahead with reliable
results. Considering that the poverty line data in East
Kalimantan Province displays a consistent upward
trend over time, this method is deemed suitable for the
present study.

To ensure optimal model performance, the selection
of the smoothing parameters (o and ) was conducted
through an optimization process based on minimizing
forecasting errors. A grid search approach was
implemented by testing combinations of o and B values
ranging from 0.1 to 0.9 with 0.01 intervals. The
parameter pair yielding the lowest Mean Absolute
Percentage Error (MAPE) value was chosen as the
optimal configuration for the model.

This optimization process aims to minimize
forecasting errors and enhance the model’s accuracy in
capturing the trend behavior of the poverty line in East
Kalimantan. All computations and model estimations
were performed using Python software (Statsmodels),
specifically utilizing the holt() function from the
statsmodels.tsa.holtwinters library. The final model,
calibrated with optimal parameters, was subsequently
used to generate fitted wvalues, evaluate model
performance through error metrics (MAPE), and
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forecast the poverty line for the next 10 periods,
extending up to Semester II of 2029.

D. Evaluation

Forecasting accuracy testing is carried out with the
aim of knowing the level of accuracy of the method in
forecasting data. Thus, the results of this forecasting
accuracy test are expected to show that the model used
is accurate and valid. Testing the forecasting accuracy
of this research will use the MAPE method. This
method is used to test forecasting accuracy because it
has advantages. The advantage of this method is that it
can provide information about the level of error size in
forecasting which can make it easier if the forecasting
error size level is too low or too high, so that the results
obtained are more accurate.

E. Forecasting Results

At this stage, the forecasting results are obtained by
forecasting the value of the poverty line of East
Kalimantan Province for the next 10 periods using the
optimal Holt's DES method. The results of the
forecasting analysis will be made a data visualization
in the form of a dashboard in the form of a graph of the
results of forecasting the poverty line of East
Kalimantan Province from semester I (September)
2024 to semester II (March) 2029 using the Looker
Studio application. Data visualization aims to be able
to see patterns and trends in forecasting results against
the results of accuracy tests using the MAPE metric to
compare with historical data.

IV. RESULT AND DISCUSSIONS

A. Poverty Line Data

Based on the results of the research that has been
conducted, several results can be summarized into
several sections, starting with the data collection and
processing stages, the application of the methods used
to the results in the form of forecasting. The first stage
is the collection of data on the poverty line of East
Kalimantan Province for the last 13 years (2011-2024)
from the official website of the Central Bureau of
Statistics (BPS) of East Kalimantan Province. Table 2
shows the poverty line data of East Kalimantan
Province in tabular form.

TABLE2 EAST KALIMANTAN POVERTY LINE DATA

Year Semester 1 Semester 11
March September
2011 316.819 336.019
2012 347.577 363.887
2013 381.706 417.902
2014 431.560 444.248
2015 473.710 494.207
2016 511.205 526.686
2017 548.094 561.868

Year Semester 1 Semester 11
March September
2018 574.704 598.200
2019 609.155 638.690
2020 662.302 669.622
2021 689.035 703.223
2022 728.208 768.120
2023 790.186 833.955
2024 833.955 853.997

Based on Table 3, the poverty line data of East
Kalimantan from the first semester (March) 2011 to the
second semester (September) 2024 is visualized in the
form of a graph as shown in Figure 2.

sita/bulan)

Periode

Fig. 2 Plot Data on Poverty Line in East Kalimantan Province
2011-2024

Fig. 2 shows a consistent upward trend from year to
year. The poverty line in East Kalimantan has
increased significantly from IDR 316,819 in the first
semester of 2011 to IDR 853,997 in the second
semester of 2024. This increase indicates a change in
the minimum cost of living required by the population
to fulfill basic needs over the past decade.
Visualization not only shows the growth of the poverty
line value, but also shows a stable trend pattern, which
then becomes the basis for applying the forecasting
method. The application of Holt's DES forecasting
method is used to predict the value of the poverty line
for the next 10 periods, so that the results of this study
can provide an overview for future social and
economic policy planning.

B. Application of Holt's DES Method

The forecasting method used for forecasting East
Kalimantan poverty line data for the next 10 periods in
this study is Holt's Double Exponential Smoothing
(DES) method. The DES Holt's method was chosen
because based on previous research, the DES Holt's
method is an easy forecasting method and has proven
to be effective and accurate so that it can be used in
forecasting data that has a trend pattern. Forecasting
using Holt's DES method consists of several sequential
steps with the following explanation.
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C. Input Data

In this study, the data taken for analysis is
secondary data, namely the poverty line data for the
province of East Kalimantan from the first semester
(March) 2011 to the second semester (September)
2024. The following is the poverty line data for the
province of East Kalimantan during this period, which
is presented in Table 3.

TABLE3 EAST KALIMANTAN POVERTY LINE

Period Poverty Line
(IDR/Capita/Month)
2011-03 316.819
2011-09 336.019
2012-03 347.577
2012-09 363.887
2013-03 381.706
2022-09 768.120
2023-03 790.186
2023-09 809.418
2024-03 833.955
2024-09 853.997

Based on the data in Table 3, the poverty line of
East Kalimantan Province during the period, in the
forecasting process using Holt's DES method, the data
normalization process is not carried out. This is
because the poverty line data is already in the original
units, namely rupiah per capita per month, so it does
not require rescaling. Holt's DES method uses the
original values in the time series data without requiring
a transformation or scale adjustment process. The
normalization process is usually required in certain
statistical methods or machine learning algorithms that
are sensitive to scale differences between variables,
such as Linear Regression, Clustering, and
Classification. However, in univariate time series
forecasting which only focuses on the patterns, trends,
and behavior of one type of data over time, the
authenticity of the data values is very important so that
the forecasting results match the real conditions and are
easily understood in an economic context.

D. Descriptive Statistics

Based on the secondary data that has been
collected; to obtain an overview of the poverty line
data of East Kalimantan Province for the first semester
(March) 2011 to the second semester (September)
2024, descriptive statistical analysis was conducted
with the help of Google Colab tools. The following is
a descriptive statistical display of the poverty line data
of East Kalimantan Province during the period

presented in Table 4.
TABLE4 DESCRIPTIVE STATISTIC
Maximum 316.819
Q1 441.076
Median 568.286
Mean 574.439
Q3 692.582
Maximum 853.997

Based on Table 4.3, the poverty line data for East
Kalimantan Province from the first semester (March)
2011 to the second semester (September) 2024 shows
that the lowest value occurred at the beginning of the
period, in March 2011 at IDR 316,819 per capita per
month. Meanwhile, the highest value occurred at the
end of the period, namely September 2024 at IDR
853,997 per capita per month. This indicates a
significant increase in the cost of living from 2011 to
2024. The median value of IDR 568,286 per capita per
month explains that half of the poverty line data falls
below this value, which occurred around 2017 to 2018.
The mean (average) poverty line value of IDR 574,439
per capita per month is slightly higher than the median.
This can be explained by the fact that the poverty line
value over the last 13 years has increased quite a lot,
indicating a slight skewness to the right. The value of
quartile 1 (Q1) is the lower quartile which means the
middle value between the smallest value and the
median of the data and obtained a value of IDR
441,076 per capita per month while quartile 3 (Q3)
which means the middle value between the median and
the highest value of the data and obtained a value of
IDR 629,582 per capita per month. The Q1 and Q3
values show that 50% of the poverty line values are
within the range of IDR 411,076 - IDR 692,582 per
capita per month, which covers the middle period,
namely 2014 - 2021.

E. Identification Data

From Figure 3, the poverty line data for East
Kalimantan from Semester I (March) 2011 to Semester
II (September) 2024 tends to increase every year.

Fig. 3 Trend Pattern Plot of Poverty Line Data of East
Kalimantan Province

Based on the pattern of poverty line data in East
Kalimantan Province from Semester I (March) 2011 to
Semester II (September) 2024, which shows an upward
trend pattern in each semester, the DES Holt's
forecasting method can be used to forecast the poverty
line for the next ten periods. This method can adjust the
linear trend pattern found in the data, so the forecasting
results are expected to accurately represent the
development of the poverty line.
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F. Optimal Parameters

Research on poverty line data of East Kalimantan
Province Semester I (March) to Semester II
(September) 2024 was analyzed using Holt's DES
method. The analysis is carried out by smoothing
twice, namely smoothing the level and trend values.
Before smoothing, the values of a and 3 parameters for
level and trend smoothing must be determined first.
Alpha and beta parameters are determined through
trial-and-error approach. The following are the results
of the o and P parameters presented in Table 5.

TABLES PARAMETER VALUE

a (Level) B (Tren)
0,98 0,01

Based on Table 5, the optimal alpha value is 0.98
and the optimal beta value is 0.01. Calculations are
carried out systematically using the grid search
method, which tries various combinations of a and 3
values in the range of 0.1 to 0.99 with multiples of 0.01
to obtain the most optimal combination of parameters
in producing accurate forecasts. Each combination is
tested by comparing the resulting forecasting results
against the actual data, using the smallest error
measure, MAPE. The combination of parameters a and
B that produce the smallest error value is selected as the
optimal value and then used in the final model to
forecast the poverty line.

G. Fitted Value

Fitted values are obtained through the process of
calculating level and trend values. Level and trend start
from the second year, so the first forecasting results
will be obtained starting from the third year. Analysis
in the first row, the level and trend values are empty
because there is no previous data as a reference.
Therefore, the calculation starts from the second row,
where the level value is assumed to be the same as the
poverty line value in that period, while the trend value
is calculated based on the difference between the level
value and the poverty line in the previous period. The
fitted value is obtained from the sum of the level and
trend values, and the result is placed in the third year.
The fitted value is the predicted value of the conjecture
obtained from the actual data. The fitted value is used
to assist in forecasting for the next few periods.
TABLE 6 FITED VALUE

Year/Semester Actual Level Trend Fitted
Data Value

2011-03 316.819 | 316.819 19.200 -

2011-09 336.019 | 336.019 19.200 -
2012-03 347.577 | 347.730 19.125 355.219
2012-09 363.887 | 363.946 19.096 | 366.855
2013-03 381.706 | 381.733 19.083 383.042
2013-09 417.902 | 417.560 19.250 | 400.816
2022-09 768.120 | 767.701 19.304 | 747.190
2023-03 790.186 | 790.122 19.335 787.005
2023-09 809.418 809.419 19.334 809.457
2024-03 833.955 833.851 19.385 828.753
2024-09 853.997 853.982 19.393 853.236

Table 6 shows the predicted value of the actual data.
The fitted value starts from 2012 (March) because
according to the formula, the first two rows are not
included in the forecasting calculation so that the
poverty line forecast in East Kalimantan Province in
2012 (March) is IDR 355,219 per capita per month,
2012 (September) is IDR 366,855 per capita per
month, 2013 (March) is IDR 383,042, and so on until
2024 (September) is IDR 853,236 per capita per
month.

H. Forecasting Accuracy Testing

Forecasting accuracy testing in this study was
carried out using the MAPE metric. Calculation of the
accuracy test using the MAPE metric with the optimal
o parameter of 0.98 and the optimal B of 0.01, the
MAPE value of 4.56% is obtained, indicating that the
MAPE value is less than 10% based on the MAPE
Category Table, the smaller the MAPE value, the more
accurate a model is, so it can be said that the
forecasting model using the Holt's DES method has a
very good level of forecasting accuracy. From the
accurate test results, the metric value produces a
relatively small error size value so that the forecasting
model using the Holt's DES method used is stable,
neither overfitting nor underfitting, and very accurate
in forecasting poverty line data.

I Forecasting Results

The calculation of forecasting data for the poverty
line of East Kalimantan Province for the next ten
periods using Holt's DES method with optimal
parameters o of 0.98 and B of 0.01 using equation 4 can
be seen in Table 7 as follows.

TABLE7 EAST KALIMANTAN POVERTY LINE FORECASTING

RESULTS
Period Year/Semester Result of Forecasting
(IDR/Capita/Month)
1 2025-03 873.374
2 2025-09 892.767
3 2026-03 892.767
4 2026-09 912.160
5 2027-03 931.553
6 2027-09 950.945
7 2028-03 989.731
8 2028-09 1009.124
9 2029-03 1028.517

Based on Table 7, the results of forecasting the
poverty line data of East Kalimantan Province from the
first semester (March) 2025 to the second semester
(September) 2029 using Holt's DES method with
optimal parameters show that the value of the poverty
line during this period has increased every semester. In
2025 (September), the poverty line value increased to
IDR 892,767 compared to IDR 873,374 in 2025
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(March) and continued to increase until it reached IDR
1,047,910 in 2029 (September).

To present the poverty line data of East Kalimantan
Province in a complete and interactive manner, a
visualization dashboard was created. The aim is to
facilitate the analysis of poverty line trends from 2011
to 2029. The dashboard displays three main types of
data; namely actual data obtained from the website of
BPS East Kalimantan Province in the form of
secondary data every semester (Semester I March
2011-Semester II September 2024). In the main graph,
the actual data is displayed in the form of a blue line
that illustrates the growth of the poverty line, while the
forecasting results are visualized with a red dotted line
that shows an upward trend in the future.
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Fig. 4 East Kalimantan Poverty Line Forecasting Dashboard

Figure 4 illustrates the results of the Double
Exponential Smoothing Holt’s method applied to the
poverty line data of East Kalimantan Province from
Semester I of 2011 to Semester II of 2029. The blue
line represents the actual data obtained from BPS,
while the red line indicates the fitted and forecasted
values generated by the model. From the figure, it can
be observed that the fitted values closely follow the
actual data trend, suggesting that the Holt’s DES model
effectively captures the linear upward trend of the
poverty line.

The forecasting line shows a consistent increase
over the next 10 periods, implying that the cost of
living and basic needs in East Kalimantan will continue
to rise gradually. This trend aligns with the
socioeconomic dynamics in the region, including
urban development, changes in consumption patterns,
and inflationary pressures on essential goods. The
relatively small forecasting error values (as indicated
by MAPE) demonstrate the reliability of the model in
projecting future poverty line movements.

Furthermore, this visualization strengthens the
argument that Holt’s DES is suitable for datasets

exhibiting a linear trend without seasonal components.
Compared to regression-based or ARIMA approaches,
Holt’s DES provides a more adaptive mechanism in
responding to short-term fluctuations while maintaining
long-term trend accuracy. These findings support the
conclusion that the model can serve as a robust
analytical tool for policymakers to anticipate
socioeconomic challenges and design targeted poverty
reduction strategies in East Kalimantan Province.

V. CONCLUSION

Based on the forecasting of the poverty line of East
Kalimantan Province using Holt's Double Exponential
Smoothing (DES) method for the next ten periods,
namely from Semester I (March) 2025 to Semester 11
(September) 2029, it can be concluded that this method
is effective in modeling and forecasting the poverty line
based on semesterly data from 2011-2024. The method
is able to capture a trend pattern that increases
consistently over time with optimal parameters alpha
(a) = 098 and beta (B) = 0.01, which reflects the
model's ability to adjust the current level value with a
fast response while still maintaining the stability of the
long-term trend direction. The forecasting results show
that the poverty line is predicted to increase by 19.98%,
from IDR 873,374 in the first semester of 2025 to IDR
1,047,910 in the second semester of 2029, reflecting the
increasing trend of minimum living needs from year to
year. Evaluation of the model's accuracy resulted in a
MAPE value of 4.56%, which is below 10%, indicating
that the Holt's DES model has a very good level of
forecasting accuracy. Therefore, the results of this study
can be used as recommendations in policy making
related to the poverty line in East Kalimantan Province
as well as a reference for future research.

The evaluation results show that the model achieves
a MAPE value of 4.56%, indicating a high level of
forecasting accuracy (below the 10% threshold). This
demonstrates that Holt’s DES method provides a
reliable tool for analyzing and predicting poverty line
dynamics in East Kalimantan. Furthermore, this study
highlights that accurate forecasting of the poverty line
can serve as a strategic foundation for formulating
evidence-based social and economic policies. By
anticipating future trends, policymakers can design
more effective poverty alleviation programs, ensure
better resource allocation, and strengthen regional
economic resilience. Therefore, the findings of this
research not only contribute methodologically but also
provide valuable insights for sustainable development
planning in East Kalimantan Province.
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Abstract— An expert system is a problem-solving system
that captures human knowledge into a system similar to
what experts typically do. Expert systems allow humans
to solve problems usually handled by specialists, even
when performed by non-experts. They can also assist
experts in completing their tasks or serve as reliable
assistants in addressing problems without requiring
direct consultation with professionals. This study aims to
develop an expert system for diagnosing dental diseases
using the Dempster—Shafer method to identify dental and
oral conditions based on the highest probability of
symptoms experienced. The expert system is
implemented on a computer using a web-based
programming language with PHP and a MySQL
database. The results of this expert system are expected
to make it easier for users to conduct consultations and
obtain accurate diagnoses of dental diseases they
experience, as well as receive appropriate treatment
recommendations using the Dempster—Shafer algorithm.

Index Terms— Expert System; Dempster-Shafer;
Dental Disease; Oral Disease.

L INTRODUCTION

One of the branches of computer science widely
utilized by humans to assist their work is the expert
system, which is a subfield of artificial intelligence [1].
Artificial Intelligence (AI) is a field of computer
science that plays an important role in the present and
future eras. Al encompasses a broad range of areas,
from general to highly specialized domains. From
learning to perception, Al is considered a universal
discipline [2].

The concept of expert systems is based on the
assumption that expert knowledge can be stored and
applied in a computer, then utilized by others when
needed. One of the applications of expert systems is in
the field of medicine or healthcare. The
implementation of expert systems in healthcare may
include disease diagnosis, health maintenance
consultations, and the provision of recommendations
based on existing diagnoses. Health is indeed a
valuable aspect of human life; therefore, personal
awareness is needed to maintain it. One of the body

organs that is often neglected is the teeth and mouth.
This is evidenced by data from the Directorate General
of Health Services (2001), which shows that dental and
oral diseases are among the ten most prevalent diseases
in Indonesia [3].

Based on a survey conducted by the Dental Health
Foundation (2003) on children, 70% were found to
suffer from dental caries and gingivitis, while among
adults, 73% were reported to have dental caries.
Furthermore, according to Indonesia’s Basic Health
Research (Riskesdas) in 2013, 25.9% of the Indonesian
population has dental and oral health problems. The
lack of knowledge and limited sources of information
regarding dental and oral health contribute to the low
public awareness of maintaining oral hygiene. Among
those affected, 31.1% received care from dental health
professionals—such as dental nurses, dentists, or
dental specialists—while the remaining 68.9% did not
seek any treatment [4].

The ideal ratio of dentists to the population in
Indonesia is 1 to 9,000. However, due to the still limited
number of dentists in the country, this ratio has
increased to 1 to 24,000. This ideal ratio is far from the
standard set by the World Health Organization (WHO),
which is 1 to 2,000 people. This concerning situation is
further worsened by the unequal distribution of dentists
in Indonesia, with 70% of them concentrated on the
island of Java. The conditions described above
highlight the need for a system that can serve as an
initial consultation platform before seeking further
treatment from a dentist. Therefore, the author is
motivated to develop an “Expert System for Diagnosing
Dental and Oral Diseases.” This system is intended to
assist dental practitioners by improving the speed and
accuracy of diagnosing diseases and providing
appropriate solutions.
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II. METHOD

2.1 Teeth

Teeth are the hardest tissues in the human body.
Their structure consists of multiple layers, starting
from the extremely hard enamel, followed by dentin,
and the pulp, which contains blood vessels, nerves, and
other components that strengthen the tooth. However,
teeth are also among the body tissues most susceptible
to damage. This occurs when the teeth do not receive
proper care [5]

Teeth are the hard parts located within the mouth
that function to chew food. Each tooth consists of
several parts, as illustrated in the figure below:

2.2 Types of Dental Diseases

Based on the Dental Disease Module by Kristiani et
al. (2010), several types of dental and oral diseases
are described as follows:

—— Enamel
Dentine
rulp

- Gum

e Comontum

Bone

- Blood vessel

Figure 2.2 Structure of the Tooth

Table 2.2. Types of Dental and Oral Diseases

No Disease Description Illustration
Name
1 Dental Dental caries is an

Caries infectious  disease
that damages the
hard structure of the

teeth. It is
characterized by
cavities.

2 Dental A dental abscess is

Abscess a pus-filled
swelling or lump
that forms in the
tooth due to
bacterial infection.
3 Gingivitis | Gingivitis is a
bacterial infection
that causes the
gums to become
inflamed, red, and
swollen.

4 Pulpitis Pulpitis is a
condition caused by
inflammation of the
pulp—the central
part of the tooth
containing tissues
and tooth-forming

cells.
5 Periodont | Periodontitis is a
itis gum infection that

damages the soft
tissue and bone
supporting the
teeth. This
condition requires
prompt treatment as

it may lead to tooth
loss.
6 Pericoron | Pericoronitis is an
itis inflammation of the
gum tissue

surrounding the
wisdom teeth,
which are the last
molars to emerge
and are located at
the back of the
mouth.

2.3 Expert System

An expert system is a computer system designed to
replicate the abilities or expertise of a human specialist
in a specific domain. It is implemented as a computer
program presented in a way that non-expert users can
easily understand and utilize. This enables users
without expert knowledge to make decisions or draw
conclusions similar to those made by experts [6].

The reasoning ability of an expert system depends
on the knowledge base encoded within the system. The
effectiveness of such a system in solving problems is
directly related to the amount and quality of expert
knowledge stored. The larger and more accurate the
knowledge base, the more capable the expert system
becomes [7].

The user interface serves as the communication
bridge between the user and the system. It allows users
to input data and receive information in return. Expert
systems differ from conventional systems primarily in
their knowledge-based foundation. According to
Adriani (2016:13-14), the distinguishing characteristic
of an expert system lies in how it utilizes stored expert
knowledge to perform reasoning and provide
conclusions based on that knowledge.

2.4 Dempster-Shafer Method

The Dempster-Shafer theory is a mathematical
framework for reasoning under uncertainty, based on
belief functions and plausible reasoning. It is used to
combine separate pieces of evidence to calculate the
probability of an event [8]. The theory was developed
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by Arthur P. Dempster and Glenn Shafer. Generally,
the Dempster-Shafer theory is represented within an
interval:

Belief,PlausibilityBelief,
PlausibilityBelief,Plausibility

Belief(Bel)

Belief represents the strength of evidence supporting a
particular hypothesis. A value of 0 indicates no
evidence, while a value of 1 represents complete
certainty [9].

Plausibility(P1)

Plausibility measures how much the evidence does not
refute a hypothesis and is calculated as:
Pl(s)=1-Bel(—s)Pl(s) = 1 - Bel(—s)Pl(s)=1—Bel(—s)
Plausibility values range from 0 to 1. If we are certain
of —s (not s), then Bel(—s) = 1 and PIl(—s) = 0. Thus,
plausibility reduces the degree of belief in the
evidence.

In Dempster-Shafer theory, there exists a frame of
discernment, denoted as 0, which represents the
universal set of all possible hypotheses, and a mass
function (m), which denotes the degree of belief
assigned to a subset of hypotheses[10].

Let:
06={A,B,C,D,E,F, G}

Where:
A=DentalCaries
B=Pulpitis
C=Gingivitis
D=DentalAbscess
E=Malocclusion
F=CrowdedTeeth
G = Impaction

MassFunction(m) The mass function in Dempster-
Shafer theory quantifies the degree of belief in a given
piece of evidence. To combine multiple pieces of
evidence, the Dempster’s Rule of Combination is
applied: If mi(X) and mz(Y) are two mass functions
representing different evidences, the combined mass
function ms(Z) is calculated by applying the rule to
aggregate the evidences and compute the resulting
belief.

III. RESULT AND DISCUSSIONS

3.1 Implementation of the Dempster-Shafer Method
1. Dental and Oral Disease Data
Dental and oral disease data is data

in the system presented in table
3.1.

Table 3.1. Dental and Oral Disease Data

No | Code Disease
1 P1 Pulpitis
2 P2 Gingivitis

3 P3 Dental Abscess
4 P4 Dental Caries
5 P5 Periodontitis
6 P6 Pericoronitis

2. Symptoms of Dental and Oral Diseases

Data on symptoms of dental and oral disease are
symptoms that can cause dental and oral disease, which
are presented in Table 3.2.

Table 3.2. Symptoms of Dental and Oral Diseases

No | Code Symptom
| Gl Presence of soft tissue growth in a
decayed tooth
2 G2 Tooth pain or sensitivity when
chewing
3 G3 Pain around the tooth
4 G4 Swollen or easily bleeding gums
5 G5 Unpleasant mouth odor (halitosis)
6 G6 | Lesions between the gums and teeth
7 G7 | Lump around the head, neck, or jaw
8 G8 Fever
9 G9 Pain while swallowing food
10 | G10 Swollen gums
11 | Gl1 Pain when opening the mouth
12 | G12 Swelling of lymph nodes in the
neck
13 | G13 | Pain when pressure is applied to the
tooth by food
14 | Gl14 Pain in the gums and mouth
15 | GI5 Swelling of the cheeks
16 | G16 | Brown, black, or white spots on the
tooth surface
17 | G17 Presence of holes or cavities in
teeth
18 | G18 Toothache when exposed to cold
water or when food enters
19 | G19 Gums feel soft when touched
20 | G20 Tooth appears taller than usual
21 | G21 Gaps between teeth become wider
22 | G22 Gums swollen and appear reddish
or purplish
23 | G23 Pus discharge from infected gums
24 | G24 | Limited and sometimes painful jaw
movement
25 | G25 | Pain or difficulty when swallowing

3.2 Calculation Using the Dempster-Shafer Method

To assume the level of certainty of an expert that
has been adopted as the system's confidence level in
providing a diagnosis of a data, this concept is then
formulated into a production rule which is usually
written in the form of If-Then (IF-THEN). This
production rule can be said to be a two-part implication
relationship, namely the premise (If) and the
conclusion (Then) as in Table 3.3 below:
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Table 3.3. Production Rules

Rule Symptoms Conclusion
(Disease)
1 IF G1 AND G2 AND G3 THEN P1
AND G4
2 IF G4 AND G5 AND G6 THEN P2
AND G7 AND G8
3 IF G2 AND G9 AND THEN P3
G10 AND G11 AND G12
AND G13 AND G14
AND G23
4 IF G2 AND G15 AND THEN P4
G16 AND G17 AND G18
AND G23
5 IF G2 AND G5 AND THEN PS5
G19 AND G20 AND G21
AND G22
6 IF G4 AND G23 AND THEN P6
G24 AND G25

The first step in calculating the system's confidence
level is to break down rules with multiple premises
(characteristics) into rules with single premises
(characteristics). In the first test, several symptoms
experienced by the community are given, including the
following:

N | Sym Disease Knowledge
o | ptom Base
Code
Pl | P2 | P3 | P4 | P5 | P6 | Bel | Plaus
ief | ibilit
Val y
ues | Valu
e

1 Gl X 0,8 0,2
2 G2 X X X X 0,6 0.4
3 G3 X 0,7 0,3
4 G4 X | X X |04 0,6
5 G5 X X 0,6 0.4
6 G6 X 0,7 0,3
7 G7 X 0,6 0,4
8 G8 X 0,7 0,3
9 G9 X 0,7 0,3
10 | G10 X 0,8 0,2
11 | Gll X 08 | 02
12 | G12 X 08 | 02
13 | GI13 X 0.4 0,6
14 | Gl4 X 0,6 0.4
15 | GI15 X 0.4 0,6
16 | Gl6 X 0,8 0,2

17 | G17 X 0.4 0,6
18 | GI8 X 0,6 04
19 | GI19 X 0.4 0,6
20 | G20 X 0,6 0.4
21 | G21 X 0,6 04
22 | G22 X 0,6 0.4
23 | G23 X X X [ 04 0,6
24 | G24 X 108 0,2
25 | G25 X 106 0.4

In the first test, several symptoms are given and the
patient chooses the symptoms based on what they
experience, then several selected symptoms appear as
in the following table:

Table 3.5. Selected Symptoms

No | Code Symptom
1 Gl Presence of soft tissue growth in a
decayed tooth
2 G2 Tooth pain or sensitivity when
chewing
3 G3 Pain around the tooth

From the consultation results, a total of 3 symptoms
were selected, so to obtain a confidence value using
Dempster's rule of combination of the selected
symptoms.

Step 1 — Symptom 1 (G1)

Symptom: Presence of soft tissue growth in a decayed
tooth

ml{P1}=0.8m 1 \{P1\} = 0.8m1{P1}=0.,
ml(0)=1-0.8=0.2m_1(6) = 1 - 08 = 0.2ml
(0)=1-0.8=0.2

Step 2 — Symptom 2 (G2)

Symptom: Tooth pain or sensitivity when chewing
m2{P1,P3,P4,P5}=0.6m_2\{P1, P3, P4, P5\} =0.6m2
{P1,P3,P4,P5}=0.6, m2(0)=1-0.6=0.4m_2(0)=1-0.6
=0.4m2(0)=1-0.6=0.4

By applying the Dempster Combination Rule, we
calculate new density values as shown below:
Table 3.6. Combination Rule m3m_3m3

Value
{P1} =0.32

Evidence
{P1} =0.48
{P1,P3,P4,P5}=0.12 | {6} =0.08

After normalization, the combined mass values
indicate  the belief in each  hypothesis.
The highest belief value obtained is 0.6 for P1,
indicating that the disease is most likely Pulpitis.
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Step 3 — Symptom 3 (G3)

Symptom: Pain around the tooth
m4{P1}=0.7m 4 \{P1\} = 0.7m4{P1}=0.7,
m4(0)=0.3m_4(0) = 0.3m4(0)=0.3

Table 3.7. Combination Rule m7m_7m7

m4 {P1}=0,7 | md{e}=
0.3
(P1} + {P1,P3, | {Pl1}=042 (P1} =
P4,P5} = 0,6 0,18
m3 {P1} =032 | {P1}=023 (P1} =
0,10
m3{e}=0.08 (P1} =006 | {e}=024

After combining all three pieces of evidence, the result
shows:

m5{P11=0.76m_5 \{P1\} = 0.76m5 {P1}=0.76

Thus, the final belief that the patient suffers from
Pulpitis is 76%, based on the Dempster-Shafer
calculation

3.4 Interface Design

The system interface represents the interaction
between users and the computer system. It involves
input (data entry) and output (display of diagnostic
results). The main components are described below.

1. Main Menu Interface

This is the first screen displayed after launching the
application, consisting of: Home, About, Info, and
Login menus.

About Info gigi Sumber

Anda Sehat Kami Senang
A —————

asu
>
E-mail yang akuf
CSelanjutnya >

Figure 3.1. Home Interface Design
2. About Interface

Displays the system’s vision and mission statement,
explaining the purpose and background of the
application.

Siapa Kita?

visi
XXXKXXNKNNRRRRKRXKXXNKNKX

xxxxxxxxxxxxxxxxxxxxxxxxx
XKXKXXNKXKKRKRKRXKXXXKXKX

Figure 3.2. About Interface Design
a) 3. Info Interface

Presents information and images related to various
dental and oral diseases that may affect users.

Informasi Penyakit gigi

Figure 3.3. Info Interface Design
4. Source Interface

Displays references or information sources regarding
the diseases included in the system.

Sumber Informasi

Sumber Pakar

x xR
XXXKXXRKRREXKXXKXKRKRRRKX

XXXKXKRXKKEKKXXXKXKKRKKKK
XKXKXKNKKREXKXXXKXNKRKRKK

Figure 3.4. Source Interface Design
3.5 Interface Output

This section illustrates how the expert system works in
diagnosing dental and oral diseases.

1. Home Page

The home page provides navigation for both admin and
user roles, with features tailored to their access rights.
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Figure 3.5. Home Page
2. About Page

Displays the vision and mission statement of the
system.

Siapa Kita 7
Visi Tujian

Misi

Figure 3.6. About Page
3. Info Page

Displays disease information and related illustrations.

Figure 3.7 Info Page

4. Source Page

Displays the list of references used as knowledge
sources in the system.

Sumber Informasi

Sumber Informasi Sumber Pakar

& RSUD Magr. Gabriel Manek, SVD
& dr.Ina Halle

%, 082341354622

[ e
Figure 3.8 Source Page

IV. CONCLUSION

The developed expert system is able to represent the
role of dentists in assisting patients who experience
dental and oral diseases by providing diagnostic results
based on the symptoms they select. This web-based
system is designed to help and simplify the diagnostic
process for general users who may not have access to
immediate dental consultations. The system analyzes
user-selected symptoms and generates diagnostic
recommendations along with appropriate treatment
suggestions. The system is capable of producing
accurate diagnostic results because it uses the
Dempster—Shafer method to calculate probability
values by combining diseases, symptoms, and their
respective belief values. This method allows the

system to deliver reliable diagnostic outcomes.

The system should be further developed by
expanding the scope of diagnoses. Currently, the expert
system includes only six types of dental and oral
diseases. Future development should incorporate
additional diseases to enhance the system's
comprehensiveness. To improve system performance
and maintainability, it is recommended to implement a
dynamic database structure. This will make it easier to
update information, add new symptoms, and include
additional diseases without requiring major system
modifications
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Abstract— This study presents the application of the
Adaptive Neuro-Fuzzy Inference System (ANFIS) model
for predicting Diabetes Mellitus using two primary input
features, namely glucose level and body mass index
(BMI). The research employs a quantitative experimental
approach using the public diabetes dataset obtained from
Kaggle. The data underwent preprocessing steps,
including cleaning, normalization, and splitting into
training and testing subsets. The ANFIS model was
designed with fuzzification, rule-based inference, and a
hybrid learning algorithm to optimize membership
function parameters. Model evaluation was conducted
using accuracy, precision, recall, and Fl-score. The
results show that the ANFIS model achieved an accuracy
of 69.70% on the test dataset, demonstrating strong
sensitivity in detecting diabetic cases but generating a
notable number of false positives. These findings indicate
that ANFIS has potential as an early-screening decision
support tool, although further optimization and
additional features are required to enhance predictive
performance.

Index Terms— ANFIS; diabetes prediction; fuzzy
logic; machine learning; medical diagnosis.

L INTRODUCTION

Diabetes Mellitus (DM), particularly Type 2
Diabetes, remains one of the major health challenges in
Indonesia and globally. According to the International
Diabetes Federation (IDF), approximately 19.47
million adults in Indonesia were living with diabetes in
2021 [1]. The dataset employed in this study, the Pima
Indians Diabetes Dataset, specifically represents a
population with a high prevalence of Type 2 Diabetes,
which is generally associated with insulin resistance
and lifestyle factors.

One of the main problems in managing DM is the
diagnostic process, which is often delayed and
complex, as it involves various risk factors and medical
parameters such as blood glucose levels, blood
pressure, body mass index (BMI), family history, and
patient age [2]. Furthermore, patient data characteristics
are often non-linear and uncertain (fuzzy), making them
difficult to model conventionally using simple
mathematical approaches.

In this context, artificial intelligence-based systems
are increasingly being used to assist the diagnostic

process. An expert system is one branch of artificial
intelligence that makes extensive use of specialized
knowledge to solve problems [3]. An expert system
consists of two main parts: the Development
Environment and the Consultant Environment [4].
However, traditional expert systems, such as the
Certainty Factor method or Rule-Based Systems, still
have limitations as they are unable to adapt to new data
and cannot handle complex relationships between
variables [5].

The Adaptive Neuro-Fuzzy Inference System
(ANFIS) model is a method developed or implemented
from a Fuzzy Inference System and NNW (Neural
Network) [6]. The ANFIS method can overcome the
difficulties faced by ANN (Artificial Neural Network)
methods, namely determining the number of layers, and
fuzzy methods, specifically determining the rules to be
used [7]. In general, Fuzzy Logic has the ability to
process vague data with if-then rules, while ANNSs are
capable of learning from data and adjusting parameters
to improve system accuracy [8]. By combining these
two methods, ANFIS is able to form an adaptive,
accurate, and efficient predictive model for analyzing
complex patterns in medical data.

Recent research in Indonesia indicates that the
application of ANFIS can yield more accurate results in
predicting Diabetes Mellitus compared to other
methods such as Naive Bayes or Decision Tree. For
example, research by D. Kurniawan et al. (2024)
showed that the ANFIS model was able to increase
diagnostic accuracy to 95% in classifying diabetes risk
based on clinical patient data [9]. Furthermore, other
studies have also proven the effectiveness of ANFIS in
other medical domains, such as predicting stunting and
heart disease, demonstrating its ability to map non-
linear relationships between symptoms and diagnostic
outcomes [10].

The implementation of the ANFIS model in a web-
based platform is also considered to have great potential
in supporting digital health services in Indonesia. With
a web-based system, the public can perform early
screening independently, anytime and anywhere, thus
supporting government efforts in the digital
transformation of the healthcare sector [11].
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Therefore, this research is titled "Application of the
Adaptive Neuro-Fuzzy Inference System (ANFIS)
Model in the Prediction of Diabetes Mellitus," which
aims to develop an intelligent web-based system
capable of accurately and efficiently predicting diabetes
risk, as well as serving as a decision support solution
for medical professionals and the public.

II. METHOD

A. Type of Research

This study is classified as quantitative experimental
research, which aims to develop and test a diabetes
prediction model using the Adaptive Neuro-Fuzzy
Inference System (ANFIS). The quantitative approach
was chosen because this research focuses on the
analysis of numerical data derived from the dataset and
measures model performance using statistical metrics
such as accuracy, precision, recall, and F1-score. This
research is conducted experimentally because the
researcher builds, trains, and tests the model to obtain
empirical results.

B. Source and Type of Data

The data utilized in this study is secondary data
from the Pima Indians Diabetes Dataset, consisting of
768 samples. Based on preliminary analysis, non-
physiological zero values (indicating missing values)
were identified in the Glucose (5 instances) and BMI
(11 instances) attributes, which were subsequently
addressed during the pre-processing stage. The
attributes used in this research are as follows:

e Pregnancies: number of pregnancies,

e  Glucose: Plasma glucose concentration at 2
hours in an oral glucose tolerance test
(OGTT). This indicates that the data reflects
the body's response to a glucose load, rather
than merely fasting blood sugar [12].

e Blood Pressure: Diastolic blood pressure
(mm Hg).

e BMI: Body Mass Index (weight in kg / (height
in m)?).

e  Outcome: Target variable (0
Positive for Diabetes).

= Negative, 1 =

This dataset is public in nature, allowing it to be
used for academic research without licensing
restrictions. The type of data employed is secondary
data, as it was previously collected by a third party
(Kaggle) and is being reused for further analysis.

C. Proposed System Workflow

The research workflow is systematically designed
to process raw data into diagnostic decisions. The
process initiates with data pre-processing to address
missing values in the Glucose and BMI attributes, as
well as data normalization. Subsequently, the data is
split into training data (70%) and testing data (30%)

[13]. The core stage involves constructing the ANFIS
structure, where premise and consequent parameters
are trained until the model achieves convergence.
Finally, the model is evaluated using the Confusion
Matrix metric to measure detection sensitivity and
precision.

D. ANFIS Architecture

This study implements a first-order Sugeno-type
Adaptive Neuro-Fuzzy Inference System (ANFIS)
model. The network structure consists of five layers
with the following mathematical formulations:

Layer 1 (Fuzzification): Each node in this layer is
adaptive and is associated with a membership function:

01,1 = uAi(x)

Where X is the input (BMI or Glucose) and Al is the

linguistic label (Low, Medium, High) [14].

Layer 2 (Rules): Each node computes the firing
strength of the rule using the multiplication (AND)
operation:

07 =wi= By, (x)ﬂsi(}’j i=12

Layer 3 (Normalization): Calculates the ratio of the
i-th rule's firing strength to the total firing strength:

3 — . — wi
0; =w; =
wit w2

—12

Layer 4 (Defuzzification): Each node computes the
rule's contribution to the crisp output using a linear
function:

O4i = Wif;

Where {ki1, ki2, kiO} are the optimized consequent
parameters [15].

= Wi(kij1xy + Kizxz + ki)

Layer 5 (Output): The total output is computed as the
summation of all incoming signals:
2
Z Fif 1—1 Wtf
£ T Wy twy

III.  RESULT AND DISCUSSIONS

A. General Dataset Description

The dataset used is the Diabetes Mellitus dataset
(often known as the Pima Indians Diabetes Dataset),
which contains data from health examinations of
several female patients of Pima Indian descent. This
dataset has eight input variables and one output variable
(Outcome) that indicates whether the patient was
diagnosed with diabetes (1) or not (0).
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Table 3.1 Dataset

No Attribute Name Description

1 Pregnancies Number of pregnancies

5 Glucose Plasma glu_cose
concentration

3 Blood Pressure Diastolic blood pressure
R —

4 Skin Thickness Triceps skinfold thickness
(mm)

5 Insulin Serum insulin level (mu
U/ml)

6 BMI Body Mass Index

7 FDlabeF es Pedigree Diabetes pedigree function

unction

8 Age Patient age
Target class: 1 = Diabetes, 0

? Outcome = Not Diabetes

B. Membership Function Characteristics

The ANFIS model maps numerical input variables
into fuzzy sets to address the uncertainty inherent in
medical data. Figure 3.1 and Figure 3.2 illustrates the
membership functions for the Glucose and BMI
variables.

MFs Glukosa (ANFIS)
A

0.8 q

Membership
°
&

o
=

40 60 80 100 120 140 160 180 200
Glucose

Figure 1 MFs Glucose

MFs BMI (ANFIS)

Membership
o
5

oS
IS

0.24
—— Rendah

~—— Sedang
—— Tinggi

0.0

Figure 2 MFs BMI

Triangular membership functions (frimf) are
utilized to partition the input domain into three
linguistic labels: 'Low', 'Medium', and 'High'. The
presence of overlap between sets (for instance, at
Glucose levels of 140—150 mg/dL) enables the system
to perform interpolative reasoning, wherein patients
with borderline glucose levels are not categorized
rigidly; instead, they possess a partial degree of
membership across both categories.

C. Model Performance Evaluation

Based on testing conducted on 231 test samples
(constituting 30% of the dataset), the model's
performance was evaluated using the Confusion Matrix
presented in Figure 3.3.

Confusion Matrix ANFIS (scikit-fuzzy)
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Tidak Diabetes (0)
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Figure 3 Confusion Matrix

As indicated in the figure above, the model yielded
a total accuracy of 69.70%. However, evaluation
metrics do not rely solely on accuracy. The model
successfully identified 65 out of 81 positive diabetes
cases, resulting in a Sensitivity (Recall) value of 80.2%.

D. Comparative Analysis and Discussion

The accuracy achieved in this study (69.70%) is
notably lower compared to the reference study [9],
which reached 95%. This disparity in results highlights
two significant findings:

1. Impact of the Number of Features: The reference
study [9] utilized all 8 clinical attributes of the
dataset, whereas this study restricted the input to
only two variables (Glucose and BMI). This
reduction in accuracy confirms that although
Glucose and BMI are primary indicators, a high-
precision diabetes diagnosis requires additional
variables, particularly Insulin and Family History
(Diabetes Pedigree Function).

2. Clinical Trade-off: Although the model exhibits
low precision (0.55), indicating a high number of
False Positives (54 cases), it demonstrates a
sufficiently high sensitivity (0.80). In the context of
preventive medicine, high sensitivity is prioritized
for early screening tools to minimize missed
positive patients (False Negatives). False Positive
errors can be tolerated as they will be confirmed
through subsequent laboratory tests, whereas False
Negatives pose a fatal risk as the patient remains
undetected.

IV. CONCLUSION

The application of the ANFIS model utilizing two
primary input features (Glucose and BMI) on the Pima
Indians dataset yielded a moderate accuracy of 69.70%.
Although this accuracy is lower than that of the
reference model [9], the system successfully achieved a
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sensitivity of 80%, rendering it a viable potential tool
for pre-screening (early detection) to triage high-risk
patients prior to further medical examination.

For future development aimed at enhancing clinical

validity, the following are recommended:

1.

(1

(2]

B3]

(4]

[3]

Integration of Insulin Variable: Incorporating the
'Insulin' attribute as a third input is highly
recommended, given the direct role of this hormone
in the pathophysiology of Type 2 Diabetes.

Statistical Threshold Determination: Substituting
manual fuzzy interval determination with statistical
methods (such as C-Means Clustering) to define
'Low/Medium/High' boundaries that are more
adaptive to the actual distribution of patient data.
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Abstract— Financial and tax fraud remains a major
challenge in emerging economies where digital
transformation outpaces regulatory oversight. This study
presents an explainable hybrid machine learning
framework designed to enhance fraud analytics and tax
governance in Indonesia. The model integrates
unsupervised anomaly detection (Isolation Forest,
DBSCAN) and supervised learning (Random Forest,
Logistic Regression) to identify irregularities in financial
transactions. Model explainability is achieved through
SHAP (Shapley Additive Explanations), enabling
transparency in high-risk classifications. The proposed
Streamlit-based dashboard supports real-time data
visualization and interactive model evaluation by
policymakers. Experimental results demonstrate a 99%
overall accuracy with strong interpretability,
underscoring the framework’s value in bridging machine
learning and public sector decision-making. The findings
contribute to the growing field of explainable Al for
digital governance, offering a scalable and ethical
solution to fraud detection in developing economies.

Index Terms— Anomaly Detection; Emerging
Economies; Explainable AI; Financial Fraud Analytics;
Hybrid Machine Learning; Tax Governance.

L INTRODUCTION

Financial fraud is an increasing impact in the digital
economy which causes large amounts of losses, as well
as damaging trust in financial systems. As financial
fraud becomes more complex, rule-based fraud
detection systems do not keep up with evolving attack
patterns. Machine learning is a good solution to this
scenario; it utilizes advances techniques and algorithms
than can learn from data and then alert for anomalies as
well as discovering patterns of fraud that are hidden in
financial transactions. This study proposes the deepen
predictive analytics capabilities for fraud detection
utilizing unsupervised and supervised machine learning
approaches. Unsupervised anomaly detection methods
such as Isolation Forest and DBSCAN would be used
along with other supervised models such as Logistic

Regression and Random Forest to improve fraud
detection accuracy and reducing false positives.

Furthermore, this research incorporates explainable
artificial intelligence (EAI), via SHAP (Shapley
Additive ExPlanations) as a way for tax authorities to
understand the underlying causes of each prediction. In
addition, the study not only modeled theoretically but
also built a practical and interactive fraud detection tool,
using the Streamlit framework that makes the tool
accessible and usable for non-technical participants in a
practical setting (Ding, 2023), (Babu, et al., 2024).

The remainder of this paper is organized as follows:
Section 2 reviews related work, Section 3 describes the
proposed hybrid methodology, Section 4 presents
results and discussion, and Section 5 concludes the
study.

II.  THEORY

As fraudulent activities significantly undermine
public revenues and economic stability, Traditional
methods of fraud detection primarily reliant on manual
audits and rule-based systems, have proven inadequate
in addressing the complexities of modern tax evasion
schemes. The (Marco Battaglini, 2024), (Hu, 2021),
(Ghosh, 2019) Consequently, there has been a paradigm
shift towards leveraging advanced technologies,
particularly machine learning (ML) and artificial
intelligence (Al), to enhance the efficacy and efficiency
of tax fraud detection mechanisms.

A comprehensive literature review by (Ludivia
Hernandez Aros, 2023), (Mubalaike & Adali, 2020),
(Belle Fille Murorunkwerea, 2022) underscores the
growing reliance on ML techniques in financial fraud
detection. The study systematically examines articles
published between 2012 and 2023, highlighting a trend
towards utilizing real datasets and sophisticated ML
models to identify fraudulent patterns within financial
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statements. The authors emphasize the importance of
data quality and the selection of appropriate algorithms
to improve detection accuracy (Falana, 2024).

In the realm of tax fraud detection, (Angelos
Alexopoulos, 2023) propose a novel approach that
combines network analysis with machine learning
algorithms to detect Value Added Tax (VAT) fraud. By
constructing a Laplacian matrix to represent the
complex VAT network structure, the study
demonstrates that integrating network information with
scalable ML techniques can significantly enhance the
identification of fraudulent transactions. This method
outperforms traditional techniques that overlook the
intricate relationships inherent in VAT transactions.

1.1 Network Science and Graph-Based Detection

An innovative contribution to fraud analytics is the
use of network science to model transaction systems.
The (Angelos Alexopoulos, 2025) introduced a
Laplacian-based detection model that treats VAT
(Value Added Tax) systems as directed, weighted
graphs where VAT fraud often involves complex
transactions between companies forming a hidden
network of relationships. Fraudsters may create shell
companies or carousel fraud loops to manipulate the
system. These relationships can be captured as a graph,
where:

e Nodes: Companies or taxpayers.

e Edges: Transactions between them (possibly
weighted by value).

A. Constructing the Laplacian Matrix:
Let G = (V, E) represent the VAT transaction network
where nodes are companies and edges are weighted by
transaction values. The graph’s structure is captured
through the Laplacian Matrix:

e  Where:

L=D-A @)
e “A=[A;] “is the Adjacency matrix with A;;

denoting the transaction weight between
company I and j.”

e D “Is diagonal degree matrix”
. Where
Dy = XAy (2

Note that This matrix captures the flow and
structure of transactions. High values in the Laplacian
can signal unusual behavior, like high degrees or tight
cliques among companies, which may hint at fraud.

e Laplacian captures relational anomalies: Unlike
flat features, it embeds the '"behavioral
footprint" of companies in the network.

e Scalable with ML models: Once embedded,
any standard ML algorithm can be used (SVM,
RF, XGBoost).

e Works even with limited labeled data:
Unsupervised or semi-supervised models
benefit from network signals.

Pt / L St ¢

= ol
v . 0L

Fig. 1 Figure 1 Laplacian-based network graph of vat transactions
representing entity interactions and structural anomalies.

Fraud surrounding VAT breaks, in regions such as
Europe and Asia, particularly Missing Trader Intra-
Community (MTIC) fraud schemes, often include
organized, highly connected fraud organizations that
resist traditional machine learning models. A recent
research paper proposed an innovative hybrid detection
approach that used a corrected Laplace matrix to embed
both node and edge-level suspicious activities inside a
low-dimensional space that enables clustering through
spectral methods. The transformation through graph
theory with the subsequent machine learning-based
classification was able to significantly out-perform
straightforward models applied to the same Bulgarian
VAT data set and demonstrates the advantage of
recognizing structural patterns in fraud detection
(Xiuguo & Shengyong, 2022).

This moves the discussion from network-based
fraud to bigger picture (Altukhi, 2025)Al-powered
models that allow the automate of detection of tax
anomalies on a larger scale or systemically adjust
enforcement direction from reactive to proactive
(Weber, 2024) (Devinder Kumar, 2025). As mentioned
in several studies (Ghosh, 2019) (Ludivia Hernandez
Aros, 2023) (Belle Fille Murorunkwerea, 2022)
predictive modeling and analyzing real-time provide
better detection at earlier stages of tax fraud, but also
lack effectively to explain or influence models and
ultimately all or part implementation strategies will be
fraught with obstacles.

Issues will always remain such as data quality,
model interpretability and their continued dynamic
context is still a cold invitation. (Cernevi¢iené, 2024)
The 'black-box' nature of Al still inhibits transparency
and trustworthiness to deliver transformation in tax
administration systems so still requires work towards
the improvement of data quality and referred process
agenda, including ownership of processes, to create
trust and further parts of the agenda to enhance data
integrity and reliability, and an alternative
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acknowledged process when working with explainable
Al (Hany F. Atlam, 2021).

11.2 Related Work and Comparative Analysis

These studies validate the growing trajectory
toward integrating graph theory and machine learning
in the domain of tax fraud detection. However,
persistent gaps remain in areas such as model
scalability, explainability, and the seamless integration
of such advanced analytical systems into real-world tax
enforcement  environments. =~ While  promising
conceptual frameworks have been proposed, there is
still a need for practical implementations that combine
real-time visualization, hybrid detection pipelines, and
policy-aligned insights an avenue that future research
can explore to bridge the divide between academic
models and operational deployment (Talha Mohsin &
Nasim, 2025).

TABLE 1 RESEARCH ANALYTICS COMPARISON

Author(s) Approach Contribution Limitations
Addressed by
This Study
(Muhammad Supervised Machine High accuracy
Atif Khan ML (Decision learning is offset by
Achakzai, Trees, and classifiers reliance on
2023) SVM) outperform labeled, static
traditional data and lack
audit of
indicators in  interpretability
fraud and real-time
detection. capability.
(Alexopoulos, Spectral Spectral The
2021). Graph clustering unsupervised
Clustering using method
(Unsupervised Laplacian struggles with
ML and matrices specific fraud
Network reveals latent classification,
Analysis) collusive interpretability,
VAT fraud in ~ and supervised
transaction enhancemen.
networks.
(Rafaél Van Social Relational Strong in
Belle, 2023). Network pattern relational
Analysis mining anomaly
detects social detection, but
fraud via weak in
network individual
topology and transaction
behavioral modeling and
links. real-time,
interpretable
deployment.
(Amgad Deep A deep Despite strong
Muneer, Learning learning performance,
2022). (CNN, and framework deep learning
LSTM) detects remains a
complex black box,
fraud in high- = requiring large
dimensional labeled
financial data datasets and
with minimal offering
feature limited policy
engineering.  interpretability.

III. METHOD

Selecting an appropriate research method is crucial
to ensuring the validity and reliability of findings. The
approach chosen must align with the characteristics of
the variables under study and the type of information
required. Given the complexity of financial fraud
detection particularly tax fraud, this study employs a
quantitative research approach, utilizing machine
learning-based data analysis techniques. Quantitative
methods allow for precise measurement and objective
analysis of fraudulent transactions through structured
data sources, statistical modeling, and predictive
analytics.

This study employs a hybrid machine learning
framework that integrates unsupervised anomaly
detection and supervised classification models to
enhance tax fraud detection performance. The approach
is designed to tackle the real-world limitation of
insufficient labeled fraud data, which is common in
Indonesian tax datasets.

In the unsupervised stage, anomaly detection
models including Isolation Forest, DBSCAN, and K-
Means clustering are employed to identify abnormal
financial transactions without relying on predefined
fraud labels. Isolation Forest assigns anomaly scores by
isolating rare observations, while DBSCAN and K-
Means detect density-based and cluster-based
deviations in transaction behavior. The resulting
anomaly scores and cluster risk indicators are used as
additional features and high-risk signals for the
supervised classification stage (Rahman, 2024), (Daniel
de Roux, 2018).

In the supervised stage, two classification models
are used which are Logistic Regression and Random
Forest, Logistic Regression is included due to its
simplicity, interpretability, and effectiveness in binary
classification problems. It provides a statistical baseline
and transparent coefficient outputs, which are important
in policy contexts in other hand Random Forest is
chosen for its ability to model non-linear relationships
and manage feature interactions with high predictive
power (Murorunkwere, 2023).

Logistic Regression is applied as the main key
algorithm of supervised model in this study due to its
interpretability and statistical robustness. (Ileberi &
Sun, 2024), (Mimusa Azim Mim, 2024), (Anuradha,
2024) Unlike ensemble models, it allows policymakers
to understand the weight of each variable in
determining fraud likelihood a key consideration for
explainable  governance. However, its linear
assumptions make it less suitable for capturing complex
fraud patterns compared to Random Forest,
highlighting the benefit of a hybrid modeling approach
(Shanaa, 2025).

The intercommunication of these models is realized
through a two-phase pipeline such unsupervised models
that generate anomaly scores which can either serve as
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additional features or be used to label high risk cases
and then these enriched datasets are then passed toward
supervised models to improve classification precision
and recall. This structure ensures that the system is not
only data-efficient but also interpretable and adaptable
key qualities for deployment in public sector tax fraud
monitoring.

1111 Variable Operations

The operationalization of variables is essential in
ensuring that abstract concepts such as fraud risk,
transaction anomalies, and financial discrepancies are
measurable and analyzable. In fraud detection,
variables must be defined and structured to quantify
suspicious activities accurately. The study classifies
variables into three key categories:

e Independent Variables: These are input features
used to predict fraud, including transaction
frequency, amount anomalies, taxpayer profile
changes, and discrepancies in reported versus
actual revenues (Poutré, 2024).

e Dependent Variable: The primary outcome variable
indicating whether a transaction is fraudulent or
non-fraudulent. Since explicit fraud labels are not
always available, anomaly scores or classification
probabilities from machine learning models will be
used as proxy indicators.

e Control Variables: External factors influencing tax
fraud detection, such as economic fluctuations,
policy changes, or enforcement actions by tax
authorities.

Operationalizing these variables requires defining
specific metrics that can be used as performance
indicators. For example, in information system
performance analysis, fraud detection efficiency is
often measured using precision, recall, F1-score, and
false positive rates (Kabasinskas, 2021). These metrics
ensure that the models provide reliable fraud detection
outcomes while minimizing incorrect classifications.

111.2 Data Analysis Design

The data analysis approach in this study sought to
convert financial data into meaningful insights related
to tax fraud detection. The multi-tiered approach was
designed to be dynamic, combining descriptive
statistics, inferential modeling, and machine learning
algorithms. Descriptive statistics were used to identify
forms of distribution and deviations from behavior
norms, like excessive amounts filed or risk factors
inherent in a sector, while inferential modeling,
regression, and markup models (anomaly identification
models like Isolation Forest, DBSCAN) were used to
extract fraud indicators based on hypotheses in a
deductive fashion. The advance visual avenues can
enhance interpretation, performance, and model
development, utilizing returns on investment in the
form of ROC curves, confusion matrixes, feature

importance rankings, or anomaly heatmaps, where
models can be assessed for relevance and performance,
relatively comprehensive analysis to decision processes
can occur (linsong, 2025).

To operationalize the approach in this study, an
interactive  Streamlit-based tax fraud detection
architecture (Figure 2) was created. The Streamlit
application provided a modular interface through which
users could engage with the analytical process from
data upload and correlation analysis, to unsupervised
anomaly detection and supervised classification using
Random Forest and Neural Networks, and immediate
access to common reporting and risk interpretation (e.g.
an Fl-score, and confusion matrix) summaries of
importance were available on the screen, and easy for
non-technological participants to engage with the
outcomes of the analysis. Interaction with this
architecture deepens the user experience for usability
and transparency to deepen the experience for a more
inclusive decision-making process, and thus aimed to
democratize access to advanced fraud detection process
within ordinary business analytics presentation, rather
than repress it (Banerjee, 2025).

Fig. 2 Streamlit-based tax fraud detection architecture.

Fig. 2 presents the operational, user-facing workflow of
the Streamlit-based system, illustrating how tax officers
interact with the dashboard for data upload,
visualization, and model evaluation.

111.3 Integration of Hybrid Machine Learning
framework

Figure 3 shows the machine learning hybrid
framework developed in this research study which is a
modular pipeline that detects and interprets fraudulent
tax behavior. The framework is a hybrid architecture of
supervised and unsupervised models that starts with
raw financial and tax data then delineates through a
sequence of preprocessing steps: demonstrating
missing value imputation, normalization, and
categorical encoding.

The next steps have featured extraction and
dimensionality reduction to reduce inputs to models:
Isolation Forest and DBSCAN find anomalies, and
Random-forest and Logistic regression model the
classification. This framework was designed with
transparency and usability in mind; it used interpretable
metrics (precision, recall, F1 score, ROC curves,
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confusion matrices) which can be displayed in an
interactive Streamlit dashboard which does not impose
black-box restrictions. The Streamlit dashboard allows
the user to explore, interactively visualize predictions,
new threshold settings, and export insights in real time,
linking advanced analytics in near real time to the
tactical decision-making process.

Therefore, as an explainable and scalable
framework, it is suitable for jurisdictions where labeled
data is scarce and can adjust to the context of future tax
enforcement activities. This framework is designed to
be a hybrid analytical framework and a research tool for
augmenting digital financial governance, which is one
of the desired outcomes of this research.

Streamlit Dashboard

Shapley Additive
ExPlanation

Interpretability

Fig. 3 Hybrid Machine Learning Framework for Tax fraud
detection.

Fig. 3 depicts the internal analytical pipeline, detailing
data preprocessing, unsupervised anomaly detection,
supervised  classification, and  explainability
components

IV. RESULT AND DISCUSSIONS

The machine learning evaluation using the
simulated tax dataset produced significant findings on
the effectiveness of classification and anomaly
detection approaches. Following preprocessing which
included handling missing values, normalization, and
encoding two main classifiers were trained: Logistic
Regression and Random Forest. Due to the absence of
clearly labeled fraudulent instances, unsupervised
clustering via DBSCAN and K-Means was used
initially to highlight outliers, followed by model
training with stratified 80-20 data splits.

As reflected in the dashboard output, the Random
Forest model achieved a 99% overall accuracy on a test
set of 200 entries. However, further breakdown of the
classification report revealed a more nuanced
performance. For the fraud class (label 1), the model
attained a precision of 1.00 but a recall of 0.50, resulting
in an Fl-score of 0.67. This indicates that while every
flagged fraud case was accurate, half of the actual fraud
cases were missed. In contrast, non-fraud predictions
achieved  near-perfect  classification.  Logistic
Regression displayed similar trends with lower recall,
highlighting the challenge of detecting minority-class
fraud cases.

Visualizations such as the confusion matrix and
ROC curve provided transparency into prediction
dynamics. Feature importance analysis confirmed that
tax inconsistencies, high deductions, and abrupt income
changes were the strongest fraud predictors. The use of
threshold tuning in the Streamlit dashboard allowed
users to adjust sensitivity levels, creating a flexible and
user-guided fraud detection interface.

These results underscore the strength of combining
supervised and unsupervised learning for financial
anomaly detection. Although limited by class
imbalance and low recall in fraud detection, the system
presents a promising decision-support tool for tax
compliance oversight in real-world scenarios (Huang,
2024).

1V.1 Data Preprocessing Qutcomes

The financial dataset used in this study is
synthetically generated but structurally realistic tax
dataset designed to reflect Indonesian tax reporting
characteristics. ~The dataset includes taxpayer
demographics, transaction values, reported income,
deductions, audit indicators, and compliance-related
variables. Synthetic data were used to preserve
confidentiality while maintaining realistic feature
distributions and class imbalance.

The data preprocessing phase formed the
foundation for all subsequent modeling activities.
Initially, the financial tax dataset contained
inconsistencies, missing values, and features with
disparate measurement scales. Missing data were
handled through mean and mode imputation strategies,
while categorical wvariables such as tax sector
classifications were encoded using one-hot encoding
techniques. Continuous variables, including transaction
amounts and revenue figures, were standardized to
ensure scale uniformity, improving model convergence
rates.

TABLE 2 INITIAL PREVIEW OF THE FINANCIAL DATASET USED FOR
FRAUD DETECTION ANALYSIS.

Table 2 provides a valuable overview of the original
financial dataset used in this study on protocols for data
mining and tax fraud detection, key features included
were taxpayer demographics, transaction amounts,
reported income, deductions, and audit trail indicators.
This overview provides the reader with an
understanding of the data structure and precedence
indications of abnormalities which are often subject to
preprocessing, and for example include missing value
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estimations and outlier processing and identification.
To improve data preparation and modelling, the
continuous variables were standardized, categorical
variables were encoded, and dimensionality was
reduced through Principal Component Analysis (PCA)
that maintained 87 per cent of the variance in the data
set. In addition to that, Z-score normalization was also
used which is essential in omitting outliers and training
robust models in the presence of outliers (Zheng, 2024)
(Qinghua Zheng, 2024).

1V.2 Model Performance Overview

Two primary supervised classifiers, Logistic
Regression and Random Forest were evaluated
alongside  unsupervised clustering  techniques
DBSCAN and K-Means for anomaly detection. The
Random Forest classifier achieved outstanding results,
with an overall accuracy of 99% on the test set. The
relatively low recall value (0.50) for the fraud class is
primarily caused by severe class imbalance, where
fraudulent observations constitute a small minority of
the dataset (18 fraud cases versus 232 non-fraud cases).
This imbalance biases the model toward conservative
fraud detection. Future work will apply oversampling
techniques such as SMOTE and cost-sensitive learning
to improve fraud recall. Its fraud-class precision was
1.00, meaning all flagged frauds were actual fraud
cases; however, its recall was 0.50, indicating that only
half of all fraudulent cases were correctly identified.

TABLE 3 PERFORMANCE METRICS OF THE SUPERVISED RANDOM

FOREST CLASSIFIER.
precision recall fl-score support
1.00 1.00 1.00 232
1 1.00 1.00 1.00 1
accuracy 1.00 250
macro avg 1.00 1.00 1.00 250

weighted avg 1.00 1.00 1.00

Table 3 presents the classification metrics for the
Random Forest classifier, including precision, recall,
and F1-scores for both fraud and non-fraud classes. The
table reveals a perfect precision score of 1.00 for the
fraud class, indicating zero false positives, while the
recall rate of 0.50 highlights the model’s sensitivity
limitations in identifying all fraudulent cases. The
balanced F1-score of 0.67 further contextualizes this
performance trade-off.

1V.3 Visual Interpretation

Below an improved model interpretability and
verification detection of fraud regarding performance, a
number of cohesive graphical visualizations were
created.

Figure 4(a) Heatmap of Feature Correlatio
for Fraud Detection.

Figure 4(c) Principal Component Analysis (PCA) Projection of Fraud and Non-Fraud Transactions.

A heatmap above of financial feature correlational
relationships was created and include in Figure 4.a. This
segment revealed key correlations among features,
particularly strong correlations between, for example,
income discrepancies, deductions, and transaction
irregularities proving the predictive power of these
features for fraud detection. Subsequent feature
selection and dimensionality reduction of the data could
be guided by evaluation of the heatmap (Siam, 2025).
Figure 4.c displays a Principal Component Analysis
(PCA) map of the tax data PCA-transformed into two
components. Each fraudulent transaction is displayed in
identifiable clusters, visually demonstrating the relative
efficacy of the unsupervised anomaly detection models
to detect outliers from the distribution of normal data.

Model performance and explainability can also be
visualized in Figures 4.b, d and e. As seen in Figure 4.d
in the confusion matrix, the Random Forest classifier
returned high precision and recall rates; nonetheless the
false negatives illustrate how challenging discovering
rare instances of fraud can be. Figure 4.¢ describes the
ROC Curve from the unsupervised model. The curve
nears the upper left corner indicating meaningful
discriminatory power of the model. The SHAP value
plot in Figure 4.b illustrates the meaningful features
driving each fraud prediction; in this case, we note that
the “Reported Income” and “Offshore Transactions”
had the highest SHAP returns meaning they had higher
positive differences in the likelihood of fraud, while
“Tax Deductions” and “Audit Trail Anomalies”
lowered it. Together these takeaways improve
transparency of the system within each of the
visualizations where each graphical visualization
affords more clarity into the patterns of users' financial
behavior and allows for better data-informed decision-
making, in the future (Hernandez Aros, 2024).

1V.4 Threshold Tuning Impact

One crucial operational consideration in fraud
detection in tax fraud is deciding on a reasonable
decision threshold for the classification. The default
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thresholds, usually 0.50, are likely to favor the majority
(non-fraud) class in an imbalanced dataset where fraud
cases are few. In our study, we made use of our
interactive Streamlit dashboard which allowed us to
interactively adjust the classification threshold and get
immediate feedback on performance metrics. Table 4.a
illustrates that with a small adjustment of the Random
Forest threshold from 0.50 to 0.35 we managed to
increase recall which is the number of fraud cases we
manage to detect while only raising the false positive
class incrementally, to a manageable overall level. Such
dynamic adjustment capability in threshold allows the
model to be better calibrated in accordance to real world
enforcement priorities, which may reasonably prioritize
the detection of a fraudulent activity over the cost of a
few false positive alarms.

This strategy of adjustment for a threshold for
detection is also reflective of the non-technical nature
of the choice, as sensitivity in fraud detection is not
defined as a technical factor solely, but as a choice
based on policy and different by risk tolerance which
varies by jurisdiction. For example, authorities can
adjust the detection threshold to target omitted frauds,
or adjust to minimize the administrative burden of false
positives depending upon their enforcement strategy.
Table 4.b is a filtered sample of transactions identified
as fraudulent, based on the adjusted threshold providing
auditors with further detail of the fraud identified
(Zheng, 2025).

‘Table (a) Clssificaion Metrics After Adjusting the Probabilty Threshold.

ple of iltered Financil

an additional benefit of the tuning adjustment to
thresholds, is that it accentuates the entire evaluation of
the Neural Network comparison with Random Forest
models. It exemplifies that correct threshold tuning is
as important to fraud detection outcomes, as
measurement accuracy is to overall outcomes, and that
modelling goes beyond measuring just baseline
accuracy, but that datasets and outcomes can be
adjusted to meet domain configuration specifications.

Neurst Neters Wairing Loss Over Esocta [rep—

Figure 9(@) Neural Network Training Loss Over Epochs

Figure 9(b) ROX Figure 9(c) Precision-Recall Curve Comparison

| - | =

Figure 9(e) Neural Network Confusion Matrix

Table 6(c) Final Validati

Figure 9(1) Model Validation Accuracy Comparison

These figures above offer an extensive contrast
between Neural Network and Random Forest models
for tax fraud detection and evaluate model performance
and behavior through various visualizations and
auxiliary statistics. Model convergence and learnsing
stability are evidenced in Figure 9(a); the Neural
Network monitors the training loss, which decreased
from 1.25 to 0.23 over 100 epochs. A loss decrease for
the Random Forest model does not apply, as it had no
iterative training. Nonetheless, the classification ability
for both models was excellent, as indicated by two ROC
curves in Figure 9(b) showing an AUC score (Neural,
0.9983; Random Forest 1.0000) very close to 1; high
scores are seen in fraud classification. In Figure 9(c),
Random Forest had a higher precision than the Neural
Network since it maintains precision across all recall
levels, while the Neural Network reported increased
false positives. This is especially relevant in fraud
classification due to the unrealized cost of false
negatives with fraud.

As summarized in Table 6(a), the Random Forest
model had perfect fraud precision (1.00) but low fraud
recall (0.33), meaning that the Random Forest model
was very conservative in fraud identification. The
Neural Network model had full recall (1.00) but low
precision (0.17), meaning that perhaps its fraud warning
flags incurred more false positives than expected, a
tolerance that is regulation and enforcement has used
for fraud. The model reference noted in Figures 9(d) &
9(e): Random Forest accurately classified all negative
(non-fraud) cases, while the Neural Network accurately
categorized all fraud cases (reported fraud) but
misclassified thirteen (13) negative (non-fraud) cases.
As indicated in Figure 9(f), both models exceed valid
93%, and Random Forest was slightly ahead.

IV.5 Discussion

The results of this study confirm the capabilities of
machine learning to uncover latent patterns of tax fraud
in high dimensional and sometimes unstructured
financial data. The most effective of the machine
learning techniques was the Random Forest, which
correctly classified, had high accuracy, is robust to non-
linear relationships, and required minimum parameter
tuning requirements.

These characteristics aligned with findings from
earlier studies, such as with (Hany F. Atlam, 2021),
(Jack Woo, 2025) which documented Random Forest's
high precision with anomaly detection in financial data.
The Logistic Regression model was marginally less
accurate but was useful for illustrating linear
dependencies to provide some opacity, which is
important in a regulatory environment. It is noteworthy
that with clustering techniques showing the potential to
separate imperfectly labelled regions we reduced the
number of false positives on average 17% during cross-
validation when comparing a model with clusters to a
model without this precision-recall trade-off reflects
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practical tax enforcement requirements, where
minimizing false positives is often prioritized to reduce
unnecessary audits and administrative burden.

More, the ability of both the ensemble and hybrid
model learning approaches demonstrates their
dominance in a high-risk and imbalanced area of fraud
detection whilst providing additional knowledge of
how model performance is influenced by data from a
context and specifically Indonesian data restrictions.
Importantly, the research provides value in addressing
a gap within local fraud analytics (in which theory has
shown to be possible) by using dimensions of
unsupervised learning to inform supervised learning,
which is understood as uniquely novel in regions such
as Indonesia where labelled fraud data is not used. As
demonstrated through comparative analysis, global
studies illustrate the importance of relevant model
calibration to the context; although Random Forest and
its ensemble classification was identified as performing
best in this study (Hu, 2021), (Zhang, 2022).

V. CONCLUSION

A deeper exploration of all features in the tax
dataset for anomaly detection. The study did not
examine many of the features, which may have
advanced the detection of tax fraud. Using the hybrid
model demonstrated in this report with all features
could facilitate a faster identification of anomalous
behavior before fraud takes place (Alrasheedi, 2025).

From a technical perspective, the hybrid machine
learning model developed in this study can contribute
to future fraud detection efforts. Future research should
make use of and provide tax data that includes known
anomalous behavior from tax fraud. Training the model
on all features and layers of data (or finding similar
anonymously-sourced datasets) provides machine
learning algorithms the opportunity to learn patterns of
fraud with the potential to improve fraud detection
efforts. As machine learning classification algorithms
are generally trained for which features are required for
specific outcomes, investigating features that may hold
significance for "non-fraud" classifications versus
classifications of "fraud" will provide further insights
into the impact of the model presented.

Considerations of integrating machine learning
models with tax authorities continue to move toward
advanced operation options, like consideration of
unsupervised and supervised hybrid models with
diverse data sources to consider. Incremental changes
in tax authorities' operations can increase efficiency for
all staff members, whether they are clerks, data
vendors, auditors, managers, or scientists.
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Abstract— Stress is a major determinant of mental health
and productivity, motivating growing interest in
continuous and unobtrusive stress detection using
wearable sensors and machine-learning (ML) techniques.
This study presents a Systematic Literature Review
(SLR) of 19 peer-reviewed articles published between
2021 and 2025, selected from an initial pool of 36 studies
using structured inclusion and exclusion criteria. A
combined quantitative and qualitative synthesis was
conducted to analyze five key dimensions: sensing
modalities, ML/DL algorithms, datasets, validation
protocols, and deployment-related feasibility. The review
identifies dominant methodological trends rather than
definitive rankings. Multimodal physiological sensing—
most commonly combining photoplethysmography
(PPG), electrodermal activity (EDA), and accelerometer
data—together with hybrid deep-learning architectures
such as CNN-LSTM, is frequently associated with high
reported performance on benchmark datasets. However,
the analysis also reveals a pronounced lab-to-field gap.
Most studies rely on intra-subject or k-fold cross-
validation, while subject-independent evaluation using
Leave-One-Subject-Out (LOSO) remains rarely adopted,
limiting claims of real-world generalizability. In addition,
fewer than 15% of the reviewed studies explicitly
consider practical deployment constraints, including
computational efficiency, power consumption, and data
privacy. The primary contribution of this review lies in
systematically quantifying the impact of validation
practices and deployment considerations on reported
performance. The findings highlight that, despite
promising accuracy, current stress-detection models
remain insufficiently validated for real-world use and
point toward the need for generalizable, lightweight, and
privacy-aware wearable stress-detection systems.

Index Terms— deep learning; machine learning;
multimodal fusion; physiological sensing; stress detection;
wearable computing.

1. INTRODUCTION

Stress is increasingly recognized as a global health
issue affecting individual well-being and organizational
productivity. Conventional detection methods, such as
clinical interviews, are subjective and episodic; in
contrast, the advent of wearable sensors and machine
learning (ML) has enabled more objective and
continuous stress monitoring [1]. Over the last decade,
researchers have explored multiple physiological
modalities such as heart-rate variability from
ECG/PPG, electrodermal responses (EDA/GSR), brain
activity (EEG), respiration, and facial or speech cues.
These signals, when analyzed by ML or deep-learning
(DL) algorithms, can classify stress with notable
accuracy. This progress is foundational to the field,
offering a promising pathway toward objective and
continuous biomarkers for mental health [2].

Despite this progress, a critical divergence exists
between laboratory results and real-world applicability.
Recent studies employing Deep Learning (DL)
architectures, such as CNN-LSTM hybrids, frequently
report accuracies exceeding 95% on benchmark
datasets [1]. However, the reliability of these results is
often constrained by evaluation methodology. Several
studies rely on intra-subject validation (e.g., k-fold
cross-validation), which can inflate performance by
mixing data from the same individuals across training
and testing sets [3]. Prior work suggests that subject-
independent evaluation protocols, such as Leave-One-
Subject-Out (LOSO) or cross-dataset validation,
provide a more realistic assessment of generalization to
unseen users, yet these approaches remain relatively
uncommon [4]. In addition, practical deployment
introduces barriers related to societal feasibility: models
are often too computationally heavy for wearable
devices, leading to rapid battery drain, while sensor

Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 2 | December 2025 B2k}



comfort dictates user adherence for continuous
monitoring [5][6].

Beyond these technical hurdles, a critical gap exists
in the insufficient consideration of privacy and ethics.
Physiological data is inherently sensitive, and
continuous collection raises significant user concerns
regarding data ownership, misuse, and surveillance.
Integrating these systems into daily life requires
frameworks that ensure user trust, such as on-device
inference (Edge Al) or Federated Learning, yet these
aspects are frequently overlooked in research focused
purely on accuracy.

Several prior surveys have reviewed stress detection
using physiological signals and machine learning,
primarily focusing on traditional ML approaches and
studies published before 2020 (e.g., Can et al [7];
Panicker & Gayathri [8]). While these works establish
important foundations, they do not systematically
address recent developments in deep learning—based
multimodal models, subject-independent validation
practices such as LOSO, or deployment-oriented
constraints such as computational efficiency and data
privacy.

In contrast, this study explicitly addresses these
gaps by systematically reviewing recent (2021-2025)
multimodal ML/DL studies, quantifying validation
practices, and synthesizing technical performance with
deployment-oriented considerations. This positioning
differentiates the present SLR from prior reviews that
primarily emphasize algorithmic accuracy without
assessing real-world readiness.

This review systematically synthesizes published
evidence to address these multifaceted gaps. We answer
four research questions (RQs) designed to map the state
of the art (SOTA): (RQ1) effective sensing modalities,
(RQ2) reliable ML/DL algorithms, (RQ3) common
validation protocols, and (RQ4) specific barriers to
deployment regarding computational efficiency and
data privacy. By unifying quantitative and qualitative
insights, this SLR aims to guide future research toward
stress-detection systems that are not only accurate but
also scalable, generalizable, and ethically compliant.

The remainder of this paper is organized as follows:
Section II presents theoretical foundations; Section III
details the SLR methodology; Section IV discusses
results and trends; and Section V concludes with
research gaps and future directions.

II.  METHOD

This section presents the theoretical foundations
that guided our literature synthesis and the conceptual
analysis framework used to extract and interpret
findings from the reviewed studies.

A. Conceptual analysis framework

To ensure that the review is theory-driven rather
than descriptive, we organize the theoretical discussion
around four interrelated dimensions that form the
analytical lens of this SLR: (1) sensing modalities, (2)
modeling and representation learning, (3) validation
and generalization, and (4) deployment constraints
(computational efficiency and data privacy). These
dimensions directly map to our research questions and
the data extraction fields used in the review. Concretely,
the review extracts and synthesizes evidence about
which modalities are used and why (RQ1), which
algorithmic paradigms prevail and how features are
represented (RQ2), which validation protocols are
adopted and how they affect generalization (RQ3), and
which deployment-oriented considerations (e.g., on-
device inference, federated learning, power/latency
metrics) are addressed (RQ4).

B. Stress and Physiological Signals

Stress triggers the Autonomic Nervous System
(ANS), disrupting the balance between the sympathetic
("fight or flight") and parasympathetic ("rest and
digest") branches. Multimodal sensing is theoretically
grounded on this systemic response [9]. Though it lacks
temporal precision for short-term events, electrodermal
activity (EDA), which directly reflects sympathetic
arousal via sweat gland activation, is generally regarded
as the most reliable indication of emotional stress [1].
At the same time, the intricate interaction between
sympathetic and parasympathetic activity is measured
by Heart Rate Variability (HRV), which is obtained
from ECG or PPG. PPG provides a wearable-friendly
substitute for ECG, however it is prone to motion
artifacts [2]. ECG is still the clinical gold standard.
Beyond these autonomic markers, cortical responses
can be captured via EEG, while physical activity that
often confounds physiological signals is monitored
using  accelerometers  (ACC). Theoretically,
multimodal fusion reduces the uncertainty associated
with unimodal sensing by capturing independent stress
signals, such as merging the sympathetic strength of
EDA with the vagal tone of HRV [10].

C. Feature Engineering to Representation Learning

The transition from classical Machine Learning
(ML) to Deep Learning (DL) represents a fundamental
shift in how stress features are modeled. Traditional ML
approaches relied heavily on Feature Engineering
where domain experts manually extracted statistical
features for classifiers like SVM or Random Forest.
While interpretable, this approach is limited by the
quality of handcrafted features and struggles with raw,
noisy sensor data [11]. Conversely, modern
architectures have shifted toward Deep Representation
Learning. In particular, hybrid models such as CNN-
LSTM automate feature extraction; Convolutional
Neural Networks (CNN) learn spatial or spectral
patterns directly from spectrograms, while Long Short-
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Term Memory (LSTM) networks model the long-term
temporal dependencies essential for physiological time-
series analysis [1].

D. The Generalization Gap: Subject Inter-variability

Subject inter-variability is a significant theoretical
difficulty in stress detection.  Stress-related
physiological reactions vary greatly; for example, one
person's baseline heart rate may be a sign of extreme
stress for another [4]. Theoretically, this has significant
ramifications for validation procedures. Conventional
validation techniques, such k-fold cross-validation, are
predicated on the idea that the data is identically
distributed and independent. This assumption is broken,
though, when training and testing segments from the
same subject are combined, leading the model to learn
subject-specific characteristics instead of stress-specific
patterns. Leave-One-Subject-Out (LOSO) validation is
necessary for theoretical rigor in order to close the lab-
to-field gap. In contrast to k-fold, LOSO guarantees that
the model is evaluated on completely unknown users,
requiring the acquisition of generalized stress features a
necessary  condition  for  reliable  real-world
implementation [2].

E. Constraints Efficiency and Privacy

Beyond accuracy, real-world deployment is
theoretically constrained by the trade-off between
model complexity and resource availability. Deep
Learning models, while accurate, impose high
computational costs. Furthermore, the traditional
Centralized Learning paradigm where raw data is
transmitted to a cloud server violates modern privacy
principles. The theoretical alternative is Federated
Learning (FL), a distributed optimization paradigm
where models are trained locally on devices and only
model updates (gradients) are shared [12]. This
approach theoretically decouples learning from data
centralization addressing the privacy concerns inherent
in physiological sensing without compromising the
model's ability to learn from population-level data.

III. RESULT AND DISCUSSIONS

A. Systematic Literature Review

This study adopts a Systematic Literature Review
(SLR) approach to synthesize existing evidence on
stress detection using Machine Learning. To ensure
methodological rigor, transparency, and
reproducibility, the review protocol adheres to the
Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) guidelines [13]. This
standard framework ensures that the selection of studies
is unbiased and comprehensive, shifting focus from
general descriptions to quantitative performance
analysis of recent multimodal systems.

B. Research Question

The following table contain the research questions
that has been carried out on this paper. Table I showed
four questions that is the main focus of this paper.

TABLE 1. RESEARCH QUESTION

1D Research Question Motivation
Identify
Which physiological or practical and
RQI1 behavioral modalities are most accurate
effective for stress detection? sensing
methods
Which ML/DL models | Determine the
RQ2 demonstrate robust and | current state of
generalizable performance? the art
Evaluate
What datasets and validation | reproducibility
RQ3
protocols are commonly used? and
comparability
What societal, ethical, or Assess real-
RQ4 deployment aspects are

world readiness

considered?

C. Work Procedure

The work procedure involves conducting a
literature  search, selecting relevant  sources,
documenting findings, analyzing the information, and
drawing conclusions as visualized in the PRISMA
flowchart (Fig. 1), following a structured protocol
adapted from established SLR guidelines [14]. This
process consists of these main steps, as detailed below.

First, the authors identified key terms relevant to the
research topic. The main keywords used in the search
were “stress detection,” “machine learning,” “deep
learning,” “wearable sensor,” “physiological signal,”
and “multimodal fusion.” Boolean combinations were
applied across several databases such as IEEE Xplore,
ScienceDirect, SpringerLink, and MDPI to ensure a
broad coverage of recent studies [14].

Second, the authors determined the origin and
source of the literature. Journals were selected from
reputable international publishers that focus on artificial
intelligence, biomedical engineering, and affective
computing [14]. The search was conducted online and
limited to peer-reviewed articles published between
2021 and 2025 to capture the most recent advances.

Third, the collected works were filtered according
to strict criteria. The initial search yielded 36 papers.
After removing 5 duplicates, 31 papers underwent title
and abstract screening. We applied the Inclusion and
Exclusion Criteria presented in Table II to filter these
results. We specifically excluded qualitative surveys
and studies lacking quantitative metrics (e.g.,
Accuracy/F1-Score). This process resulted in a final
selection of 19 articles deemed relevant for detailed
review.

TABLE II. INCLUSION AND EXCLUSION CRITERIA
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Criterion Inclusion Exclusion
Publication . Conference, Thesis,
Type Journal Articel Book Chapters
Timeline 2021-2025 <2021
Quantitative ML/DL Qualitative /
Content Performance Theoretical only
Modality Multimodal Unimodal

Fourth, to ensure technical soundness, a Quality
Assessment was performed on the final 19 articles. We
defined four binary quality criteria focusing on
reproducibility. Each paper was evaluated as Yes (1) or
No (0). Only studies satisfying at least 3 out of 4 criteria
were included in the final data synthesis.

TABLE III. QUALITY ASSESSMENT

D Assessment Criteria (QA) Motivation

Ensures data
reproducibility
(participants,
signals, protocols).

QA1 | Is the dataset clearly described?

Are the feature extraction and Ensures the

QA2 | ML/DL  models explicitly | technical approach
defined? is replicable
Critical for
QA3 Is the validation methodology evaluating
clearly stated? generalizability
claims.
Are quantitative performance | f ]
QA4 . comparative
metrics reported? .
analysis.

Fifth, the extracted data were synthesized using a
two-stage approach. First, a descriptive quantitative
synthesis was conducted to address RQ1-RQ3 by
tabulating key characteristics of the selected studies,
including sensing modalities, algorithms, datasets,
validation protocols, and reported performance metrics.
Descriptive statistics (frequencies and ranges) were
used to identify prevailing trends and state-of-the-art
approaches. A formal meta-analysis was not performed
due to substantial heterogeneity in datasets,
experimental protocols, and evaluation metrics. A
qualitative thematic synthesis was applied to address
RQ4 by analyzing deployment-related considerations
such as computational efficiency, validation rigor, and
data privacy. This analysis also involved a critical
assessment of methodological quality, particularly the
use of subject-independent validation and dataset
characteristics, to identify key gaps affecting real-world
applicability.

|

£ Records identified

2 from databases

2 (n=36)
|

Duplicate records removed

= (n=35)

|

7

Records after duplicates removed
n=31)
|
Records Excluded (n=

= 12)

rPED Feasons: No

=] Quantitative metrics,

Unimodal

|

2 Studies Included in synthesis

=

E (n=19)
|

Fig. 1. PRISMA Flowchart of the Literature Selection Process

IV. RESULT AND DISCUSSIONS

A.  Overview of the Studies

The systematic selection process resulted in 19
studies published between 2021 and 2025. The analysis
reveals a diverse landscape of methodologies, with
dataset sizes ranging from small custom cohorts (n=11)
to large public benchmarks like WESAD (n=15) and
SWELL-KW. Before detailing the performance
metrics, it is crucial to note that direct comparison of
accuracy across studies requires caution. The
heterogeneity in stress-induction protocols (e.g., MIST
vs. Driving Simulators) and label granularity (2-class
vs. 3-class) means that a higher accuracy score does not
always imply a superior model, but may reflect a
simpler classification task or a less rigorous validation
scheme.

Most of the reviewed works focus on physiological-
signal-based stress detection, often combining more
than one sensing modality. The most frequently used
signals are  electrodermal  activity (EDA),
photoplethysmography (PPG), and electrocardiography
(ECQ), followed by studies employing
electroencephalography (EEG) or accelerometer
(ACC) data [15]. These modalities are widely available
in commercial wearables, which explains their
popularity for daily stress-monitoring research.

In terms of methodology, traditional machine-
learning classifiers such as Support Vector Machine
(SVM), Random Forest (RF), and XGBoost remain
common, particularly for smaller or unimodal
datasets[15]. However, a clear shift toward deep
learning architectures, notably Convolutional Neural
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Networks (CNN), Long Short-Term Memory (LSTM)
networks, and hybrid CNN-LSTM models, can be
observed in the most recent papers. These models tend
to achieve the highest accuracy, often above 90 %,
especially when multiple signals are fused [16][17].

Table I'V provides a concise overview of each study,
including its dataset, modality, algorithm, validation
method, and the best reported metric.

Table IV provides a concise overview of each study,
including its dataset, modality, algorithm, validation
The validation methods reported vary across method, and the best reported metric.
studies. The majority rely on k-fold cross-validation,
while a smaller group applies Leave-One-Subject-Out
(LOSO) or cross-dataset evaluation to test

generalization [6].

TABLE IV. SUMMARY OF SELECTED STUDIES

Reference Dataset Modality Algorithm Validation Method Best l;\?ll;ftorli"znance
2] C;‘rst;gimate Py 152.2 Multimodal (EEG, SVM (RBF), kNN, Leave-One-Out Accuracy 96.25% (2
participate, GSR, PPG) DT, RF, MLP (LOOCV) class)
Speaking)
[ ST Change DB, EKG (Changed into Ensemble CNN- Accuracy 98.3% (2
WESAD Spectogram) LSTM class)
Custom (22 .
6] participate, Mgit;m%iﬂiéiye Attention-based 10-fold cross- Accuracy 95.5% (3
Driving i . A CNN-LSTM validation Class)
. Surrounding)
Simulator)
. MUSER Split
[18] %Amusg(’m OMG- TX’;E)S;ZI:S;;%?O;& (Transformer/BERT + | Train/Validation/Test Fl—sczrlzs()s.)864 @
MLP) (Dataset)
Custom (34 EKG (10 second . 5-fold cross- Accuracy 86.5% (3
[19] subject, MIST) segment) (GININRE B validation class)
[20] Custom (20 Mulst;rﬁsga;gffc}’ Hybrid DL (ResNet50 10-fold cross- Accuracy 85.1% (2
subject , MIST) i + 13D w/ TAM) validation class)
expression)
EEG ( converted into .
. s StressNet (Hybrid 5 . o Accuracy 97.8% (2
[21] DEAP, SEED Azimuthal Projection 2D-CNN + LSTM) 80% Train / 20% Test class )
Image )
Multimodal (
Custom (90 S 10-fold cross-
5] subject,  Office Behav‘gr' l\flouse’ LightGBM, SVM, RF |  validation (dengan Fl-score 0.625 (3
Simulation) Keygard + SMOTE) class , Stress)
Physiological: HRV )
Shallow/Deep . . Accuracy 99.65%
[4] SCIE?CT MBSRgl ! EEG ConvNet, LOOI(I:I X;l\s/llzf:z?] ect, (Task: Meditation vs.
ubject, FBCSP+SVM ~subJ Rest)
. 1D-CNN, LSTM, 80% Train / 10% Accuracy 95.83% (2
[22] UBFC-Phys TPPG (face video) GRU Validation / 10% Test class )
[23] MultiAffectStress A\lllg:;ivésel:ﬂg;iie’ Learning-Based Late 60% Train / 20% Fl-score 0.85 (2 class
(MAS) NS ? Fusion (RF) Validation / 20% Test )
Fidgeting)
Custom (26 Multimodal (EKG, Shuffled ECA-Net 5-fold cross- Accuracy 91.6% (2
[3] Subject, Cortisol RESP, (1D-CNN + validation (Intra- chss )' 0
label) Electrogastrogram) Attention) subject)
. . . _ _ 0,
[1] SWELL-KW HRV k: NN, l?emsmn T.ree, 5 fol‘d cross Accuracy 99.3% (3
Logistic Regression validation class)
WESAD, SWELL . . GSOA-SHBRNN o
[16] KW, RAVDESS, Ph}y;l‘)‘i‘;%ci (EEG’ (VGG-16 + PCA + 2/3 Train, 1/3 Test (\/)\v(g:;lfgy gﬁazsf)
EMO-DB v Bi-RNN) ’
Nursery  Dataset |y yimodal (ace, | MMFD-SD (Parallel |0 posin /20% Test | Aceuracy 91.00% (3
0] (from Hosseini et | g\ "yr TEMP) CNNs (Stratified Split) class )
al., 2022) s H Time+Frequency) P
Multimodal (BVP,
EDA, TEMP, ACC, CNN (Custom Fl1-score 91.67% (3
[24] WESAD RESP) converted to Architecture) class)
2D RGB Image
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Multimodal (Time
251 LifeSnaps, S"“eST‘gRl’afTepS * o tf;?ltifla“(‘éeup_ 5-fold cross- AUC 81.14%
PMData wiar. N g validation (PMData, 2 class )
Demographics, style)
Context)
. Multimodal Facial ResNet-18 backb(?nes,
Yonsei Stress . . attention mechanisms
images (RGB video . 5-fold cross-
Image & Speech . + Multimodal o .
frames + facial . validation 3/5 Train, e s
[26] Database (custom Neglecting Mask A Specificity: 88.99%
. landmarks) and 1/5 Validation 1/5
multimodal stress S h (log mel- Module (MNMM) for Test
dataset) peech (og me intermediate feature es
spectrogram) fusi
usion
Multimodal (ECG,
EDA, EMG, Train—test split with . o
[27] WESAD Respiration, CNN + LST;“ * 1 90% training and 10% AC?‘.‘“‘C? 19 2.70%
Temperature) Attention mechanism testing (multimodal setting)
B.  Modalities and Sensor Trends
Among the various physiological signals, EDA and - Mool Frefency At Shudes
PPG emerge as the most practical and consistent
modalities for real-time, wearable-based detection. *
Their combination captures both sympathetic nervous s
system response (EDA) and cardiovascular activity 8
(PPG), providing a comprehensive picture of »
physiological arousal. This multimodal fusion is shown ,
to be highly effective, achieved 96.25% accuracy by
fusing GSR (EDA) and PPG with EEG. This & & & & & &«
e &

quantitative result supports the qualitative trend that
studies integrating multiple modalities, particularly
those readily available in wearables, typically
outperform those relying on a single signal. [2]

ECG continues to be the reference modality in
controlled laboratory environments because of its high
sensitivity to subtle changes in heart-rate variability.
However, it is less convenient for long-term use due to
sensor placement and comfort issues[3]. EEG-based
approaches, while powerful for cognitive-stress
analysis, face similar challenges related to setup
complexity[4].

Overall, the literature points toward wearable-
friendly, multimodal sensing, often combining EDA,
PPG, and ACC. This configuration balances accuracy,
comfort, and cost, making it well suited for practical
applications[15]. Figure 2 highlights a clear preference
toward EDA and PPG as the dominant physiological
modalities in recent stress-detection  studies.
Researchers have chosen wearable-friendly sensors
over clinically accurate but invasive alternatives like
ECG or EEG, which is a realistic trade-off. Analytically
speaking, this distribution implies that real-world
deployability concerns implicitly limit state-of-the-art
research, highlighting the significance of multimodal
setups that strike a balance between accuracy, comfort,
and scalability.

Modality

Fig. 2. Frequency of physiological modalities used

C. Validation Strategies and Datasets

A consistent observation is the dominance of k-fold
cross-validation for evaluating model accuracy. While
suitable for preliminary comparison, this approach
often inflates results because training and testing data
originate from the same participants [3]. A smaller
number of studies adopt LOSO or subject-independent
validation, which provides a more realistic assessment
of model robustness in unseen subjects[2] [4]

Public datasets such as WESAD and DEAP appear
most frequently. WESAD, in particular, serves as the
primary benchmark for multimodal wearable stress
detection, combining EDA, PPG, and ACC signals.
Nevertheless, differences in dataset structure,
participant demographics, and labeling criteria make
direct comparison between studies difficult [1]. Figure
3 illustrates the distribution of validation strategies,
emphasizing the need for broader adoption of cross-
subject testing in future research.
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Fig. 3. Validation strategies across studies.

As illustrated in Figure 3, the dominance of k-fold
cross-validation indicates that most studies prioritize
performance optimization under controlled conditions
rather than generalization to unseen users. Our
synthesis reveals that the limited adoption of LOSO
validation is not merely a methodological choice, but a
key contributor to the observed lab-to-field gap. This
imbalance underscores the need to reinterpret high
reported accuracies with caution, particularly when
claims of real-world applicability are made.

D. Reported Performance

The reported performance across all studies
generally falls within the 85 %96 % range, depending
on the modality and evaluation protocol used, models
cluster around 90 % accuracy or equivalent F1-scores,
which is strong for physiological classification tasks

(31, [6], [9], [23].

However, results obtained from LOSO or cross-
dataset validation are typically 5-10 % lower,
underscoring the challenge of generalizing across
individuals [4]. The lower performance observed under
LOSO or cross-dataset validation does not indicate
inferior modeling, but rather reflects a more stringent
and realistic learning objective. In intra-subject
evaluation, models are exposed to physiological
patterns from the same individuals during training and
testing, enabling them to implicitly learn subject-
specific baselines and signal idiosyncrasies. This can
lead to inflated performance that reflects pattern
recognition of individuals rather than genuine stress-
related physiological responses. In contrast, LOSO
validation enforces complete subject separation,
requiring models to infer stress from physiological
changes that generalize across individuals with

inherently different baselines and response
dynamics. Since stress manifests as relative deviations
rather than absolute signal values, LOSO-trained
models are compelled to capture invariant stress-related
features instead of memorizing personal signal patterns.
Consequently, although LOSO evaluation yields lower
numerical scores, it provides a more meaningful
assessment of a model’s ability to detect stress rather
than merely recognizing individual-specific patterns.

k-fold / Random Split (Intra-subject) =M LOSO (Subject-independent)

100

80 1

60 4

40 1

Average Accuracy (%)

20 4

Traditional ML Deep Learning

Model Type

Fig. 4. Impact of validation protocol on reported stress-detection
performance.

The figure summarizes average performance trends
of traditional machine-learning and deep-learning
models under intra-subject (k-fold) and subject-
independent (LOSO) evaluation across the reviewed
studies. Deep-learning approaches consistently achieve
higher scores than traditional ML when trained on
multimodal inputs. The combination of CNN for
feature extraction and LSTM for temporal modeling
remains the most successful design pattern, especially
when applied to PPG and EDA data.

However, a direct comparison of these performance
metrics is complicated by the significant heterogeneity
across study protocols. Our analysis reveals that several
factors strongly influence reported outcomes. These
include the data labeling methodology (e.g., self-report
vs. induced stress protocols like MIST [19], [20]
ordriving simulators [6]), the signal processing details
such as the length of the time segments used for analysis
(e.g., 10-second segments in [19]), and the dataset
characteristics, including sample size and participant
diversity. For example, models validated on large,
public benchmark datasets like WESAD [1][, [16], [24]
may offer more generalizable insights than those
trained on smaller, custom datasets [6]. These
variations underscore the difficulty in establishing a
single best model and highlight the critical need for
standardized reporting protocols in future research.

E.  Machine-Learning and Deep-Learning
Approaches

The reviewed papers demonstrate two major
methodological generations. Early studies typically
extracted handcrafted statistical and frequency-
domain features, which were then classified using
SVM, RF, or logistic regression. These techniques
achieved accuracies in the range of 80-90 %, proving
that stress can be inferred reliably from physiological
data even with simple models [11]. Moreover,
classical ML methods remain attractive in scenarios
involving limited data, lower computational budgets,
and a need for model interpretability, which is
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particularly relevant for clinical or explainable-Al
contexts.

Hybrid CNN-LSTM architectures have emerged
as the dominant design paradigm in recent studies.
From a modeling perspective, this hybridization is
well aligned with the nature of physiological stress
signals: CNN components act as automated feature
extractors that reduce noise and encode local patterns,
while LSTM layers model the sequential evolution of
these features over time. When applied to multimodal
inputs such as PPG, EDA, and ACC, this architecture
enables both intra-modal representation learning and
temporal fusion, which explains the consistently high
reported accuracies between 93 % and 96 % across
multiple datasets. Extensions incorporating attention
mechanisms further refine this process by dynamically
weighting informative signal segments or modalities,
while contrastive pre-training and teacher—student

knowledge distillation aim to improve robustness and
data efficiency [6].

Taken together, the reviewed literature suggests
that the choice between classical machine-learning
and deep-learning approaches should not be guided by
accuracy alone. Instead, it should reflect the intended
application context, available data, and deployment
constraints. Classical ML models remain suitable as
strong baselines or interpretable solutions in low-
resource settings, whereas deep-learning architectures
represent the current state of the art for high-
performance, multimodal stress detection when
sufficient data and computational capacity are
available.

Table V summarizes the average performance by
model type. In general, deep sequential or hybrid
models outperform classical methods, though they
require more computational resources.

TABLE V PERFORMANCE COMPARISON BASED ON MODEL TYPE

Performance Range
Model Reference Dataset (Reported) Key Notes
ML Classi 2] Custom (40 participate, Accuracy: 96.25% (2 SVM (RBF) outperformed kNN, DT, RF,
(SVM ;;s (l:<- Public Speaking) class) and MLP in feature fusion.
NN, GBM) Custom (90 subject, Fl-score: 0.625 (3 nghtGBM outpe_rformed SVM/RF.
[5] Office Simulation) ) Behavioral data fusion (mouse/keyboard)
was better than HRV.
Time and frequency domain (spectrogram)
0,
[1] ST Change DB, WESAD Accure:;(gszfi)ﬁ Gie fusion of ECG data achieves high
Deep Learning accuracy.
(Hyl?gl%\(jl;m- [19] Custom (34 subject, Accuracy 86.5% (3 Effective for real-time detection (10-
BILSTM) MIST) class) second segments).
Custom (22 participate, Accuracy 95.5% (3 No n-phy51qloglcal multimodal quwn
[6] Driving Simulator) w. using attention has proven to be highly
& effective.
The Parallel CNN architecture separates
0,
Deep Learning [9] Nursery Dataset Accurag;gsl 500 < Time and Frequency domain features
(CNN before fusion.
Multimodal Custom (26 Subject Accuracy 91.6% (2 Using "Shuffled ECA-Net" (Attention) for
Fusion) [3] Cortisol label) ? class )' feature fusion. The stress label is validated
by Cortisol.
. Using Multi-Task Learning (MTL) where
Deen Learnin [18] MuSE, OMG-Emotion Fl-score: 0')8 64 (2 class emotion recognition becomes an auxiliary
("l?r?;s ff)imerg/ task for stress detection.
Multi-Task) Using Late Fusion (Random Forest) to
. . combine the outputs of several unimodal
[23] MultiAffectStress (MAS) Fl-score: 0.85 (2 class) models (including Wav2Vec 2.0 and
DistilBERT).

F. Societal Feasibility and Ethical Considerations

While high numerical accuracy remains an essential
benchmark, the true success of a stress-detection model
lies in its translation into everyday use. Machine-
learning research is beginning to move from laboratory
settings toward field deployment, yet the gap between
experimental performance and societal applicability
remains substantial. Several studies acknowledge that
stress recognition is meaningful only when it can
operate continuously, comfortably, and ethically within
people’s daily routines.

1) Feasibility of Deployment

Approximately one-third of the reviewed papers
describe some form of prototype or pilot deployment,
ranging from wrist-worn sensors to smartphone-based
data collection. Wearable-centric designs particularly
those relying on PPG and EDA sensors integrated in
smartwatches or fitness bands emerge as the most
realistic pathway for long-term stress monitoring[15].

These devices already enjoy high consumer
adoption and can collect data passively without
interrupting normal activity. Studies employing
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multimodal fusion (EDA + PPG =+ ACC/ECG)
demonstrate not only technical robustness but also user
comfort, battery efficiency, and signal stability during
motion, all of which are prerequisites for sustainable
deployment.

Conversely, models relying on EEG or ECG chest
straps face usability barriers due to cumbersome
electrodes and the need for skin contact. Although these
sensors yield rich physiological data, their invasiveness
reduces adherence outside clinical environments. A few
researchers attempt to overcome these barriers through
smart-textile electrodes and dry-sensor patches,
indicating a promising hardware direction for future
work.

2) Real-Time and Edge-Al Integration

Recent advances highlight the feasibility of running
stress-recognition pipelines on resource-constrained
devices. Several publications introduce lightweight
CNN or LSTM architectures optimized for on-device
inference, reporting inference times of less than one
second on mobile processors [22]. This shift toward
edge-Al brings multiple benefits: it enables immediate
feedback for users, lowers network latency, and
minimizes dependency on cloud connectivity factors
crucial for emergency or occupational-safety contexts.
Moreover, edge computing supports energy efficiency
by processing only essential features locally and
transmitting aggregated indicators instead of raw
biosignals.

However, only a small fraction of current literature
reports  quantitative measurements of  power
consumption, model size, or latency, parameters that
determine practical viability. Future publications
should systematically include these metrics alongside
accuracy to support reproducibility and engineering
optimization.

3) Summary of Feasibility Indicators

This gap in feasibility is most critical regarding
privacy and ethics. Physiological signals constitute
highly sensitive personal health information, and their
continuous collection raises significant user concerns
over data misuse and surveillance. This review found
that fewer than 15% of studies explicitly address this,
often only mentioning basic anonymization. This is
insufficient for real-world trust. As requested by
modern data-protection laws (e.g., GDPR), the field
must shift from cloud-centric processing to privacy-by-
design architectures. The solution lies in the resource-
efficiency models identified in this review, which
enable on-device inference (Edge AI). This approach
processes data locally, minimizing data transmission.
For models that require continuous improvement,
Federated Learning frameworks experimented with by
a handful of studies offer a path forward, allowing
models to be trained across distributed devices without
centralizing raw data, thereby mitigating critical
privacy risks.

Furthermore, our analysis highlights that technical
accuracy alone is insufficient; the psychological impact
and application context are paramount. Continuous
stress feedback, if poorly designed, risks amplifying
user anxiety rather than mitigating it. Future research
must therefore bridge the gap between detection and
intervention. This requires integrating psychological
frameworks, such as providing Just-In-Time Adaptive
Interventions (JITAI) or cognitive-behavioral prompts,
transforming passive monitoring into active well-being
support. In practical application contexts, such as
workplace wellness programs or continuous personal
health monitoring, this integration is essential. The goal
is not merely to inform a user "you are stressed," but to
provide an actionable, empathetic, and private pathway
to improved mental resilience.

Beyond privacy and hardware, societal feasibility
also involves user perception and behavioral adoption.
Continuous stress feedback can empower self-
awareness, yet poorly designed feedback loops risk
amplifying anxiety. Few studies examine how users
interpret or act upon stress predictions. Integrating
psychological frameworks, such as just-in-time
adaptive interventions or cognitive-behavioral prompts,
could transform stress detection from passive
monitoring into active well-being support.

To quantify these dimensions, each paper was
scored across three observable indicators (a) use of
wearable or smartphone sensors, (b) existence of a
prototype or real-time system, and (¢) mention of
privacy or edge computing.

Overall, the evidence reveals a field that is
technically sophisticated but socially nascent. To move
from promising algorithms to impactful public-health
tools, future research must integrate design for
usability, transparency, and trust alongside continued
advances in model accuracy. The ultimate benchmark
for stress-detection research will not only be statistical
precision but also its contribution to safer, healthier, and
more empathetic human technology interaction.

This review reveals a clear methodological shift
from traditional machine-learning pipelines toward
deep-learning—based architectures for stress detection.
As summarized in Fig. 4, deep-learning models
consistently achieve higher average performance than
classical approaches under both intra-subject and
subject-independent  evaluation. However, this
advantage is accompanied by increased computational
complexity, highlighting a trade-off between accuracy
and deployability that must be considered in practical
applications.

A key finding of this review is the substantial
influence of validation strategy on reported
performance. As illustrated in Fig. 4, both traditional
ML and deep-learning models exhibit a consistent
reduction in performance under subject-independent
validation compared to intra-subject evaluation. This
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pattern underscores the central role of subject inter-
variability in physiological stress detection and
confirms that validation methodology is a decisive
factor in assessing real-world generalization capability.

Despite the observed performance trends, direct
comparison across studies remains inherently limited.
The reviewed literature exhibits  substantial
heterogeneity in datasets, stress-induction protocols,
class definitions, signal preprocessing, and validation
schemes. Consequently, the synthesized results should
be interpreted as indicative methodological trends
rather than definitive rankings of model superiority.
This limitation reinforces the need for standardized
reporting practices to enable more reliable comparison
in future reviews.

Taken together, the findings suggest that future
stress-detection research should prioritize subject-
independent evaluation, multimodal sensing strategies,
and deployment-aware model design. Emphasis on
LOSO or cross-dataset validation, alongside
transparent reporting of computational and privacy-
related metrics, is essential to bridge the gap between
laboratory performance and real-world applicability.

This SLR also has limitations. Our search was
restricted to articles published between 2021 and 2025
to capture the most recent SOTA, which may exclude
foundational papers in the field. Furthermore, due to
high heterogeneity in datasets, protocols, and metrics,
we performed a descriptive and thematic synthesis. A
formal statistical meta-analysis was not conducted,
which limits the quantitative aggregation of
performance across studies.

V. CONCLUSIONS

This Systematic Literature Review analyzed 19
studies and confirmed a clear technical state-of-the-art
for stress detection: multimodal sensing (PPG, EDA,
ACC) combined with hybrid CNN-LSTM models
consistently yields high accuracy. The review provides
a structured synthesis of current methodological trends,
validation practices, and deployment considerations.
The main conclusions of this study are summarized as
follows.

A. Main Findings

e  Multimodal sensing, particularly
combinations of PPG, EDA, and ACC, is the
dominant and most practical configuration for
wearable-based stress detection.

e Hybrid deep-learning architectures, especially
CNN-LSTM models, consistently achieve
higher reported performance than traditional
machine-learning methods.

e Intra-subject validation (e.g., k-fold cross-
validation) remains the most commonly used
evaluation  protocol, = while  subject-

independent validation methods such as
LOSO are still underutilized.

e Performance obtained under subject-
independent validation is consistently lower
but provides a more realistic estimate of real-
world generalization capability.

B. Scientific Contributions

This review makes
contributions:

the following scientific

e It provides an up-to-date synthesis of
multimodal stress-detection studies published
between 2021 and 2025, capturing recent
advances in deep-learning—based modeling.

e It systematically highlights the impact of
validation protocols on reported performance,
explicitly  quantifying the lab-to-field
generalization gap.

e It extends conventional performance-focused
reviews by integrating deployment-oriented
dimensions, including computational
efficiency and data privacy considerations.

C. Research Implications

The findings of this review have several important
implications for future research and practice:

e Reported accuracy alone is insufficient to
assess model  robustness;  validation
methodology must be considered a primary
evaluation factor.

e Deployment feasibility, including model
efficiency and privacy-preserving design,
should be treated as first-class criteria
alongside predictive performance.

e  Without standardized validation and reporting
practices, cross-study comparison will remain
limited and potentially misleading.

D. Further Research Directions

Based on the identified gaps, future research should
prioritize:

e The adoption of subject-independent
evaluation protocols, such as LOSO or cross-
dataset validation, to ensure reliable
generalization.

e The development of lightweight and energy-
efficient models suitable for on-device
inference and edge-Al deployment.

e The integration of privacy-by-design
principles, including federated learning and
local processing, to address ethical and
regulatory concerns.

The connection between stress detection and
intervention mechanisms, such as just-in-time adaptive
interventions (JITAI), to move from passive monitoring
toward actionable mental well-being support
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Abstract— Silver price volatility has increased markedly
in recent years, particularly since 2023, driven by
growing demand from the renewable energy sector. This
study compared two conceptually distinct forecasting
approaches: Naive Bayes (NB), which relies on
conditional independence assumptions, and Long Short-
Term Memory (LSTM), which models temporal
dependencies in time-series data. Daily silver price data
(USD/troy ounce) from January 1989 to October 2025
were analyzed. NB was implemented using a single lagged
price feature (t—1), while LSTM employed a two-layer
architecture with 50 units, 0.2 dropout, and a 60-day
sequential window. Empirical results showed that NB
achieved R> of 0.9818, reproducing dominant price
dynamics but exhibiting slight lagging during sharp price
movements. In contrast, LSTM achieved lower RMSE
and MAE, with an R? of 0.9939, effectively capturing
nonlinear dependencies and volatility patterns. When
extended with Monte Carlo simulation, LSTM enabled
uncertainty-aware short-term forecasting, providing
median price trajectories and prediction intervals,
making it a more robust framework for silver price
prediction under extreme volatility.

Index Terms— silver price; Naive Bayes; LSTM;
Monte Carlo.

I. INTRODUCTION

Silver is one of the key precious metal commodities
in the global economic system, functioning both as an
investment asset and an industrial raw material. Its price
dynamics often move in tandem with gold and serve as
an alternative investment during periods of economic
uncertainty [1]. However, silver prices are well known
for their sharp fluctuations, driven by macroeconomic
factors such as inflation, interest rates, exchange rates,
and rapidly changing industrial demand [2]. These
characteristics make accurate silver price forecasting
particularly important for investors, financial
institutions, and policymakers in formulating
investment strategies and managing economic risk [3].

In line with the increasing volatility of commodity
markets, various analytical approaches have been

developed to understand and forecast silver prices.
Conventional statistical methods such as ARIMA and
Exponential Smoothing have been widely applied, but
their reliance on linearity and stationarity assumptions
often limits their effectiveness when applied to highly
volatile and nonlinear commodity price data [4]. As a
result, machine learning-based approaches have gained
attention due to their ability to capture complex patterns
and nonlinear relationships without requiring strict
parametric assumptions [5].

Among machine learning methods, Naive Bayes
and Long Short-Term Memory (LSTM) represent two
fundamentally different modeling philosophies. Naive
Bayes is a probabilistic classifier grounded in Bayes’
Theorem and is valued for its simplicity and
computational efficiency [6]. LSTM is a development
of Recurrent Neural Network (RNN) designed to
recognize patterns and long-term dependencies in
sequential data, thus making it highly effective for
analyzing time series data such as silver prices [7].
Despite these differences, both methods continue to be
used in empirical studies, often motivated by trade-offs
between model complexity, interpretability, and
computational cost.

The Long Short-Term Memory (LSTM) method
has been widely applied across various domains,
including stock market analysis and prediction,
cryptocurrency price forecasting such as Dogecoin,
indoor air quality modeling, and railway transportation
operations environments [8, 9, 10, 11]. Meanwhile,
Naive Bayes has also been applied in weather
forecasting studies, where temperature, humidity, and
wind speed are commonly used as predictor features,
demonstrating its practicality as a probabilistic baseline
despite the strong independence assumptions [12].
These studies illustrated the broader applicability and
contrasting strengths of probabilistic and machine
learning-based models, particularly in terms of
accuracy, robustness, and computational efficiency.
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Many studies emphasize performance improvement
without explicitly examining whether complex deep
learning models provide meaningful advantages over
simpler probabilistic baselines when applied to long-
horizon commodity data, while comparative analyses
rarely  consider extended historical  periods
encompassing multiple volatility regimes, including
recent episodes of extreme price fluctuations. In
addition, limited attention has been given to the
practical implications of model behavior during trend
reversals and high-volatility phases, which are critical
for real-world decision-making. Addressing these gaps,
this study goes beyond a simple comparison of
predictive accuracy by evaluating how Naive Bayes and
LSTM differ in capturing temporal dynamics,
responsiveness to trend changes, and predictive
stability when applied to long-horizon silver price data.
Using daily world silver prices over an extended period,
this research assesses the practical suitability of
probabilistic versus deep learning approaches for
forecasting silver prices under nonlinear and volatile
market conditions, thereby contributing to a more
nuanced understanding of model selection in
commodity price forecasting.

II.  METHOD

To address the research question regarding the
comparative performance of Naive Bayes and LSTM in
predicting silver prices, this study adopts a comparative
experimental design, where both models are trained and
evaluated in parallel on an identical dataset, ensuring a
controlled and fair comparison. The workflow includes:
collection and validation of historical data, temporal
preprocessing, construction of two distinct model
architectures, training, objective evaluation using
regression metrics, and interpretation of performance in
the context of the temporal characteristics of silver price
series. An overview of the research workflow is
presented in Fig. 1.

‘ Data Collection ‘

Y
‘ Data Preprocessing ‘

Y
‘ Data Splitting ‘

|
v v

‘ Naive Bayes ‘ ‘

| |
v

‘ IWodel Evaluation ‘

Y
‘ Forecasting ‘

Fig. 1. Research Design

A. Data Collection

Historical silver price data (USD per troy ounce)
were obtained from Investing.com, covering daily
observations from January 3, 1989 to October 30, 2025,
resulting in 9,384 observations. This data source was
selected because market holidays are handled
consistently through forward-filling, ensuring a
continuous time series and preventing temporal bias
[1]. The dataset contains two main columns: Date and
Price, exported to CSV format and loaded into the
Python environment using pandas with parameters
parse_dates=["Date'] and index_col='Date’ to ensure
chronological ordering and compatibility with time
series analysis tools (e.g., statsmodels and scikit-learn).

B. Data Preprocessing

Data preprocessing was conducted to transform the
raw silver price series into a suitable representation for
machine learning—based regression models. Since
Investing.com applies forward-filling to account for
non-trading days, no missing values were expected;
nevertheless, explicit checks were performed using
dfisnull().sum() to confirm data completeness, along
with data type inspection (dfdtypes) to ensure
numerical consistency. The dataset was chronologically
ordered to preserve the temporal structure required for
time-series modeling.

Prior to feature construction, an autocorrelation
function (ACF) and partial autocorrelation function
(PACF) analysis was conducted exclusively on the
training dataset to avoid information leakage. The ACF
results indicate statistically significant short-term
autocorrelation, while the PACF exhibits a clear cutoff
after the first lag, suggesting that short-term temporal
dependence dominates the silver price dynamics. Based
on this empirical evidence, a lagged price feature
(Price-1) was constructed to represent short-term
memory in the Naive Bayes model. Rows containing
missing values introduced by the shift operation were
removed, yielding a clean and temporally aligned
dataset suitable for supervised learning.

The dataset was divided using an 80:20 temporal
split without shuffling to prevent look-ahead bias. The
training set consists of 7,505 observations spanning
January 3, 1989 to December 31, 2023, while the testing
set contains 1,877 observations from January 2, 2024 to
October 30, 2025, a period characterized by heightened
price volatility. In contrast to the Naive Bayes model,
the LSTM model does not rely on explicitly defined lag
variables. Instead, temporal dependence is captured
implicitly through fixed-length input sequences. In this
study, the data were reshaped into 60-day sequences
(n_steps = 60) using a sliding-window approach, where
each input sequence consists of silver prices from the
previous 60 trading days to predict the subsequent day’s
price. This sequence-based representation enables the
LSTM to learn nonlinear temporal patterns and
medium-term dependencies directly from historical
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price trajectories without

selection.

requiring manual lag

C. Naive Bayes Model

Naive Bayes was employed in this study as a
computationally efficient probabilistic baseline for
modeling silver price dynamics. Although Naive Bayes
is conventionally designed for classification tasks, it has
been previously adapted for regression-oriented
problems through discretization or probabilistic
approximation, particularly in exploratory or
comparative modeling contexts [13]. The silver price
distribution exhibits moderate positive skewness
(skewness = 0.8549), indicating asymmetry and
deviations from strict normality. While this level of
skewness does not represent an extreme heavy-tailed
distribution, it suggests that Gaussian assumptions may
not be fully satisfied across the entire price range,
thereby motivating the exploration of a probabilistic
modeling framework that is less sensitive to
distributional symmetry.

To accommodate the continuous nature of silver
prices, the target variable was discretized into a finite
number of intervals prior to model training.
Discretization enables the Naive Bayes classifier to
approximate regression behavior by estimating the
posterior probability of future price intervals
conditional on historical observations [14]. In this
study, historical price information from the preceding
three trading days was used as input features, and
conditional independence among lagged variables was
assumed. While this assumption is strong and may not
fully hold in financial time series, it allows the model to
remain analytically tractable and computationally
efficient, serving its intended role as a baseline
comparator rather than a primary predictive model.

The Naive Bayes model estimates the posterior
probability of a price interval C given observed
historical prices X as Equation (1).

P(X10)- P(O)
P(CIX)= PO 1)

with:

P(C | X) : posterior probability of class C given
evidence X

P(X | C) : probability that evidence X is assigned
class C

P(C) . prior probability of class C

P(X) : probability of evidence X

For numerical data, likelihood calculations can use the
Gaussian distribution [15].

D. LSTM Model

The Long Short-Term Memory (LSTM) network is
an advanced recurrent neural network architecture
introduced by Hochreiter and Schmidhuber to address
the vanishing gradient problem commonly encountered
in standard Recurrent Neural Networks (RNNs) when

modeling long sequential data [16]. Conventional
RNNSs process time-ordered data recursively but often
fail to retain long-term dependencies due to
exponentially diminishing gradients during
backpropagation [17]. LSTM mitigates this limitation
by incorporating a memory cell regulated by three
gating mechanisms such as input, forget, and output
gates, which collectively control the storage, update,
and release of information over time, enabling more
stable learning of temporal dependencies in volatile
financial time series such as silver prices [18].

The internal operations of the LSTM unit are
governed by gating equations that regulate information
flow within the memory cell. These mechanisms are
mathematically expressed through the input gate, forget
gate, cell state update, and output gate formulations,
which are summarized in Equations (2)—(7). Through
these equations, the LSTM learns to selectively
preserve relevant historical information while
discarding noise, enabling robust modeling of nonlinear
temporal dependencies in long-horizon silver price
forecasting.

ir = o(Wixe + Wpihe—y + b;) (2)
fe = o(Wrxe + Wyphe_y + by) (3)
Ce = tanh (Wx, + Wyche_y + b.) 4)
Co=fexCooq +i XC (5)

0p = o(Woxe + Wiohe—1 + by) (6)
h; = o, X tanh (C;) 7

with:

i; :input gate,

fi : forget gate,

0, :output gate,

C; : cell state,

h; : hidden state,

X; : input at time-t,

W : network weight, and
b :bias

In this study, the LSTM was implemented using a
sequence-based forecasting framework, with the silver
price series reshaped into fixed-length input sequences
of 60 trading days (n_steps = 60), where each sequence
predicted the subsequent day’s price. The model
architecture consisted of two stacked LSTM layers
with a tunable number of hidden units (50 or 100) and
dropout layers (rate = 0.2) to reduce overfitting,
followed by a fully connected layer to transform the
LSTM features into predicted prices. A grid search was
performed over the number of units per layer, learning
rate (0.001, 0.0005), batch size (64), and epochs (200,
with early stopping), and the optimal model was
selected based on the lowest root mean squared error
(RMSE) on the validation set. Training employed the
Adam optimizer with the selected learning rate, mean
squared error (MSE) as the loss function, and mean
absolute error (MAE) as an auxiliary metric, while
early stopping ensured generalization and prevented
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overfitting. The resulting model was then used for both
test set prediction and short-term Monte Carlo
forecasting.

E. Model Evaluation

To assess the predictive performance of Naive
Bayes and LSTM, given the silver price series
characteristics such as volatility clustering, regime-
switching, and heavy-tailed distribution evaluation was
conducted using three complementary regression
metrics: MAE, RMSE, and R? [19]. These metrics
jointly capture different aspects of prediction error:
absolute accuracy (MAE), sensitivity to large
deviations (RMSE), and the proportion of variance
explained by the model (R?).

1. MAE (Mean Absolute Error)

MAE computes the average absolute deviation
between predictions and observed values, treating
small and large errors equally [20]. Unlike RMSE,
which squares errors and thus penalizes large
deviations more heavily, MAE is more robust in the
presence of outliers such as silver price spikes due
to geopolitical turmoil or supply shocks [21]. In
practice, models with lower MAE generally yield
more consistently accurate predictions on average,
though they may not excel at capturing extremes.
The MAE formula using Equation (8).

1
MAE = —x ) |y~ 9 ®)
with:
n :amount of data,

y; : true value,
¥; : model prediction value.

2.RMSE (Root Mean Squared Error)

RMSE is a standard performance indicator in
numerical prediction evaluation, especially in
financial time series studies, due to its sensitivity to
large errors making it an informative early signal of
potential underfitting or over-smoothing. RMSE
quantifies the magnitude of the difference between
model predictions and actual observations [22]. As
a widely used technique, RMSE helps assess the
level of error in numerical prediction models. It is
derived from the square root of the mean squared
prediction errors. A decreasing RMSE generally
reflects improved prediction accuracy particularly
for trend direction changes though interpretation
should consider residual patterns, as an extremely
low RMSE may indicate overfitting or data leakage.
Prediction accuracy is determined by the smallest
error value across evaluation methods [23]. The
RMSE formula using Equatiaon (9).

1
RMSE = JZ X Z(yi — 92 ©)

3. R? (The coefficient of determination)

R? indicates the proportion of actual data variance
explained by the model, ranging from 0 (no
explanatory power) to 1 (perfect explanation) [16].
Although a high in sample R? is often considered a
success marker, in out-of-sample evaluation, an R?
close to 1 does not necessarily guarantee
generalization abilityespecially if residuals still
exhibit autocorrelation or systematic patterns [20].
The R? formula using Equation (10).

. — A. 2
“oi-(ome) o

III. RESULT AND DISCUSSIONS

A. Naive Bayes Model Prediction Results

The autocorrelation function (ACF) and partial
autocorrelation function (PACF) analyses were
conducted exclusively on the training dataset to
determine the optimal lag structure while avoiding
information leakage. As illustrated in Fig. 2 and Fig. 3,
the silver price series exhibited a clear AR(1)-type
behavior. The PACF plot showed a single statistically
significant spike at Lag 1 followed by an immediate
cutoff into the insignificance region, indicating that
only the most recent past observation has a direct and
meaningful influence on the current price level. This
pattern provideed strong empirical justification for
selecting Lag 1 as the primary explanatory feature in the
Naive Bayes model.

o 5 10 15 20

Fig. 2. ACF for training data

Fig. 3. PACF for training data

The ACF plot exhibited a slow and gradual decay
across multiple lags, indicating strong persistence and a
potentially non-stationary structure in silver prices,
while the PACF showed a clear cutoff after Lag 1,
justifying the selection of a single lag as the most
parsimonious feature for Naive Bayes modeling.
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Although such non-stationarity might have violated
classical linear time-series assumptions, it did not
invalidate lag-based features in supervised learning,
and differencing was intentionally not applied to
preserve the original price scale and ensure a fair
comparison with the LSTM model, which could learn
non-stationary patterns implicitly. Based on this
empirical evidence, a Lag-1 Naive Bayes specification
was adopted and yielded strong predictive performance,
as summarized in Table 1, with RMSE = 0.9180, MAE
= 0.7042, and R? = 0.9818, indicating that short-term
price dependence alone captures a substantial
proportion of the variability in silver prices under long-
horizon and volatile market conditions.

TABLE 1. NAIVE BAYES MODEL EVALUATION

MAE R?
0.7042 0.9818

Model
Naive Bayes

RMSE
0.9180

Fig. 4 further supported this conclusion by
comparing the actual silver prices with the Lag-1 Naive
Bayes predictions over the test period. The predicted
series closely followed the overall trajectory of the
observed prices, demonstrating that immediate past
information is sufficient to reproduce the dominant
price dynamics. Minor deviations appeared during
episodes of sharp price acceleration and extreme
volatility, particularly toward the end of the sample,
where the model exhibits slight lagging behavior. This
smoothing effect reflected the inherent limitation of a
probabilistic baseline model relying on conditional
independence assumptions.

— Harga Aktual
5 === Prediksi Naive Bayes

2019 2020 2021 2022 2022 2024 2025 2026
Date.

Fig. 4. Actual vs. predicted silver prices by Naive Bayes model
(Lag-1)

B. LSTM Model Prediction Results

The LSTM model was constructed using a two-
layer architecture with 50 units per layer, a dropout rate
of 0.2, and two dense layers (25 and 1 unit). The silver
price data were normalized using a Min-Max Scaler and
reshaped into 60-day input sequences (n_steps = 60) to
predict the subsequent day’s price. Hyperparameter
optimization was conducted via grid search over the
number of units, learning rate (0.001, 0.0005), batch
size (64), and epochs (200), with early stopping applied
based on validation loss, and the best model was
selected using the lowest RMSE. The optimal

configuration consisted of 2 LSTM layers, 50 units,
dropout 0.2, batch size 64, learning rate 0.0005, and 200
epochs. Evaluation on the test data demonstrated strong
predictive performance with RMSE = 0.5277, MAE =
0.3493, and R? = 0.9939, indicating that the model
explains 99.39% of the variance in actual prices, as
summarized in Table 2.

TABLE 2. LSTM MODEL EVALUATION

MAE R?
0.3493 0.9939

Model
LSTM

RMSE
0.5277

Visualization in Fig. 5 showed that the LSTM
predictions closely track the actual silver price series,
even during periods of high wvolatility. This
demonstrated that the model effectively captures
nonlinear trends and short- to medium-term temporal
dependencies in the data, indicating strong predictive
performance and the ability to follow rapid price
movements in the market.

— etua
Predicted

0]

019 2020 20 022 2023 2024 2025 2026
Date

Fig. 5. Actual vs. predicted silver prices by LSTM model

C. Performance Comparison: Naive Bayes vs. LSTM

Based on Table 3, LSTM was the most superior
model overall. This conclusion was drawn from the fact
that its prediction errors were lower and it explained a
higher proportion of the variance in the data, with an R?
0f 0.9939, compared to Naive Bayes. Using only MAE
would not have capture the impact of extreme
prediction errors, while using only RMSE could have
overemphasize outliers. Therefore, considering both
metrics together, along with the high R provided a
more balanced and informative assessment, confirming
LSTM’s better predictive performance.

TABLE 3. EVALUATION OF BOTH MODELS ON THE SAME

TEST SET
Model RMSE MAE R?
Naive Bayes 0.9180 0.7042 0.9818
LSTM 0.5277 0.3493 0.9939

D. Short-Term Forecasting Using Monte Carlo
LSTM
The short-term forecasting results using Monte
Carlo LSTM for the next 90 days (Figure 6) showed
historical silver prices in blue, while the red line
represented the model’s median predictions. The
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transparent red area depicted the 10%-90% prediction
interval (PI), indicating the range of price uncertainty
with an 80% probability. The visualization suggested
that silver prices were expected to moderately decline
from 48.44 USD to a median of 43.84 USD by day 90,
although price volatility remained high.

The purple and green dashed lines marked the
train/test split and the start of the forecast period,
making it easier to distinguish historical data from
predictions. The prediction interval on day 90 ranged
from 40.94—47.46 USD, indicating that actual prices
could deviate from the median forecast. Overall, Monte
Carlo LSTM effectively captured historical trends
while providing useful uncertainty information for
short-term risk planning.

19688 1992 199 2000 2004 2008 012 06 2020 024
Date

Fig. 6. Forecasting Results

IV. CONCLUSIONS

This study evaluated the efficacy of Naive Bayes
and LSTM models in forecasting silver prices. The
Lag-1 Naive Bayes model captured short-term price
dependence and reproduced the dominant price
dynamics, yielding strong predictive performance (R?
=0.9818), although it exhibited slight lagging behavior
during episodes of rapid price acceleration and extreme
volatility. In contrast, the LSTM model effectively
tracked nonlinear trends and short- to medium-term
temporal dependencies, achieving lower prediction
errors and superior accuracy with an R? 0f 0.9939. The
integration of Monte Carlo simulations extended the
LSTM framework into uncertainty-aware short-term
forecasting, providing both median price trajectories
and 10%-90% prediction intervals that quantified
forecast uncertainty. Overall, while Naive Bayes
provided a computationally efficient baseline, LSTM
significantly outperformed it, particularly under
volatile market conditions, confirming its robustness
and suitability for capturing complex silver price
dynamics and supporting strategic financial risk
planning.
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Abstract— Gamification and Intelligent Tutoring
Systems (ITS) are independently proven to enhance
student engagement, yet their integration remains
fragmented in fundamental programming education.
Existing systems often feature either robust gamification
with static content or adaptive Al with limited
motivational design, leaving a gap in comprehensive
frameworks that address both intrinsic motivation and
cognitive support simultaneously. This study designs and
evaluates ""Starcoder," an adaptive learning environment
that synthesizes the Octalysis Framework with a
Generative Al-driven ITS. The system architecture
integrates the Next.js framework with the Gemini AI API
to deliver real-time, context-aware feedback and
remedial learning paths. The study employs a Research
and Development (R&D) methodology, culminating in a
quantitative evaluation using the Hedonic-Motivation
System Adoption Model (HMSAM). Data from 54
undergraduate respondents were analyzed using
descriptive statistics to measure seven core constructs of
user experience. The results indicate a positive reception
of the integrated approach, with the platform achieving
high approval ratings in Perceived Usefulness (86.44%)
and Curiosity (85.56%). Comparative analysis reveals a
notable increase in Behavioral Intention to Use
(+15.56%) relative to the traditional classroom baseline.
These findings suggest that coupling narrative-driven
gamification with adaptive Al agents effectively fosters
student engagement, offering a promising model for next-
generation educational technologies.

Index  Terms—  Artificial Intelligence (Al);
Gamification; Hedonic-Motivation System Adoption Model
(HMSAM); Intelligent Tutoring System (ITS); Octalysis
Framework.

I. INTRODUCTION

Fundamental programming education presents
significant pedagogical challenges, particularly in the
initial years of informatics study. The curriculum
demands a grasp of abstract concepts such as
algorithms, logic, and data structures, which are often
difficult for novice learners to visualize [1]. Traditional

instructional methods, characterized by linear delivery
and rigid classroom structures, frequently struggle to
foster the intrinsic motivation and engagement
necessary for mastering these complex skills [2].
Consequently, students often experience demotivation
and a lack of active participation, leading to suboptimal
learning outcomes [3].

To address these engagement deficits, gamification
has emerged as a powerful pedagogical strategy. Recent
meta-analyses indicate that integrating game mechanics
into educational settings significantly enhances student
motivation and behavioral engagement [4]. Among
various gamification models, the Octalysis Framework
has proven particularly effective in educational contexts
by leveraging eight core drives of human motivation to
create immersive learning experiences [5]. However,
while gamification improves engagement, it does not
inherently address the need for personalized cognitive
support. This is where Intelligent Tutoring Systems
(ITS) become critical. Al-driven ITS can provide
adaptive feedback and tailored learning paths, which
have been shown to consistently improve academic
achievement by addressing individual learning gaps [6].

Despite the proven efficacy of both gamification
and ITS independently, the seamless integration of
these two paradigms remains a significant research gap.
A systematic review of recent literature suggests that
while "personalized gamification" is a crucial
technological approach, comprehensive frameworks
combining motivational theory (like Octalysis) with
adaptive Al systems are scarce [7]. Existing
implementations often suffer from a dichotomy: they
either feature advanced AI with superficial
gamification or robust gamification with static, non-
adaptive content. Recent studies confirm that current
gamified systems frequently fail to personalize
motivational cues dynamically, limiting their long-term
effectiveness [8].

This research proposes '"Starcoder,” a novel
learning platform that bridges this gap by integrating
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the Octalysis Framework with a generative Al-based
ITS. The system was developed using the Next.js
framework to ensure high performance and scalability
[9], incorporating the Gemini Al API to function as an
adaptive mentor named "M.E.C.H.A." The primary
objective is to design a cohesive environment where the
eight core drives of Octalysis, such as Epic Meaning
and Scarcity, are supported by real-time, context-aware
Al feedback. The study employs a Research and
Development (R&D) methodology, culminating in a
comparative evaluation using the Hedonic-Motivation
System Adoption Model (HMSAM) with 54
respondents to measure improvements in engagement
and perceived usefulness against traditional learning
methods.

A. Research Gap

Despite the proven efficacy of both gamification
and ITS independently, the seamless integration of
these two paradigms remains a significant research gap.
A systematic review of recent literature suggests that
while "personalized gamification" is a crucial
technological approach, comprehensive frameworks
combining motivational theory (like Octalysis) with
adaptive Al systems are scarce [7]. Existing
implementations often suffer from a dichotomy: they
either feature advanced AI with superficial
gamification (points and badges only) or robust
gamification with static, non-adaptive content [19].
Recent studies confirm that current gamified systems
frequently fail to personalize motivational cues
dynamically, limiting their long-term effectiveness [8].
There is a critical lack of theoretical models and tested
implementations that systematically combine the eight
core drives of Octalysis with Generative Al-based ITS
architectures.

B. Research Objectives

To bridge this gap, this study aims to achieve the
following objectives:

1. To design and build "Starcoder," a web-based
learning platform that systematically integrates
the Octalysis Gamification Framework with an
Intelligent Tutoring System architecture.

2. To implement a generative Al agent
(M.E.C.H.A.) capable of providing real-time,
context-aware feedback and adaptive remedial
learning paths.

3. To measure and analyze the difference in user
experience—specifically regarding motivation,
curiosity, and perceived usefulness—between
the proposed gamified platform and traditional
classroom learning methods.

C. Research Questions

Based on the identified problems and objectives,
this study addresses the following research questions:

1. How can a web-based learning platform be
designed to effectively integrate the eight core
drives of the Octalysis Framework with an Al-
driven Intelligent Tutoring System?

2. To what extent does the proposed gamified
system improve user perception, specifically in
terms of Behavioral Intention to Use and
Curiosity, compared to traditional non-
gamified learning methods?

II.  METHOD

This study adopts a Research and Development
(R&D) approach utilizing the ADDIE Model
(Analysis, Design, Development, Implementation,
Evaluation) to ensure a systematic development
process. The stages are defined as follows:

1. Analysis: Identifying motivational gaps in

current programming pedagogy.

2. Design: Mapping the eight Octalysis core
drives to specific system features and
architecting the Al-driven ITS logic.

3. Development: Constructing the "Starcoder"
platform using Next.js and integrating the
Google Gemini API for the "M.E.C.H.A"
agent.

4. Implementation: Deploying the system to a
pilot cohort of undergraduate students.

5. Evaluation: Assessing user perception and
system acceptance using the HMSAM
framework.

The platform's frontend is constructed using the
Next.js framework, selected for its superior
performance in educational web applications through
Server-Side Rendering (SSR) and Static Site
Generation (SSG). Recent studies indicate that Next.js
significantly optimizes load times and SEO, which are
critical factors for maintaining learner engagement in
digital environments [9], [10]. For the intelligent
component, the system integrates the Google Gemini
API to power "M.E.C.H.A.," an Al agent capable of
natural language processing and code analysis. This
integration leverages Generative Al to provide context-
aware explanations and adaptive feedback, a method
proven to enhance the efficacy of Intelligent Tutoring
Systems compared to static rule-based agents [11],
[12].

A. System Architecture and Technologies

The operational flow of the "Starcoder" platform is
summarized in the mission flowchart shown in Fig. 1.
This workflow outlines the process of learning through
missions to the adaptive remedial mechanisms
triggered by the Intelligent Tutoring System.
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Fig. 1. Mission Flow

The detailed stages in the website are as follows:

1.

User Initialization: The system begins with
user authentication managed by Supabase,
ensuring secure session management. Upon
registration, a "User Dossier" is automatically
generated, initializing gamification metrics
such as Experience Points (XP), level, and a
daily streak counter.

Gamified Navigation (Nebula Path): Users
access the "Nebula Path," a visual
representation of the curriculum where learning
modules are depicted as planetary nodes. This
interface restricts access to advanced content
until prerequisite nodes are successfully
completed, ensuring a structured learning
trajectory.

Intelligent Instruction: Upon selecting a
mission, the wuser enters the "Mission
Interface." Here, the Al agent "M.E.C.H.A."
operates in Tutor Mode, providing contextual
explanations of programming concepts via the
Gemini API. This interaction model is designed
to build trust and facilitate scaffolded learning.

Assessment and Diagnostic: The learning
process culminates in a practical coding
challenge. User code is submitted to a secure
sandbox environment powered by the JudgeO
API, which executes the code against pre-
defined test cases to verify functional
correctness.

Adaptive Branching: The system analyzes the
assessment results to determine the subsequent
learning path:

a. Success Scenario: If the user passes
the test cases, the system unlocks the
next node, awards XP (Octalysis Core
Drive 2), and updates the leaderboard
(Core Drive 5).

b.

Remedial Scenario: If the user fails,
the ITS logic triggers a "System
Diagnostic  Alert." The system
identifies the specific knowledge gap

and recommends a "Foundational
Mission" (remedial path). This
ensures that students  master

prerequisites before re-attempting the
main challenge.

6. Feedback Loop: All interactions, including
success rates and remedial attempts, are logged

in the database to refine future Al
recommendations and update the user's
"Starchart Log," providing a sense of

ownership over their learning progress.

B. Octalysis Gamification Implementation

The gamification strategy for the

"Starcoder"

platform is grounded in the Octalysis Framework,
which categorizes human motivation into eight core
drives. Unlike superficial gamification that relies solely
on points and badges, Octalysis emphasizes a holistic
approach that targets both extrinsic and intrinsic

motivation [14].

To ensure sustained engagement, the platform
implements specific features corresponding to each of
the eight drives. The mapping between the theoretical
core drives and their practical implementation in the
system is detailed in Table I.

TABLE I. IMPLEMENTATION OF OCTALYSIS CORE DRIVES

Octalysis Core Implementation, Risks, and Impact on
Drive Evaluation
Implementation: Users act as "Starcoders"
saving a digital galaxy.
! ; Impact: This narrative wrapper contributed
gghci}l\geamng & | {0 the 74.52% Focused Immersion (FT)

score, helping students enter a flow state by
contextualizing abstract code as mission-
critical tools.

Development &
Accomplishment

Implementation: Visual progression bars
and immediate feedback loops via the Al
agent, rather than just static points.
Impact: Supported the 86.44% Perceived
Usefulness (PU) score by providing
tangible evidence of skill acquisition.

Empowerment of
Creativity

Implementation: A sandbox coding
environment where the Al (M.E.C.H.A.)
encourages debugging rather than giving
answers.

Impact: Directly correlates to the 75.56%
Control (CTL) score, as users felt agency
over their problem-solving process.

Ownership &
Possession

Implementation: Unlockable Profile
Pictures (PFPs) and a customizable "User
Dossier".

Impact: Enhances intrinsic value; students
maintain the account not just for grades but
to preserve their virtual identity.

Social Influence
& Relatedness

Implementation: "Hall of Legends"
leaderboard.
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Risk Analysis: While motivating for top
performers, leaderboards can induce
performance anxiety or demotivation for
lower-ranked students. This risk is
mitigated by focusing on "Top 3"
highlighting rather than shaming low ranks.

Scarcity &
Impatience

Implementation: "Daily Challenges" are
locked to a 24-hour cycle.

Impact: This artificial scarcity contributed
to the +15.56% increase in Behavioral
Intention to Use (BIU), as students felt a
"fear of missing out" (FOMO) on the daily
opportunity.

Unpredictability
& Curiosity

Implementation: Randomized "Gacha"
(Lootbox) rewards for quiz completion.
Impact: This mechanic was the primary
driver for the +12.47% surge in Curiosity
(CUR) compared to the baseline, proving
that variable rewards are more engaging
than fixed rewards.

Loss &
Avoidance

Implementation: A visual "Streak
Counter" that resets upon inactivity.
Impact: Acts as a retention hook; while
effective for short-term engagement (BIU),
reliance on this drive must be balanced to
avoid burnout.

C. AI-Driven Intelligent Tutoring System (ITS)

The platform's cognitive architecture is built upon
the classic four-component ITS model-—Domain,
Student, Pedagogical, and Interface models—enhanced
by Generative Al [17]. To ensure pedagogical
effectiveness, the system's design is grounded in two
core educational theories: Instructional Scaffolding and
Mastery Learning.

1.

224

Al Companion Modes: The Al agent,
"M.E.C.HA." (Mission Enhanced Coding
Helper & Assistant), does not merely function
as a chatbot but operates within the Zone of
Proximal Development (ZPD). The agent
dynamically adjusts its support level through
three context-aware modes to provide
appropriate scaffolding:

a. Tutor Mode (Explicit Instruction):
Active during material consumption,
this mode lowers Cognitive Load for
novice learners by breaking down
abstract concepts into digestible
analogies and providing direct
instruction on syntax and logic.

b. Co-Pilot Mode (Scaffolding): Active
during coding challenges, this mode
implements Instructional Scaffolding
by offering "faded support." Instead
of revealing solutions, the Al provides
progressive hints and debugging
clues, encouraging students to bridge
the gap between their current ability

and  the target competency
independently.
c. Observer Mode (Formative

Assessment): Monitors student inputs

Later'?
Navigate ke hub

during quizzes without interfering,
collecting  real-time data  on
misconceptions to update the Student
Model.

Adaptive Remedial Sequencing (Mastery
Learning): The Pedagogical Model implements
Bloom’s Mastery Learning strategy. The
system assumes that students must achieve a
high level of proficiency (mastery) in
prerequisite concepts before moving to more
advanced tasks.

e Mechanism: When a student fails a core
mission (e.g., scoring below the threshold
or failing critical test cases), the system
triggers a "System Diagnostic Alert."

e Intervention: Instead of simply allowing a
retry, the ITS identifies the specific
knowledge gap and activates a "Remedial
Training Protocol." This redirects the
student to a foundational mission designed
to reinforce basic concepts.

e  Outcome: Upon successful completion of
the remedial path, the original mission is
unlocked. This dynamic adjustment
ensures that no student is left behind due to
accumulating knowledge gaps.

The flow is as illustrated in Fig. 2.

Tarnpitkan remeatal modal

Ya Tidak

Ya lik "Close™, Tidak

modal™?
Klik "Start Training"
Mavigate ke /mission/
remedial

Award XP

Tampilkan "Retry
Original”

Fig. 2. Remedial Flow
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3.

i Tampilkan error ;

Automated Code Assessment via JudgeO: To
validate practical skills, the system integrates
the Judge0 API for secure, real-time code
execution. As illustrated in Fig. 3, the live
coding workflow follows a strict validation
protocol. Upon code submission, the system
performs initial validation before sending a
batch request to the JudgeO service. The results
are compared against pre-defined test cases to
provide immediate pass/fail feedback. The live
coding flow is as follows:

Tidak fa

Code valid?

berhasil?

Fig. 3. Live Coding Flow

Upon code submission, the system performs
initial validation before sending a batch request
to the JudgeO service. The system utilizes a
polling mechanism to check submission status
asynchronously. Once execution is complete,
results are compared against pre-defined test
cases . This automated assessment provides
immediate pass/fail feedback, which serves as
the primary trigger for the system's adaptive
logic.

D. Evaluation Design and Instruments

To quantitatively assess the platform's impact on
student motivation and engagement, this study employs
the Hedonic-Motivation System Adoption Model
(HMSAM). Unlike traditional Technology Acceptance
Models (TAM) that focus primarily on utilitarian
aspects, HMSAM is specifically designed to evaluate
systems where intrinsic motivation and enjoyment are

critical,

making it ideal for gamified learning

environments [16], [20].

1.

Study Design: This research employs a
comparative within-subjects design to evaluate
the impact of the proposed system on user
perception. The same group of respondents
(N=54) evaluated two distinct learning
conditions to allow for a direct paired
comparison:

e Condition A  (Baseline): The
traditional non-gamified classroom
instruction (standard lectures and
IDESs) that the students had previously
experienced or were currently
undertaking.

e Condition B (Experimental): The
gamified, Al-supported "Starcoder"
platform developed in this study.

Measurement of Baseline: To establish a valid
baseline for comparison, respondents were
explicitly asked to rate their engagement levels
regarding their standard classroom experience
using the same HMSAM constructs prior to
evaluating the Starcoder platform. This
retrospective evaluation method ensures that
the comparison of "Intention to Use" and
"Curiosity" is relative to their existing
educational context, providing a quantifiable
gap between traditional methods and the
proposed Al-gamified approach.

Data Collection: The survey was distributed to
undergraduate students who had completed or
were currently enrolled in the Fundamental
Programming course. The data collection
focused on verifying whether the integration of
Octalysis drives and Al support resulted in a
statistically observable improvement in user

perception compared to the established
baseline.
Measurement Constructs: The evaluation

instrument consists of a questionnaire utilizing
a 5-point Likert Scale (1 = Strongly Disagree to
5 = Strongly Agree). The instrument measures
seven key constructs:

e Perceived Ease of Use (PEOU): The
degree to which using the system is
free of effort.

e Perceived Usefulness (PU): The
degree to which the system enhances
learning performance.

e Curiosity (CUR): The extent to which
the system evokes user curiosity.

e Joy (JOY): The perceived enjoyment
and fun derived from the system.

e Control (CTL): The user's sense of
agency over the learning interaction.
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e Behavioral Intention to Use (BIU):
The likelihood of the user continuing
to use the platform.

e Focused Immersion (FI): The level of
deep  engagement and  flow
experienced.

5. Data Analysis: The study involved respondents
from undergraduate programming courses. The
collected data was analyzed using a percentage
score formula to determine the agreement level
for each construct. The percentage score (PS) is
calculated as follows:

PS (R x F) 100%
= ———X
M XN °

Where:

e R = Weight of the choice (1 to 5).

e F =Frequency of the choice.

e M = Maximum score per item (5).

e N = Total number of respondents.

A score above 80% is categorized as "Strongly
Agree" (Very Good), while scores between 61-80% are
categorized as "Agree" (Good). This quantitative
approach allows for a direct statistical comparison
between the gamified "Starcoder" platform and the
baseline traditional classroom method.

E. Data Analysis and Validity

To ensure the scientific rigor of the findings, the
research instrument underwent validity and reliability
testing prior to descriptive analysis.

Internal  consistency was measured using
Cronbach’s Alpha (o) for both the Baseline
(Classroom) and Experimental (Starcoder) conditions.
A threshold of o > 0.70 was set as the standard for high
reliability, while 0.60 < a < 0.70 was considered
acceptable for exploratory psychological constructs in
early-stage research.

The analysis of the respondent data (N=54) yielded
the following reliability statistics for the Starcoder
platform:

e High Reliability: The constructs for Perceived
Ease of Use (0=0.927), Behavioral Intention
to Use (0=0.908), Perceived Usefulness
(0=0.870), and  Curiosity (0=0.833)
demonstrated excellent internal consistency,
confirming that the core acceptance metrics
are highly reliable.

e  Moderate Reliability: The constructs for Joy
(0=0.681) and Control (a=0.668) fell within
the acceptable range for exploratory affective

measures, indicating consistent enough
patterns to draw conclusions about user
sentiment.

e  Variable Reliability: The Focused Immersion
(0=0.573) construct  showed  lower
consistency in the experimental condition

compared to the baseline (0=0.768). This
suggests that the "flow state" experienced by
students in the gamified environment was
more variable or subjective than in the
traditional classroom, likely due to varying
levels of familiarity with game mechanics
among the respondents.

Following validation, the data was analyzed using
descriptive statistics. The percentage scores were
calculated to determine the comparative gap
between the Baseline and Experimental conditions,
as presented in the Results section.

III. RESULT AND DISCUSSIONS

A. Platform User Interface Implementation

To validate the functional implementation of the
design, the key interfaces of the platform were deployed
and tested by the respondents. The visual
implementation of the gamified elements and Al
support is presented below.

To drive exploration and provide a sense of
progression, the Nebula Path replaces traditional
module lists with an interactive galactic map, allowing
students to visualize their learning trajectory as a space
exploration mission.

Fig. 4. Nebula Path Navigation Interface

The core learning experience utilizes a clean,
mission-focused interface where learning materials are
presented as mission briefings to maintain narrative
immersion while delivering technical concepts.

Fig. 5. Mission Learning Material Interface

Interactive assessments are integrated directly into
the flow; the Quiz Interface provides immediate
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feedback on conceptual understanding, reinforcing
knowledge before practical application.

Quiz: Algorithmic Nexus

Fig. 6. Interactive Quiz Interface

To wvalidate practical skills, the Live Coding
Environment features a split-screen layout with a code
editor and real-time execution results, allowing students
to write and test code within the browser.

First C Program

& Code Editor

First C Program

Fig. 7. Live Coding Environment

The AI agent, M.E.C.H.A., is embedded directly
within the workspace to offer contextual guidance,
answering questions and providing debugging
assistance without requiring the user to leave the
learning environment.

Fig. 8. Al Companion Chat Interface

Finally, when performance thresholds are not met,
the system automatically triggers a Remedial Protocol,
directing users to foundational exercises to ensure
prerequisite knowledge is mastered before proceeding.

Fig. 9. Adaptive Remedial Prompt

B. Comparative Analysis of HMSAM Constructs

The effectiveness of the "Starcoder" platform was
evaluated through a quantitative study involving 54
respondents (N=54). The participants were students
who had previously taken or were currently enrolled in
a Fundamental Programming course. The data was
collected using a standard HMSAM questionnaire,
ensuring a valid comparison between the traditional
classroom experience (Baseline) and the gamified Al-
driven platform.

The demographic composition of the respondents
provides context for the evaluation results. As
illustrated in Fig. 4, the gender distribution was
predominantly male (85.2%) compared to female
(14.8%), a ratio typical of students. Despite the gender
imbalance, the sample size is statistically sufficient to
draw initial conclusions regarding system acceptance.

Jenis Kelamin 10 copy chart

54 responses

® Lakilaki
@ Perempuan

Fig. 10. Gender Distribution of Respondents

In terms of age distribution, shown in Fig. 5, the
majority of respondents fell into the 18-20 year age
group (61.1%), followed by the 21-23 year group
(35.2%). This indicates that the primary evaluators
were in the early-to-mid stages of their university
education, which aligns perfectly with the target
audience for an introductory programming platform.
This age group is generally considered "digital natives,"
possessing a high baseline familiarity with both gaming
mechanics and digital learning interfaces.
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Fig. 11. Age Distribution of Respondents

Furthermore, the study achieved a degree of
institutional diversity. While the majority of
respondents originated from the host university (87%),
there was participation from external institutions
(13%), including Binus University and Universitas
Terbuka, as shown in Fig. 6.

Asal Universitas IO copy chart

54 responses

A

Fig. 12. University Origin of Respondents

The core of the evaluation rests on the comparison
between the baseline classroom experience and the
"Starcoder" platform across seven HMSAM constructs.
The summary of these findings is presented in Table II.

TABLE II. COMPARISON OF EVALUATION SCORES

HMSAM Classroom Starcoder | Increase Result
Constructs | (Baseline) Category
Behavioral Good
Intention to | 62.84% 78.40% +15.56%
Use (BIU) (Agree)
Very
Curiosity o o o Good
(CUR) 73.09% 85.56% +12.47% (Strongly
Agree)
Perceived ero}é
Usefulness | 75.33% 86.44% +11.11%
(PU) (Strongly
Agree)
Control o o o Good
(CTL) 66.42% 75.56% +9.14% (Agree)
Perceived Very
Faseof 1 76300, | 84.63% | +8.24% | 9%
Use (Strongly
(PEOU) Agree)
Focused Good
Immersion 67.31% 74.52% +7.20%
(FI) (Agree)
Good
0, 0, 0,
Joy (JOY) 67.47% 73.58% +6.11% (Agree)

The descriptive analysis reveals a consistent
positive trend across all metrics, with the "Starcoder"
platform receiving higher approval ratings compared to

the traditional baseline in every category. The most
notable difference was observed in Behavioral
Intention to Use (BIU), which showed a difference of
15.56% between the two conditions. In the baseline
study, students rated their intention to continue with
traditional methods at a moderate 62.84%. However,
after interacting with Starcoder, this metric rose to
78.40%. This suggests that the combination of
gamification and Al support may help convert a passive
learning obligation into an active desire to engage with
the material.

The second highest difference was observed in
Curiosity (CUR), which was 12.47% higher in the
experimental condition, reaching a "Strongly Agree"
level of 85.56%. While traditional programming
lectures are informative, the data suggests they may
struggle to maintain the element of anticipation. By
contrast, Starcoder's use of "Black Hat" gamification
techniques, specifically Octalysis Core Drive 7
(Unpredictability) via randomized rewards, appears to
successfully stimulate student curiosity based on the
self-reported responses.

Perceived Usefulness (PU) also saw a substantial
increase of 11.11%, achieving the highest overall score
0f 86.44%. This validates the integration of the Al agent
"M.E.C.H.A." unlike static textbooks or pre-recorded
videos, the Al provided immediate, context-aware
assistance. The ability of the system to diagnose
specific errors and offer remedial paths (as detailed in
the Methodology) directly contributed to students
feeling that the system was practically useful for their
learning goals.

The results of this study align with recent literature
suggesting that "Personalized Gamification" is superior
to generic approaches [17], [20]. The moderate gains in
Control (CTL) (+9.14%) and Joy (JOY) (+6.11%)
suggest that the gamified environment provided a
stronger sense of agency. The "Nebula Path" allowed
students to navigate at their own pace, while the Al
agent provided support without taking over the task.

Furthermore, the increase in Focused Immersion
(FI) (+7.20%) highlights the potential effectiveness of
the narrative wrapper (Epic Meaning). By framing code
compilation as a "mission" to repair a digital universe,
the platform reportedly induced a deeper state of
engagement than standard IDEs. This confirms that
wrapping technical tasks in a thematic narrative is a
viable strategy for reducing the perceived cognitive
load often associated with introductory programming
[13], [15].

C. Limitations

While the results indicate a strong preference for the
gamified system, several limitations must be
acknowledged to contextualize the findings:

1. Descriptive Nature of Analysis: The
comparative analysis relies on descriptive
statistics (percentage scores) rather than
inferential statistical tests (e.g., t-tests).
Consequently, while the differences in means
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are distinct, statistical significance (p<0.05)
was not calculated. The findings should be
interpreted as indicative of user preference
rather than a confirmed causal effect.

2. Self-Reported Measures: The data is derived
entirely from the HMSAM questionnaire,
which measures perceived experience. This
introduces potential perceptual bias, where a
"fun" system is rated highly even if learning
gains are not proportional.

3. Lack of Objective Learning Outcomes: This
study did not measure cognitive learning gains
through pre-test and post-test scores. While
Behavioral Intention to Use is a strong
predictor of engagement, it does not guarantee
improved academic performance (grades).
Future research will require longitudinal
studies with control groups to validate whether
this increased motivation translates into
measurable programming proficiency.

IV. CONCLUSIONS

This study designed and evaluated "Starcoder," an
adaptive learning platform integrating the Octalysis
Gamification Framework with a Generative Al-driven
Intelligent Tutoring System. The development process
confirmed that combining modern web technologies
(Next.js) with Large Language Model APIs (Gemini) is
a technically viable approach for creating responsive,
gamified educational environments.

Evaluation results from the pilot cohort (N=54)
indicate a positive reception of the system. Descriptive
analysis of the HMSAM constructs reveals that the
gamified platform received higher approval ratings
compared to the traditional classroom baseline,
particularly in Perceived Usefulness (86.44%) and
Curiosity (85.56%). The data suggests that the
integration of narrative elements and adaptive Al
support may effectively foster Behavioral Intention to
Use, which showed a 15.56% difference relative to the
baseline. These findings support the premise that
addressing intrinsic motivation through "White Hat"
(Meaning, Accomplishment) and "Black Hat"
(Scarcity, Curiosity) gamification drives is a promising
strategy for enhancing student engagement.

However, these conclusions must be interpreted
within the context of the study's limitations. The
findings rely on self-reported perception data rather
than objective learning outcomes, and the sample size
prevents broad generalization. Consequently, future
research should prioritize the following areas to
validate the pedagogical efficacy of the system:

e Objective Performance Measurement: Future
studies must implement a quasi-experimental
design with  Pre-Test and Post-Test
assessments to measure actual cognitive gains
and programming proficiency, rather than
relying solely on perceived usefulness.

(1

(2]

(31

[4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

Longitudinal and Scaled Analysis: To rule out
the "novelty effect," longitudinal studies with
a larger, multi-institutional sample size are
required to determine if the increased
motivation translates into sustained long-term
engagement and retention.

Technical Evolution: Beyond validation,
technical development should focus on
enabling the Al to dynamically adjust
gamification parameters (e.g., difficulty
curves, reward probabilities) in real-time
based on the learner's performance data,
moving from a static rule-based system to a
fully adaptive motivational engine.
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Abstract— This study evaluates the usability of an IoT-
based residential security application designed to
improve guest registration and access control in housing
environments. The system integrates multiple user roles,
including administrators, residents, guests, and security
officers, and utilizes QR Code verification to streamline
entry procedures. Usability testing was conducted using
the System Usability Scale (SUS) with 30 respondents.
The results show an average SUS score of 74.83,
indicating that the application falls within the “Good”
usability category. Most users reported that the interface
is intuitive, the functions are well integrated, and system
navigation is easy to understand. Although minor
improvements are still required—such as notification
speed and icon -clarity—the system is considered
acceptable for public use. These findings demonstrate
that IoT integration can enhance residential security
operations while maintaining positive user experience.

Index Terms— Internet of Things; residential
security; QR Code verification; System Usability Scale;
usability evaluation; user experience.

1. INTRODUCTION

According to Law of the Republic of Indonesia
Number 1 of 2011, housing is defined as a group of
houses equipped with various environmental
infrastructure and facilities [1]. One of the essential
environmental facilities in a housing area is a security
system. The conventional security system commonly
found in housing complexes involves placing guard
posts along with security personnel to ensure that access
in and out of the area remains controlled. Various
standard operating procedures are implemented to
maintain security within a housing area, where each
housing complex may have different procedures, but all
share the same goal—ensuring the safety of the
residential environment [2].

According to data from the National Criminal
Information Center (PUSIKNAS), as of July 2024, theft
remains the most frequently occurring type of crime [3].
Criminal acts are not only influenced by the personal
factors of the perpetrators but are also strongly affected

by environmental conditions [4]. Additionally, the high
crime rate indicates that accessibility and the design of
residential areas play a major role in determining the
level of vulnerability to crime. Housing located near
main roads and lacking adequate security systems is
more likely to become a target for criminals. Therefore,
crime prevention efforts must combine physical
environmental planning (architecture and spatial
design) with strengthened social control within the
community [5].

The development of digital technology based on the
Internet of Things (IoT) is increasingly widespread
across various fields, including residential security
systems. [oT enables physical devices such as cameras,
motion sensors, and smart locks to connect to the
internet and be controlled through mobile applications.
This innovation allows real-time monitoring of home
conditions, thereby enhancing residents’ sense of
security [6].

Although offering significant benefits, the
implementation of IoT-based security applications is
not without challenges. Some users still doubt the
usefulness of new technologies compared to
conventional security systems, particularly regarding
their effectiveness in preventing criminal acts [7].
Moreover, issues of privacy and data security have also
become concerns, as the potential for information
leakage can reduce user trust [8].

In the context of Human—Computer Interaction
(HCI), user acceptance of an application is influenced
by its ease of use and perceived usefulness.
Applications considered difficult to use may reduce
user interest and positive attitudes, even when the
features offered are beneficial [9]. Therefore, user
experience becomes one of the key factors determining
the success of implementing loT-based digital security
systems.

In previous studies [6], the application of IoT has
been utilized in residential security systems. However,
those studies did not implement usability measurement
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based on the System Usability Scale (SUS) in
evaluating the application of IoT. This gap serves as the
basis for identifying the novelty of this study, as it
introduces a usability evaluation using the SUS
framework, which has not been addressed in prior
research.

Based on the above explanation, this study
formulates the research problems to be addressed: How
high is the usability value of IoT-based residential
security systems? And how can the usability of IoT-
based residential security systems be measured?

II.  THEORY

A. Internet of Things

The Internet of Things is a concept in which
physical devices such as sensors, cameras, actuators,
and various other electronic devices are able to connect
and interact with each other through the internet [10].

In general, the architecture of an IoT ecosystem
follows a hierarchical pattern consisting of three main
layers:

1. Edge, This layer contains connected devices
and sensors that directly interact to process
data in real time and make quick decisions.

2. Fog, This layer serves as an intermediary
between the edge and the cloud layers by
managing and optimizing data traffic, as well
as performing a significant portion of
distributed data processing.

3. Cloud, This layer stores data and applies
advanced data analytics to generate deeper
insights.

Through this architecture, data from various devices
and sensors is collected, processed, and integrated to
create useful solutions, ensuring that IoT-based services
can be effectively utilized by users [11].

Sensor technology in IoT serves as the fundamental
foundation for IoT development. With sensors, devices
are able to detect and measure their surroundings. The
key stages in IoT data and control flow include data
collection, data processing, and the resulting processed
output, which ultimately impacts the real world.
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Fig 1. Functional flow in IoT system [11]

B. Or Code

A QR Code is an abbreviation for Quick Response
Code [12]. A QR Code is a type of two-dimensional
(2D) barcode, which distinguishes it from traditional
one-dimensional barcodes: instead of straight lines, a
QR Code consists of a square pattern filled with
numerous small black-and-white modules. It was first
created in 1994 by Denso Wave, previously part of the
Toyota Group, to assist in tracking components in
manufacturing [13]. Since then, the QR Code has
become an international standard—widely adopted for
various modern applications [14].

QR Codes work by storing data through encoding
information into a pattern of black-and-white modules
(squares) arranged in a grid/matrix. When scanned with
a smartphone camera or QR scanner, the device
interprets the pattern into digital information (such as
URLs, text, contacts, etc.) [15]. The three large squares
located at three corners of the QR Code are position
markers (also called finder patterns). These markers
help the device determine the code’s orientation so it
can be read from various angles [16].

Fig 2. Qr Code

QR Codes can store various types of data: numeric,
alphanumeric, binary/byte data, and even more
complex characters such as Kanji [17]. QR Codes also
incorporate an error correction mechanism, allowing
them to remain readable even if part of the code is
scratched, damaged, or obstructed—making them
resistant to physical wear or imperfect printing [18].

C. System Usability Scale

The System Usability Scale (SUS) is a standardized
instrument widely used to measure the usability level
of a system, application, or device, and it has remained
the most popular method over the past five years due
to its simplicity, reliability, and validity [19].
Numerous studies have shown that SUS provides
consistent evaluative performance across various
contexts, including digital interfaces [20], interactive
environments [21], and cross-device evaluations
involving IoT technologies [22].

SUS consists of ten items rated on a 1-5 Likert
scale, and the score is calculated using the standard
formula: (1) for odd-numbered items: contribution
score = response value — 1; (2) for even-numbered
items: contribution score = 5 — response value. All
contribution scores are then summed and multiplied by
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2.5 to produce a final value ranging from 0 to 100. The
interpretation of SUS scores has been refined through
contemporary approaches, including grading scales
(A-F), adjective ratings, and acceptability ranges [19].

In general, a score of > 80.3 is categorized as
Excellent (Grade A) and indicates a very high level of
usability; scores between 68—80.3 fall into the Good
(Grade B) category and are generally considered to
reflect good usability; scores within 65-68 are
classified as OK / Marginal High (Grade C); scores
from 50-65 are categorized as Marginal / Poor (Grade
D); while scores < 50 fall into the Not Acceptable
(Grade F) category. These interpretations allow
researchers to determine whether a system meets
usability standards and to compare a system’s
performance with industry and research benchmarks.

Thus, SUS remains a relevant and empirically
robust tool for evaluating usability in IoT systems as
well as other digital technologies [23].
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Fig 3. Acceptance rate SUS [19]

III. METHOD

A. Research Design

Studies using the System Usability Scale (SUS)
generally employ a descriptive quantitative approach,
as SUS produces numerical scores that objectively
represent the usability level of a system [24]. This
research aims to evaluate the usability level of a
technology-based system/product, where data are
collected once after users have interacted with the
system.

B. Population and Sample

The population in this study consists of prospective
users of the loT-based residential security application
in urban housing environments. The sampling
technique used slovin with the following criteria:

e Owning an Android or iOS smartphone.

e Having used or had prior experience with
technologies.

e Residing in a housing/residential area.

The sample size was determined using Slovin’s
formula with a margin of error of 10%. Based on a
population of 43 respondents, a total of 30 samples were
obtained and considered sufficient to represent the
population for user evaluation purposes.

N

" T Ne?

43
" 14 43(0,1)2

n= 30
The total sample consists of 30 respondents drawn
from residents across five housing complexes located in
Bogor City.

C. Research Instrument

The research instrument used is the SUS
questionnaire, which consists of 10 statements with
responses measured using a 1-5 Likert scale, where:

1 = Strongly Disagree

2 = Disagree
3 = Neutral
4 = Agree

5 = Strongly Agree

The statements are arranged alternately as positive
and negative items to maintain validity. The SUS items
are as follows:

1. T think that I would like to use this system
frequently.

2. I found the system unnecessarily complex.
3. Ithought the system was easy to use.

4. 1 think I would need the support of a technical
person to be able to use this system.

5. 1 found the various functions in this system
were well integrated.

6. I thought there was too much inconsistency in
this system.

7. 1 would imagine that most people would learn
to use this system very quickly.

8. I found the system very cumbersome to use.
9. I felt very confident using the system.

10. I needed to learn a lot of things before I could
get going with this system.

It should be noted that the odd-numbered items (1,
3, 5, 7, 9) are positive statements, while the even-
numbered items (2, 4, 6, 8, 10) are negative statements.

SUS Scoring Procedure:

e Positive items = (Response value — 1)

e Negative items = (5 — Response value)

e Total SUS Score = (Sum of contributions) x 2.5

The final SUS score ranges from 0 to 100, with the
following interpretation:

e >80.3 = Excellent

e 68 —80.3 =Good / Acceptable

e 50— 68 =Marginal

e < 50=Not Acceptable
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IV. RESULT AND DISCUSSION

A. Result

1)

234

System Analysis
Before the system was developed and the IoT
components were designed, a system analysis
was carried out. The researcher analyzed what
kind of system was needed and how the system
would be used. The results of the system
analysis included the system scenarios and a use
case diagram.

Table 1. Actor and Role in System
Actor Name Role in the System
Super Admin | An actor responsible for
validating RT  Head
accounts.
An actor who functions as
the system administrator.
An actor responsible for
validating guest
presence/arrival.
An actor who serves as the
primary business actor,
registering guests who
plan to visit.
Guest An actor who receives the
QrCode provided by the
resident.

RT Head

Security
Officer

Resident

System Scenario
The system is used by actors, and each actor has
their own role within the system.

Super Admin
The Super Admin logs into the system using
registered credentials. The primary

responsibility of the Super Admin is to register
RT Head accounts by entering required
information such as National ID Number, full
name, phone number, home address, term of
office, and the official appointment letter issued
by the authorized authority. Upon completing
system operations, the Super Admin may log
out.

Super Admin

ii —_
Super Admin

Fig 4. Usecase Diagram Super Admin

RT Head
The RT Head accesses the system using a
registered username and password. The RT

Head is responsible for managing resident data,
including the Head of Family’s National ID
Number, name, home address, phone number,
number of occupants, list of occupants, and
resident status (local resident or newcomer).
The system notifies the RT Head when
residents submit information regarding planned
guest visits or their temporary absence from
home. The RT Head validates guest visit
requests, particularly when the guest intends to
stay for more than 24 hours. Additionally, the
RT Head can view the list of residents, security
officers, and guest visit records within a
specified period. The RT Head may log out
after completing required tasks.

Ketua RT

EE Y

oy

dends ~
Daftar Kunjungan
Tamu
Terima Notifikasi
Kedatangan Tamu

Fig 5. Usecase Diagram RT Head

Security Officer

The Security Officer logs into the system using
registered credentials. The officer performs
verification by scanning the QrCode presented
by guests who have been registered by
residents. The system also provides
notifications of planned guest visits
immediately after residents submit the data. The
Security Officer is able to view the list of
planned guest visits for the current day. The
officer may log out after completing system-
related duties.

Petugas Keamanan

Scan QrCode Tamu

e

©
d

Terima Notifikasi
Rencana
Kedatangan Tamu

>0

Petugas Keamanan \

Lihat Rencana
Kedatangan Tamu

Logout

Fig 6. Usecase Diagram Security Officer

Resident

Residents access the system using registered
accounts. They can submit planned guest visit
information, including guest name, the resident
being visited, number of guests, type of vehicle,
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and duration of the visit. The system
automatically generates a QrCode based on the
submitted data, which residents can share with
guests through messaging applications such as
WhatsApp. The QrCode is temporary and
remains valid according to the visit duration.
Residents may also provide information
regarding travel plans or indicate unavailability
for receiving guests. This allows security
personnel to inform unexpected visitors about
the resident’s absence or unavailability.
Residents can view records of guest visits
within a given time range and may log out after
completing their actions.

Warga

o Input Rencana
Bepergianitida

Generate QrCode
-=Z
Input Rencana  «includes

Kedatangan Tamu 1
|

include
Warga \ - -

Lihat Daftar

o -

Fig 7. Usecase Diagram Resident

Kirim QrCode Tamu

Guest

Guests receive a QrCode from the resident who
has registered a planned visit. Upon arrival,
guests present the QrCode to the Security
Officer for verification.

2) System Design

226 M G O R w4l
Test Warga
Selamat Siang

A1 status Rumah
Status Anda Saat ini: Tidak Menerima Tamu

Tindakan Cepat

Tamu Hari Ini

Tidak ada data ditemukan.

Tambo!

Fig 8. Guest Registration Form
This form is used by residents to register guests
who plan to visit their homes. Residents input
detailed information based on the required
fields.

278G 0 B '4_,03

=g Lo
Tambah Data Tamu

Nama Tamu
NIK
Jumiah orang
Jenis Kendaroan -
Tanggal Kunjungan =

Perkiraan Lama Kunjungan (hari}

Keperluan

e

Fig 9. Guest Data Form Fields
This form is filled out by residents to register
the guests who will be visiting.

QR Code

Fig 10. QR Code Form
This is the QR code generated from the guest

data entered. Residents will share this QR code
with the guests who plan t i

Selamat Malam

a Tamu Harl Ini v

Binanda
Test Warga | No2
Totol Tamu || Motor

Budiawan
Tost Warga | No.2
Total Tamu || Motor

Datang: 28-08-2025
Pulang: 01-10-2026

nl Status Rumah v

Test RT Dilisi Pemilik
RT:1 | RW | Mot Menerima Tamu

Fig 11. Security Officer Form
This form contains the main feature: QR code
scanning. Security officers will scan the QR
code shown by the guest.
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236

334 B0 B w40
Q Test Security 'y :‘b
Kepala Security

Hasil Pindai Data
Nama Tamu:
m
Total Tamu:

2
Kendaraan:
Mobil
Tiba.
22.09-2025 00:00:00
Kembali
24.09-2025 23:59:59

Keperluan:
2222

Beranda

Fig 12. QR Code Scan Result Form
After the guest’s QR code is scanned by the
security officer, the detailed contents of the QR
code will appear, including the name, date and
time of visit, and the vehicle used.

1oT Architect

Fig 13. ESP32 Dev Kit

ESP32 Dev Kit is a development board

designed to simplify the use of the ESP32

microcontroller (System on a Chip/SoC)
developed by Espressif Systems. This board
typically includes all the essential components

(such as a voltage regulator, USB-to-UART

chip, and pin headers) so you can directly

program and test the ESP32 chip without
needing to build a complex supporting circuit.

The ESP32 chip itself is the core of this kit and

is known for its main features:

o Integrated Wi-Fi and Bluetooth: This is the
key feature that makes it a top choice for IoT
projects. ESP32 supports Wi-Fi (802.11
b/g/n) and Bluetooth (Classic and Low
Energy/BLE).

e Powerful Processor: Most variants have a
Tensilica Xtensa Dual-Core 32-bit LX6
processor with speeds up to 240 MHz,
offering better performance compared to its
predecessor, the ESP8266.

e Low Power Consumption: Designed for
low-power applications with various sleep
modes to conserve battery life.

Fig 14. Breadboard

Breadboard is a board used for assembling and
testing electronic circuits temporarily without
requiring any soldering.
The name “breadboard” originates from early
inventors who used wooden bread-cutting
boards to attach nails and connect electronic
components. Modern breadboards are made of
plastic and contain small holes with internal
conductive metal clips or rails that serve as
connectors.

Its main functions are:

¢ Rapid Prototyping: Allows users to quickly
assemble, test, modify, and disassemble
electronic circuits.

e Non-Destructive: Components can be
inserted and removed repeatedly without
damage.

e Learning Tool: Ideal for beginners and
educational purposes because it helps users
understand circuit paths, voltage, and
component connections.

Fig 15. Ultrasonic Sensor HC-SR04
HC-SR04 is a widely used, low-cost ultrasonic
distance sensor. It works based on sonar
principles by using ultrasonic waves (sound
waves above 20 kHz) to determine the distance
of an object. It is commonly used in various
microcontroller projects (such as Arduino or
ESP32).

The working principle of the HC-SR04 is based

on measuring the travel time of sound waves:

e Trigger: The microcontroller sends a HIGH
pulse for at least 10 microseconds to the
sensor's Trig pin.

e Wave Transmission: After receiving the
trigger signal, the module emits eight
ultrasonic pulses at 40 kHz through the
transmitter.

e Echo Reflection: The ultrasonic waves
travel through the air at the speed of sound
(343 m/s or 0.0343 cm/microsecond) and
reflect off any solid object in front of it.
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e Reception: The reflected wave (echo) is
received by the sensor’s receiver.

e Time Measurement: The Echo pin stays
HIGH from the moment the wave is sent
until the reflected wave is received. The
microcontroller measures the duration of
this HIGH pulse, which represents the total
travel time.

Fig 16. Direct Current Motor

DC Motor (Direct Current Motor) is an electric
machine that converts direct current (DC)
electrical energy into mechanical energy in the
form of rotational motion.

DC motors are widely used in many
applications such as toys, household appliances
(blenders, car wipers), robotics systems, and
industrial machines that require speed and
torque control.

Fig 17. L298N Motor Driver
L298N Motor Driver is an electronic module
based on the L298N Dual H-Bridge Integrated
Circuit (IC). Its main functions include:
¢ Controlling Motor Direction: Converts low-

voltage logic signals (e.g., from Arduino) into
sufficiently large power signals to reverse
motor voltage polarity, enabling forward or
reverse rotation.

¢ Controlling Motor Speed: Allows DC motor
speed control using PWM (Pulse Width
Modulation).

e Current Amplification: Microcontrollers
can only output very small current (around 20
mA). The L298N acts as a bridge, enabling
motors requiring higher current (up to 2A per
channel) to be powered by an external supply
without damaging the microcontroller.

Fig 18. Limit Switch

Limit Switch is a type of mechanical sensor

used to detect the presence, position, or

movement boundary of an object or machine.

Simply put, a limit switch is an electrical switch

activated (opened or closed) by physical contact

when a moving object reaches its
predetermined limit.

Working Principle:

e Actuator Contact: When a moving object
contacts the actuator (lever, roller, or push
button) of the limit switch.

e Contact Change: The actuator pushes the
internal microswitch mechanism.

o FElectrical Signal: This changes the
electrical contact state:

v' NO (Normally Open): Becomes closed,
allowing current to flow.

v' NC (Normally Closed): Becomes open,
cutting off the current.

Fig 19. Jumper Wires
Jumper Wires are short conductive cables
used to connect two points in an electronic
circuit. They allow connections without
soldering, making them ideal for assembly,
testing, and prototyping.

Fig. 20 QR Code Scanner
QR Code Scanner is a hardware or software
tool designed to read and decode information
stored in a QR Code (Quick Response Code).

Fig 21. IoT Prototype Architect

3 Figure 21 explains that the IoT system operates
alongside the existing system that has been developed.

The system is initiated by residents, who register
planned guest visits to their homes. This data is then
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generated in the form of a QR code. The IoT system
becomes active when the QR code is scanned by a QR
code reader. The sensor system, consisting of an
ESP32 microcontroller and an L298N motor driver,
detects the QR code and activates the gate drive motor
(DC motor) to open the gate. When the gate opens, its
movement stops upon reaching the limit switch.
Another sensor, namely the ultrasonic sensor HC-
SR04, ensures that the gate will automatically close
after an object identified as a vehicle passes through
the sensor, which then triggers the gate to close again.

B. Discussion

The following is the recap of the SUS questionnaire
that was distributed to 30 respondents. The respondents
were given questions based on the standard SUS
question set.

Table 2. Recap of the SUS questionnaire

q9lafa|alalalalalala

1|23 |4|5]|6]7|8|9]1
il 4433 [a3[4]a]3]4
24534353 [5]3]4
B335 3[5[5[4[3[3]5]4
4 | 5| 4a[4a[a]a]s5]a]3]5]5
5| 5| 4a[3[4]a]3]5]a]4a]5

22 (3|44 4|53 (43|54

2 3|35 |53 |5|4]|4)]3]|3

B3| 45|54 |4(4]5]3][3]5

1) Usability Measurement Results Using the
System Usability Scale (SUS)
Usability testing on the IoT-based residential
security system application was conducted
using the System Usability Scale (SUS)
involving 30 respondents. The SUS instrument
consists of 10 statements rated on a 1-5 Likert
scale. The score calculation follows the
standard procedure: odd-numbered statements
are calculated as score — 1, while even-
numbered statements are calculated as 5 —
score, and the total result is then multiplied by
2.5 to produce a final score ranging from 0—100.
Based on the calculations from 30 respondents,
individual SUS scores ranged from 65 to 92.5.
The average SUS score reached 74.83, with a
median of 75, a minimum score of 65, a
maximum score of 92.5, and a standard
deviation of 8.12. With an average score of
74.83, the application falls into the “Good”

2)

3)

4)

category according to SUS interpretation
standards.
This value indicates that, in general, the
application meets user expectations in terms of
ease of use, clarity of functions, and interaction
efficiency. An average score above the
threshold of 68 signifies that the application has
an acceptable level of usability and is suitable
for use by the general public.
Distribution and User Perception Patterns
The score distribution shows that most
respondents gave ratings in the range of 70—85,
indicating a consistent perception that the
application is easy to operate and supports
users’ needs in monitoring home security. Only
a few respondents provided scores close to the
lower threshold (65—68), although these values
still fall within the acceptable category.
The maximum score of 92.5 indicates that there
is a group of users who find the application
highly intuitive, with clear navigation flow and
fast system responses. This may suggest that the
application design is already highly optimized
for certain user profiles.
SUS Category Interpretation
The maximum score of 92.5 indicates that there
is a group of users who find the application
highly intuitive, with clear navigation flow and
fast system responses. This may suggest that the
application design is already highly optimized
for certain user profiles.

e  68-80.3 = Good / Acceptable

e  80.3 =Excellent

Thus, the application is categorized as Good,

meaning that it:

e Can be used easily by the general public
without requiring special training.

e Provides interactions that are easy to
understand, resulting in a relatively low
cognitive load for users.

e Demonstrates good user satisfaction,
particularly in navigation, interface clarity,
and the effectiveness of the application's core
functions.

The “Good” category also implies that the

application is  sufficiently = competitive

compared to similar applications in terms of
usability and only requires minor improvements
to reach the “Excellent” level.

Qualitative Analysis Based on Rating Patterns

Although the overall score falls within the

“Good” category, respondent rating patterns

reveal several important points:

e Ease of use during first-time interaction is
rated highly by most users, indicating that the
application interface is quite intuitive.

e [oT function integration performs well, with
few users experiencing confusion during the
device pairing or monitoring process.
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e Visual consistency also received positive

responses, suggesting that the interface
design is comfortable and facilitates
navigation.

e Some respondents indicated the need for
minor improvements in notification speed and
the clarity of certain icons, although these
issues did not significantly affect the overall
score.

V. CONCLUSION

The SUS score in the Good category implies that the
application has successfully achieved an acceptable
level of usability and can serve as a solid foundation for
further development. However, to reach the Excellent
category, several areas can be improved, including:

1. Optimizing response time in updating IoT
sensor status.

2. Refining icon designs to make them more
understandable for general users.

3. Simplifying several menus that are considered
less frequently used.

Improvements in these aspects have the potential to
increase the SUS score in the future and enhance the
overall quality of the user experience.

This study demonstrates that the implementation of
IoT-based security systems can be further expanded
into a more comprehensive security framework.
Beyond access control, the proposed system has the
potential to be developed into an integrated residential
security system by incorporating additional features,
such as a panic button function that can be activated by
residents and directly connected to security personnel.
Furthermore, future development may include
integration with existing infrastructure, such as
residential CCTV systems, to enhance real-time
monitoring, incident logging, and overall situational
awareness.
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Abstract— This study aims to design a web-based
customer service application with live chat and chatbot
features that implement Retrieval-Augmented
Generation (RAG) technology at Raden Inten II Airport,
Lampung. The main problems encountered are the slow
response of conventional services and limited access to
information by users located far from the airport. The
system development uses the Waterfall model which
includes requirements analysis, system design,
implementation, testing, and maintenance. The main
features in the application include user authentication,
live chat, RAG chatbot, and data management through
the admin dashboard. System testing was conducted
using the black-box method, indicating that all features
function according to specifications. The results of the
study indicate that this system can significantly improve
the efficiency and quality of customer service. For further
development, it is recommended to use WebSocket to
improve real-time communication performance.

Index Terms— Customer Service;
Chatbot; RAG; Web-based Application.

Live Chat;

L INTRODUCTION

The development of artificial intelligence (Al)
technology has had a significant impact on increasing
the efficiency of customer service, including in the air
transportation sector.[1] Artificial Intelligence (Al) is
a computer or machine technology that possesses
human-like intelligence. One form of Al
implementation in industry is the use of chatbots as a
customer relations tool.[2] One rapidly developing
technology is chatbots, Al-based software capable of
interacting with users in real-time.[3] One modern
approach to chatbot development is Retrieval-
Augmented Generation (RAG)[4], the chatbot in this
study is built using a RAG-based model.[5] Retrieval-
Augmented Generation technology is expected to be
integrated into chatbots,[6] which combines relevant
data retrieval and generative capabilities to generate
contextual and accurate responses.[7]

Live chat has become an increasingly popular way
to provide real-time service in today's customer service
environment.[8] Live chat enhances communication
between customers and agents. Live chat is crucial for
creating a positive customer experience. Good

communication can enable information exchange,
problem-solving, and relationship building.[9]

Public service organizations are experiencing an
increase in digital requests from citizens (e.g., web
pages, social media, or service apps), which has
increased during times of social distancing. To
effectively address this surge, we need to combine
existing resources with new ways that go beyond
existing service models. Chatbots are an example of an
Artificial Intelligence application that has been widely
used to address the surge in service demand,
performing  communication  tasks  previously
performed by humans.

As one of the main transportation hubs in Lampung
Province, Raden Inten II Airport in Lampung faces
challenges in providing responsive and informative
customer service. Conventional systems that rely on
direct interaction often result in delays in providing
information and services. Web-based applications
offer numerous benefits and advantages for supporting
business and service operations. They provide cross-
platform accessibility, allowing users to access
services anytime and anywhere via browsers without
the need for installation. They are also easier to update
and maintain, ensure consistent performance across
devices, and enable seamless integration with various
digital services such as databases, payment systems,
and customer support tools[10], [11].

To address these challenges, developing customer
service chat applications is a potential solution. Many
companies are also starting to provide chatbot features
to automate communications with people who use
computers as a tool to interact with customers.[12]
RAG technology enables chatbots to provide more
accurate and relevant responses by leveraging existing
databases and dynamically generating answers[13],
[14], [15]. With this technology, customers can obtain
information and assistance quickly and conveniently,
accessible wherever they are. Good service with real-
time feedback can improve customer satisfaction. The
novelty of this study lies in three main aspects: (1)
integration of a web-based live chat system with an Al
chatbot into a single seamless platform; (2) the use of

Ultimatics : Jurnal Teknik Informatika, Vol. 17, No. 2 | December 2025



the Gemini + RAG model to develop a domain-specific
chatbot tailored to the operational and informational
context of an airport; and (3) the implementation of a
knowledge base system directly managed by
administrators via a web interface, enabling real-time
updates of information and responses.

The technical integration of RAG in this study is
designed not merely for computational accuracy, but to
address the operational challenges of customer service.
Through text normalization and semantic search
(FAISS/ChromaDB), the system is capable of
comprehending informal customer complaints and
mapping technical issues to the appropriate SOP
solutions. Customer data security is ensured through
anonymization mechanisms and local LLM execution
(Ollama), while fallback and feedback loop features
ensure that any complaints unresolved by the bot are
escalated to human agents, thereby maintaining high
customer satisfaction standards.

II. METHOD

This research uses the Waterfall Model approach,
namely a structured and sequential software
development method. The Waterfall Model is the
oldest and the most wellknown SDLC model. This
model is widely used in government projects and in
many major companies.[16] This model ensures that
design errors can be detected before product
development begins. It is well-suited for projects
where quality control is a primary concern, as it
emphasizes intensive documentation and planning.
The stages include:

This study adopts the Waterfall model rather
than iterative frameworks like Agile or Scrum. This
choice is justified by the strict sequential dependency
inherent in  developing  Retrieval-Augmented
Generation (RAG) pipelines. The output quality of the
Generator module (LLM) is strictly dependent on the
performance of the Retriever module, which in turn
relies on the integrity of the Data Preprocessing and
Embedding phases.

Unlike Agile, which is optimized for volatile
requirements, this project operates under fixed, critical
constraints regarding data privacy and local execution.
Consequently, the intensive System and Software
Design phase provided by the Waterfall model is
imperative to finalize the security architecture and
vectorization schema before implementation begins,
thereby minimizing the risk of costly architectural
revisions later in the development cycle.

Although Waterfall is linear, we incorporated
a feedback mechanism during the 'Operation and
Maintenance' phase to allow for minor refinements
based on user escalation data, providing a balance
between  structural rigidity and  operational
adaptability[17], [18], [19].

Requirements
Definition
System and

Software Design

Implementation

and Unit Testing

Integration and

System Testing
T Operation and

Maintenance

Figure 1: Waterfall Method

Figure 1 explain that:

e Requirements Definition: This  stage
encompasses the identification of customer
complaint challenges (such as slang and
typos) and data privacy requirements, which
served as the foundation for selecting Local
LLM technology.

e System and Software Design: This phase
involves designing the technical RAG
architecture, including the selection of PDF
document chunking schemes and the vector
database design (FAISS/ChromaDB).

e Implementation and Unit Testing: The coding
stage (using FastAPI/Next.js backend) and
isolated unit testing (e.g., verifying the correct
functionality of text normalization).

e Integration and System Testing: A critical
phase where the retriever module is integrated
with the generator (LLM) and evaluated for
accuracy (utilizing metrics such as
BLEU/ROUGE)

e  Operation and Maintenance: The deployment
phase where the system actively serves
customers. The feedback arrow indicates that
data from real-world interactions (e.g.,
escalation tickets to the Admin) is utilized to
update and refine the system in the initial
phases.

III. RESULT AND DISCUSSION

A. Requirement Definition

Data was collected through observations and
interviews with customer service personnel at Raden
Inten II Airport, Lampung. It was found that users
needed the following services:

1. User authentication

2. Live chat with admins

3. RAG-based chatbot

4. Admin dashboard for data management.

The purpose of this identification process was to
ensure that the designed system truly met the needs of
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end users, both customers and customer service
officers.

B. System and Sofiware Design

System design is done through use case diagrams,
class diagrams, system architecture and system usage
flow.

1. Use Case Diagram

Register User

Login Live Chat

Login Admin Chat

Delete User Profile

User Admin

Edit User Profile

Gashboard Admi
hatbot

)

Chat Logs Bot

Relola Knowledge
Base

Figure 2: Usecase Diagram

Based on the use case diagram in the figure 2
above, the design of this customer service web
application system involves two main actors: the User
and the Admin. From the User perspective, the system
provides essential functionality, including User
Registration to create a new account and Live Chat
Login to access the system. Once logged in, Users can
choose to interact directly with staff via Live Chat or
receive a quick, automated response from a Chatbot.
The User session ends with a Logout function.

Admins, on the other hand, have more
comprehensive access rights to manage the entire
system. In addition to interacting with Users via Live
Chat, Admins have a dedicated panel (Login Admin
Chat) that grants them the authority to perform user
management functions, such as Editing User Profiles
and Deleting User Profiles. The Admin's core
functionality is chatbot management, which includes
access to the Chatbot Admin Dashboard to monitor
activity, view conversation history (Chat Logs Bot),
and most importantly, manage the knowledge base
(Manage Knowledge Base), which serves as a source
of information and answers for the chatbot. Like Users,
Admins also have a Logout function to exit the system.

Overall, this workflow is designed to create efficient
and interactive customer service.

2. Class Diagram
users
PK | user_id
unique_id
fname
Iname
email chat_logs documents
ssword
e x| ia Pk | id
t o
img rs:sssmn_xd :fme i
status essage_fype vo-pu
 — message file_size
I timestamp file_type
messages upload_date
last_modified
PK | msg_id
FK | incoming_ms_id
outgoing_ms_id
msg

Figure 3: Class Diagram

The database structure used in designing this

system consists of four main entities: users,

messages, chat_logs, and documents. These four

entities represent two main types of interactions
in the system: live chat communication between
users and admins, and Retrieval-Augmented
Generation (RAG)-based chatbot
interactions.[20], [21], [22], [23] The following
explains the relationships between these entities:

a. Relationship between users and messages
The users table stores both user and

system admin data. This table has a one-
to-many relationship with the messages
table, where a single user can send and
receive multiple messages. This is
represented by two foreign key attributes
in  messages: incoming msg id and
outgoing_msg_id, each of which refers to
the unique id attribute in the users table.
This relationship is necessary to support
the two-way live chat feature between
users and admins.

b. Relationship between users and chat_logs

The chat_logs table stores the history of

interactions between wusers and the
chatbot. Although there is no explicit
foreign key to the users table, logically,
each session_id in chat logs is generated
based on the identity of the currently
active user. Therefore, this relationship is
implicitly one-to-many, where a single
user can have multiple chat sessions
recorded in the system log.

c. Relationship between chat logs and
documents
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In the RAG approach, chatbot
responses are generated not only from the
generative model but also from relevant
documents retrieved from the documents
table. Therefore, there is a many-to-one
relationship from chat_logs to documents,
reflecting that a single chatbot log entry
can reference a single source document.
Advanced implementations can extend
this relationship to many-to-many, if a
single chatbot response references more
than one document.

d. The documents table as a knowledge base

The documents table stores the entire
knowledge base that can be used by the
chatbot. This entity does not have direct
inbound or outbound foreign keys, but it is
a crucial component in the RAG system's
retrieval pipeline. Document files are
stored along with metadata such as file
name, size, type, and upload and update
times.

With this ERD structure, the system is able to
clearly separate user interactions (live chat) from
interactions with the chatbot (chat logs), and
supports factual information retrieval through
integration with the knowledge base.

3. System Architecture

244

The system architecture describes how the

system is built from a technical and

infrastructure perspective. This application is

a web application consisting of several main

components:

a. Client Side: The user and admin
browsers serve as the main interface.

b. Application Server: The backend web
server that processes requests from

users/admins.

c. Live Chat Engine: Uses
XMLHttpRequest for its live chat
feature.

d. Chatbot Engine (LLM/RAG): The
chatbot engine that generates automated
responses using the integration of LLM
models such as Gemini and the
Retrieval-Augmented Generation
approach.

e. Database: Stores user data, conversation
history, and the chatbot's knowledge
base.

4. System Usage Flow

oo )
‘

PN

Back ves

Membalas Membalas
Pesan Pesan

Chatbot

Yes
Back Mengirim Pesan
ke Chatbot
Mengirim Pesan
ke Admin

o )
N

Figure 4: System Usage Flow

On figure 4 shows that System flowchart
demonstrating the hybrid interaction flow
with fallback mechanism to human agents.

C. Implementation and Unit Testing

After the system analysis and design are
complete, the next stage is the implementation
and testing of the customer service chat
application. Implementation includes the design
and coding phase, aligning with the business flow
and integrating it with the database. The goal of
this phase is to ensure that the customer service
application functions properly according to
specifications in a real-world environment. The
implementation and testing of the customer
service chat application are explained in the
following page:

1. Register User Page

Live Chat Raden Intan

Figure 5: Register User page

The Figure 5 shows the registration page
is used by new users to register before
accessing the live chat or chatbot
features. On this page, users are asked to
enter their full name, email address, and
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password, which will be used to log in to
the system.

Once all the data has been entered, the
user can click the Register button to save
the data to the system. Validation is
performed to ensure the email address is
not duplicated and the password meets
security standards.

Login User and Admin Page

Live Chot Roden intan

Figure 6: Login User and Admin

The figure shows After successfully
registering, the user will be directed to
the login page. This page is used for
authentication by entering the email and
password.

If the login data is valid, then the user will
enter the main dashboard. If it is not
valid, the system will display an error
message.

Dashboard Chat User Page

Figure 7: Dashboard Chat User Page
The figure shows The dashboard is the
first page that appears after successfully
logging in. It features a menu with
options for live chat or a chatbot.

Users can choose the communication
features they need. The interface is
simple and intuitive for easy access.

Dashboard Chat Admin Page

L Bl L o]
@
3

prr—"

T

Figure 8: Dashboard Chat Admin Page

6.

The figure shows The live chat admin
dashboard page is the main interface for
admins responsible for handling user
messages in real-time.

Admins can view a list of recent
conversations and access the live chat
menu to respond to user messages
directly.

Chat Interface Page

- Qo

Figure 9: Chat Interface Page

The figure shows the page displays a
conversation interface between the
admin and the user. The admin can reply
to user messages directly through the
input box.

Messages are displayed chronologically
and arranged like a chat window, making
it easy for admins to monitor
conversations in real-time.

Chatbot Page

Figure 10: Chatbot Page

The figure shows The chatbot page
allows users to interact with the system
automatically. The chatbot works using a
Retrieval-Augmented Generation (RAG)
approach that can retrieve relevant
documents and generate LLM-based
answers.

Users simply type a question, and the
system will respond quickly with
accurate and contextual information.
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7. Login Admin Chatbot Page

Admin Lagin

Figure 11: Login Admin Chatbot Page
The figure shows The login page is used
by admins who manage the chatbot
system. The login process requires valid
credentials to access the chatbot
dashboard.

Dashboard Admin Bot Page
i o

Dashboard

232 100%

Figure 12: Dashboard Admin Bot Page
The figure shows The dashboard presents
information such as API status, number
of user interactions with the chatbot, and
performance logs.

Admins can monitor the efficiency of
chatbot  responses and  perform
troubleshooting if necessary.

Management Knowledge Base Bot Page

D 5 ookumen

£

Figure 13: Management Knowledge
Base Bot Page

The figure shows page allows you to
upload, view, delete, or update
documents that serve as sources of
information for the chatbot during the
retrieval process.

The managed documents will be used by
the RAG system to factually answer user
questions.

10. Management Chat Logs Bot Page

D 5 Crat Logs
& bar

Toe &St L

B0 0 0 06 00¢

Figure 14: Management Chat Logs Bot
Page

The figure shows Admins can monitor
the entire history of user interactions with
the chatbot through this page. Log data
includes user input, chatbot output,
interaction time, and success status.

This feature helps admins evaluate
chatbot performance and identify
responses that need to be improved or
followed up.

11. Management User Page

D 2 Ketola User [ it |

o
e
A

0000005

(ARRANL

Figure 15: Management User Page
The figure shows Admin can manage
available users.

12. API Management

L & Settings
bt

o= a1 serongs

Figure 16: API Management
The figure shows Admin can manage the
Gemini API if an error occurs.

D. Integration and System Testing

Testing is done using the black-box method.
System testing is crucial because everyone makes
mistakes when creating software. The errors in each
piece of software will be different.[24] Therefore, we
use blackbox testing to verify the functionality of the:
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1. Table 1: Testing of Login Page
No | Skenario Input Test Step | Expected Test Status
Test Output Result
1 Login with | Valid Username & | Enter User is Output is Successful
valid data Password input and | redirected to correct
click the chat
login dashboard
page
2 Login does | Valid Enter Login failed Output is Successful
not match Username/Password | input and | error alert correct
valid data click appears
login
3 Leave login | Empty Click Please fill in Output is Successful
input blank login all fields correct
without
entering
input
2. Table 2: Testing of Live Chat
No | Skenario Test | Input Test Step Expected Output | Test Result Status
1 User sends Message text | Type and | Incoming Output is Successful
message to send message to admin | correct
admin
2 Admin replies | Message text | Type and | Incoming Output is Successful
to message send message to user correct
3 Send empty Empty Click send | Shown please fill | Output is Successful
message in all fields correct
3. Table 3: Testing of Chatbot (RAG)
No | Skenario Test | Input Test Step | Expected Output Test Result Status
1 User asks for | Jadwal hari Type and | Chatbot responds Output is Successful
flight ini? send with the schedule correct
schedule information
information provided in the link.
2 User asks Dimanakah Type and | Chatbot responds Output is Successful
about airports | bandara send with a relevant correct
terletak? answer
3 Random Siapa Typeand | “Maaf, saya adalah | Output is Successful
question other | presiden send chatbot layanan correct
than airports Indonesia? pelanggan yang
menyediakan
informasi

penerbangan di
Bandara Raden
Inten II (TKG).
Saya tidak memiliki
informasi mengenai
presiden Indonesia.”
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E. Operation and Maintenance

The system is monitored and evaluated regularly.
User feedback serves as the basis for continuous
improvement and development.

F. System Features

1. User Authentication: Users can register and
log in to access the system.

2. Live Chat: Direct communication with a
customer service representative for complex
questions.

3. RAG Chatbot: An automated chatbot system
that responds to questions based on relevant
documents using a retrieval and generation
approach.

4. Admin Dashboard: Provides user
management, document management, chatbot
settings, and conversation log monitoring.

G. System Testing

Table 4: The result of features tested

No Features tested Result
1 | Login Valid
2 | Registration Valid
3 | Live Chat Valid
4 | Chatbot RAG Valid
5 | Dashboard Admin Valid

All features functioned as intended. The chatbot
successfully responded to questions with a high level
of relevance, while live chat provided personalized
assistance options when needed.

To complement functional (black-box) testing, this
study implements system performance evaluation and
human assessment to ensure the chatbot's operational
readiness. Latency measurement is adopted from
Albert & Voutama [13] to guarantee real-time
responsiveness, which is crucial for customer
satisfaction, while interface quality is evaluated using
Lighthouse, as in the study by Pratama & Sisephaputra
[14]. Furthermore, to mitigate the risk of fatal
information hallucination in public services, human
evaluation is conducted involving expert staff using
Accuracy, Completeness, and Clarity parameters,
referring to the methodology of Putro et al[15].

While initial unit testing confirmed the functional
validity of all system modules (success/fail), this study
further employed quantitative metrics to rigorously
assess system performance. Response latency was
measured to evaluate efficiency[13], ROUGE-L scores
were calculated to quantify answer relevance[15], and
Lighthouse metrics were utilized to assess interface
quality[14], thereby providing a comprehensive, data-
driven evaluation beyond simple binary validation.

H. Finding

The system architecture is engineered with a
primary emphasis on operational resilience and
contextual accuracy. The core mechanism initiates
when user input undergoes processing via a
normalization module to mitigate linguistic noise.
Subsequently, the system activates a Dual-Path
Routing mechanism (as illustrated in the Flowchart):
the primary path leverages Retrieval-Augmented
Generation to extract technical solutions from the
vector knowledge base, while the secondary path
functions as a safety net, automatically escalating
tickets to the Admin interface should the Al resolution
prove inadequate. This entire process executes within
a local infrastructure to guarantee data sovereignty.

The integration of RAG into a chatbot system has
proven effective in providing contextual information.
Compared to conventional chatbot methods, RAG can
reduce generic responses and provide more specific
answers. However, the system lacks multilingual
support and doesn't utilize real-time protocols like
WebSocket, which could potentially be added in future
development.

RAG is not merely a technological enhancement,
but a strategic solution for operational challenges and
data security. The transition to RAG provides three
strategic leaps: First, From keyword matching to
semantic understanding. Second, From generic
responses to grounded, internal fact-based responses.
Third, From cloud dependency to local infrastructure
sovereignty (privacy-preserving)."

IV. CONCLUSION

This research  successfully designed and
implemented a customer service web application at
Raden Inten II Airport, Lampung, integrating live chat
and the RAG chatbot. This system provides easy
access to information, fast responses, and increased
operational efficiency for customer service. Testing
results showed that all features performed according to
specifications.

Recommendations for further development could
consider the proposed improvements for the system
include using WebSocket to increase the speed and
responsiveness of the live chat feature, adding
multilingual capabilities to accommodate users from
diverse linguistic backgrounds, and integrating the
platform with mobile applications to achieve a broader
reach and enhance accessibility.
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Abstract— This study analyzes historical sales
transaction data from PT. World Infinite Network to
support sales prediction and pattern discovery in the IT
product domain. The dataset consists of structured
transaction records containing product categories, sales
volume, and time-based attributes, which are processed
using data mining techniques. Two predictive methods—
Naive Bayes and Adaptive Neuro-Fuzzy Inference
System (ANFIS)—are applied to model sales trends and
classify purchasing behavior. Naive Bayes is utilized for
probabilistic classification due to its computational
efficiency, while ANFIS is employed to capture nonlinear
relationships through fuzzy inference and neural
learning. Model performance is evaluated using
classification accuracy. Experimental results show that
the Naive Bayes algorithm achieves an accuracy of
19.05%, indicating limited predictive capability on the
given dataset and suggesting that sales patterns exhibit
high variability and weak conditional independence
among features. Despite the low accuracy, the findings
highlight the comparative behavior of probabilistic and
neuro-fuzzy approaches and provide insights into the
suitability of different data mining methods for sales
prediction in small or noisy transactional datasets. This
study contributes empirical evidence for method selection
in sales analytics and offers a baseline for improving
predictive performance through feature engineering and
data enrichment.

Index Terms— sales, adaptive, neuro, data mining.

I INTRODUCTION

The development of digital technology has
transformed communication patterns through the
emergence of new media that accelerate information
dissemination. This shift promotes a digital-oriented
lifestyle and marks the rise of the information society,
supported by Information and Communication
Technology (ICT) infrastructure. Broader access to
information enhances public participation through
more open two-way communication and feedback
mechanisms. [1].

One of the techniques for data processing is data
mining, which aims to discover connections between
data that are not yet known to users and to make them
easily accessible. Based on these informational
relationships, decisions can be derived. Description,
estimation, prediction, classification, clustering, and
association are among the main categories that
constitute data mining. In short, classification refers to
assigning an individual or entity into a specific
category, generally referred to as a “class.” According
to previous studies, the Naive Bayes method possesses
several advantages: it performs rapid calculations, uses
a simple algorithm, and yields highly accurate results.
These features make it one of the most widely used
methods in classification. To estimate the parameters
required for classification, the Naive Bayes method
needs only a small amount of training data [2].

The Apriori algorithm is used to calculate association
rules between objects, which indicate how two or more
items interact with one another. In other words,
association rules describe how two or more products
are related—for example, evaluating whether
customers who buy product A are also likely to buy
product B. This algorithm, based on association rules,
was developed by R. Agrawal and R. Srikant in 1994,
specifically for analyzing shopping cart data and
identifying products that are frequently purchased
together. In the healthcare field, Apriori can also be
applied to determine patient responses to medications.

Data mining using the Apriori algorithm is designed to
find data that most frequently appear in a database.
Event information within the database is recorded as
items [3].

PT. World Infinite Network is a system integrator
company that provides hardware, software, and
maintenance services for information technology (IT)
devices. Since its establishment in 2011, PT. World
Infinite Network has collaborated with various
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governmental and non-governmental institutions. Some
of its government partners include the Department of
Communication, Informatics, and Statistics
(DISKOMINFOTIK) of the DKI Jakarta Provincial
Government, the Human Resources Division of the
Indonesian National Police (SSDM Polri), the Central
Statistics Agency (BPS), Bank Negara Indonesia
(BNI), Angkasa Pura, POS Indonesia, and the National
Traffic Management Center (NTMC) of the Indonesian
National Police. The company’s product and service
offerings include servers, personal computers (PCs),
notebooks, laptops, storage devices, IT peripherals, and
maintenance services [4]

II.  THEORY

Prediction is a systematic method used to estimate
future events based on past and present information
[5]. Prediction is employed to obtain insights about
future changes that may affect policy implementation
and its consequences. For example, governments may
use prediction to estimate the impact of economic
policies on economic growth, inflation, and
unemployment rates [6].

Sales refer to an integrated effort in designing
strategies aimed at fulfilling the needs and desires of
buyers, with the goal of achieving profitable
transactions. Sales serve as the primary source of
revenue for a company, as profits are generated from
these activities [7].

Data mining is an instrument that enables users to
quickly access large volumes of data by extracting
information from massive datasets through statistical,
mathematical, and artificial intelligence approaches
[8]. It is a method in the field of computer science used
to discover knowledge from data, transforming it into
useful and meaningful information.

In pattern recognition, the Bayesian Decision Theorem
is an important statistical technique. Based on a
simplifying assumption, the Naive Bayes method
assumes that if the output value is given to the
attributes,  these attributes are conditionally
independent of one another. For categorical data
features, Naive Bayes is easy to apply—for example,
when calculating the “gender” feature with values such
as “male” and “female.” However, additional methods
are required before applying Naive Bayes to handle
numerical features. Consequently, the calculation of
probability  (likelihood) values for numerical
(continuous) features differs from that for categorical
(discrete) features[9].

The Adaptive Neuro-Fuzzy Inference System
(ANFIS) is a hybrid approach that combines a fuzzy
inference system with the adaptive learning
capabilities of an artificial neural network. Its purpose
is to create a model capable of capturing the

relationship between the input and output of a complex
system, even when such relationships are difficult to
describe mathematically[10]

III. METHOD

The research process serves as an essential stage to
facilitate the study, as it follows a structured,
standardized, sequential, systematic, and logical
framework. A systematic research procedure helps
researchers conduct their studies effectively and in a
well-directed manner. The following are the methods
employed by the authors.

Calculation and Calculation and
Analysis Using the Analysis Using the
naive bayes and ANFIS naive bayes and ANFIS
method method
Evaluation and Result
Analysis

Report Preparation

IV. RESULT AND DISCUSSION

In conducting this research, the sample data in the
Sales Data Table of PT. World Infinite Network
consisted of 22 product items, along with sales data
covering a two-year period (2021-2022). The use of
the ANFIS aimed to fulfill all the rules defined within
the algorithm by meeting the minimum support and
combining each item within the database, as well as the
minimum confidence requirement, which represents
the strength of the relationship between association
rules and items.

Data processing was also carried out using the Naive
Bayes Algorithm in accordance with the standard
implementation procedures of the algorithm. This
approach enables the company to determine
appropriate strategies based on the calculation results
derived from the database that has been implemented
using both the ANFIS and Naive Bayes algorithms.

The following is a list of product items from the sales
data at PT. World Infinite Network:

Table 1. List of Product Sales Items

No Nama Item Kode
1 Dell Latitude 3420 DL3
2 Dell Latitude 5420 DL5
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3 Dell Latitude 3590 DL35 Item Brand Type Sales

4 Acer Travelmate P214 ATP214 DL3 Dell Notebook 8
5 HP Envy X360 HPEX3 DLS Dell Notebook 4
6 HP Probook 430 HPP43 DL35 Dell Notebook 5
7 HP Pav Plus 14 HPPP14 ATP214 Acer Notebook 9
8 Lenovo V14 LV14 HPEX3 HP Notebook 2
9 Lenovo Thinkpad X1 Carbon LTPXIC HPP43 HP Notebook 1
10 Lenovo Ideapad S530 LIDS530 HPPP14 HP Notebook 1
11 Acer VM4960 AVM4960 LV14 Lenovo Notebook 0
12 Acer Veriton AV LTPX1C Lenovo Notebook 0
13 Dell Optiplex 3000 SFF DO03000 LIDS530 Lenovo Notebook 90
14 Dell Optiplex 5260 DO5260 AVM4960 Acer PC 10
15 HP Pro A G3 HPPAG3 AV Acer PC 4
16 Lenovo Thinksystem ST250 LTST250 DO3000 Dell PC 3
17 Dell PowerEdge R740 DPR740 DO5260 Dell PC 0
18 Dell PowerEdge R540 DPERS540 HPPAG3 HP Server 2
o MicrosoB% s?rfgscseZIg?;ne And MOHB2019 Eere  Lenovo Server 4
DPR740 Dell Server 0
20 Microsoft Office 365 MO365 DPER540 Dell Server 1
21 Backpack BPCK MOHB2019| Microsoft Software 4
Source: Research Results, 2023 MO365 | Microsoft Software 1

BPCK Unbrand Accessories 120

Table 2. data training

Ttem Brand Type Sales In the data grouping process, the dataset was divided
into a ratio of 80% for training data and 20% for

DL3 Dell Notebook 38 .
© Ofchoo testing data.
DL5 Dell Notebook 22 . .
Table 4 naive bayes calculation
DL35 Dell Notebook 16
true DL3 |true DIS |true ATP|true HPP|true HPE| true HPPP | true LV14 | true LTP| true LIDS530
ATP214 Acer Notebook 9 preg D13 1 1l 0 1 0 0 0 1 1l
HPEX3 HP Notebook 13 pred DL5 o 4 0 9 0 0 o 0 0
Hrpds Hp Notebook 2 pred DL33 ) 0 1 0) 0 0 0 0) 0
ofehoo pred ATP o o 4 1 o ) R 0
HPPP14 HP Notebook 14 pred_HPEX3 0 0 l 0) 1 0 l 0) 0
LV14 Lenovo Notebook 21 pred PP 0 0 D 0 0 L D 0 0
pred_HPPP14 0 0 0 ) 0 ) 1 ) 0
LTPX1C Lenovo Notebook 6 pred (V4 0 0 0 0 0 0 0 1 0
LIDS530 Lenovo Notebook 30 pred LTPX1C 0 0 0 0 0 0 0 0 1
d LIDS530 0 0 0 ) 0 0 0 ) 0
AVM4960 Acer PC 112 e
AV Acer PC 1

Based on the image above, the results of the Naive
DO3000 Dell PC 6 Bayes Algorithm calculation using RapidMiner Studio
show an outcome of 19.05%.

DO5260 Dell PC 2
HPPAG3 HP Server 2
LTST250 Lenovo Server 6

DPR740 Dell Server 0
DPER540 Dell Server 13

Table 3. data testing
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Actual vs Predicted - ANFIS (simple implementation)

Actual
100+ »  Predicted

80

60

Penjualan

40+

20+ ¥ oxox

x X X

0.0 2.5 5.0 7.5 100 125 150 175
Sample index

figure 1. ANFIS prediction

Model: Simple ANFIS (2 inputs: Brand & Item Type;
2 Gaussian MFs per input — 4 rules; first-order
consequent).

Training method: Alternating Least Squares for
consequent parameters combined with numerical
gradient descent for premise parameters (mean &
sigma).

Final RMSE (Root Mean Square Error): = 19.4646
(sales units).

V. CONCLUSION

Based on the experimental results, the Naive Bayes
algorithm achieved an accuracy of 19.05%, indicating
limited predictive capability for this dataset. In contrast,
the Simple ANFIS model with two input variables
(Brand and Item Type), four fuzzy rules, and first-order
consequents produced a Final RMSE of
approximately 19.4646 sales units. This suggests that
the ANFIS model was able to represent the relationship
between inputs and sales output with a moderate level
of error. Overall, the ANFIS approach provides a more
flexible and adaptive modeling framework compared to

the Naive Bayes classifier for this type of sales
prediction problem.
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[3]
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[
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Abstract— Brain tumor segmentation from low-quality
magnetic resonance imaging (MRI) remains a
challenging task due to noise, resolution variation, and
low contrast between tumor and healthy tissues.
Improving segmentation accuracy is essential to support
more precise diagnosis and treatment planning. This
study proposes a hybrid deep learning model that
integrates V-Net and Swin Transformer—based
architecture (Swin UNETR) for automatic brain tumor
segmentation in multimodal MRI images. The MICCAI
BraTsS 2020 dataset was used, consisting of T1, T1lc, T2,
and FLAIR sequences with corresponding segmentation
labels. The preprocessing pipeline includes resampling,
skull stripping, intensity normalization, and data
augmentation. V-Net is employed to extract local spatial
features from 3D volumetric data, while the Swin
UNETR captures global spatial relationships through a
self-attention mechanism. Postprocessing procedures
such as thresholding, morphological refinement, and
false-positive removal are applied to enhance
segmentation quality. The proposed hybrid model
achieves Dice scores of 0.8635 for Whole Tumor (WT),
0.7179 for Tumor Core (TC), and 0.8073 for Enhancing
Tumor (ET), with additional evaluation using precision,
recall, and IoU further confirming its effectiveness. These
results highlight the model’s potential to improve
automated brain tumor segmentation in low-quality MRI
images and support its applicability as an efficient Al-
assisted diagnostic tool in clinical practice.

Index Terms— Brain Neoplasms; MRI;
Learning; Segmentation; V-Net, Transformer.

Deep

L INTRODUCTION

Magnetic Resonance Imaging (MRI) is a non-
invasive medical imaging technology that is crucial for
detecting and diagnosing various diseases, particularly
brain tumors. MRI's advantage lies in its ability to
produce high-resolution images with good contrast
against soft brain tissue. Imaging modalities such as T1-
weighted, T2-weighted, and FLAIR can provide
comprehensive information about brain structure [1].
The multimodal MRI approach has proven effective in
improving diagnostic accuracy because each modality

provides distinct information about the structure and
morphology of brain tissue [2].

However, segmenting brain tumors from MRI
images is a significant challenge. This is due to the
complexity of tumor shape and size, irregular
boundaries, differences in intensity between tissues,
and the presence of noise and imaging artifacts [3].
Therefore, automated methods based on artificial
intelligence, particularly deep learning, are needed to
improve segmentation efficiency and accuracy.

Recent advancements in brain tumor segmentation
and classification from MRI scans highlight the shift
toward sophisticated deep learning and hybrid models.
Early methods, like the one proposed by [4], utilized a
classical approach combining a Modified Region
Growing (MRG) algorithm for segmentation with
Adaptive Support Vector Machine (ASVM) and
Grasshopper Optimization Algorithm (GOA) feature

selection to manage computational complexity.
However, the field has rapidly moved toward
Convolutional Neural Networks (CNNs) and

Transformers. Key developments include 3D U-Net
models for accurate volumetric segmentation [5], and
advanced U-Net variants like the Trans U-Net [6] and
UNETR [2], which leverage the Transformer's self-
attention mechanism to capture long-range spatial
dependencies. Further innovation includes hybrid
approaches such as the 3D U-Net with Contextual
Transformer and Double Attention [1], multi-pathway
3D FCNs for multimodal data fusion [7], and the
introduction of computational efficiency techniques
like QuantSR [8] for high-resolution medical imaging.
These studies collectively demonstrate a trend of
integrating advanced architectures and multi-modal
data processing to achieve superior segmentation and
classification accuracy for clinical application.

One deep learning architecture that has proven
effective is the U-Net, which uses a symmetric encoder-
decoder approach with skip connections. The U-Net
performs well in medical image segmentation, but is
less than optimal when handling images with high noise
[9]. On the other hand, Swin UNETR is capable of
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capturing global and local relationships in medical
images, but requires significant computational
resources [10]. Other approaches such as 3D U-Net and
Modified Region Growing (MRG) have also been
explored. 3D U-Net can process volumetric images, but
still faces challenges when intensity is non-uniform
[11]. V-Net, which uses a 3D convolutional neural
network, is specifically designed for volumetric data
such as MRI. V-Net is effective in understanding spatial
context between layers, but has limitations in
comprehensively capturing global features [12].

Combining V-Net with Swin UNETR in a hybrid
approach is expected to overcome the weaknesses of
each method. This combination allows for the
integration of the local strengths of V-Net and the
global strengths of Swin UNETR, thereby improving
the accuracy of brain tumor segmentation in low-
quality MRI images. This system uses multimodal
image input (T1, Tle, T2, FLAIR) from the BraTS
dataset that has undergone preprocessing stages,
including noise removal, intensity normalization, and
data augmentation. The system outputs a label map
(mask) that clearly shows the brain tumor area. The
segmentation results were then compared with ground
truth to evaluate performance. With this approach, the
research is expected to significantly contribute to the
development of more accurate and efficient automated
segmentation tools, accelerate medical diagnosis, and
enrich the academic literature in the field of deep
learning-based medical image segmentation.

II.  METHOD

A. Data

The dataset used in this study is the MICCAI Brain
Tumor Segmentation Challenge (BraTS) 2020 dataset,
which provides multimodal MRI scans and expert-
annotated ground truth labels for brain tumor
segmentation [13]. The data consists of four main
imaging modalities: T1, T1 with contrast (T1c), T2, and
FLAIR, as shown in Fig.1. Segmentation labels are
provided in three categories: Whole Tumor (WT),
Tumor Core (TC), and Enhancing Tumor (ET).

The dataset described in Table I consists of two
main parts: Training Data, used to train the
segmentation model, and Validation Data, used to
evaluate the model's performance. The dataset can be
used for the development of deep learning-based
segmentation methods because it provides tumor
segmentation labels that include Whole Tumor (WT),
Tumor Core (TC), and Enhancing Tumor (ET).

TABLE 1. DATASET SPECIFICATIONS

Specifications Description

369 total (295 for training
and 74 for validation)

2,349 total images (1,847 for
training and 502 for
validation)

Amount of MRI Images

Amount of Image slices

Resolution 240x240x155 voxel.
Modalities T1, Tlc, T2, FLAIR.
Color Depth 16-bit per channel.
Format NIfTI (.nii).

Computations were performed using a laptop with
the following specifications: an Intel Core i5-13000
processor, an NVIDIA RTX4050 GPU, 24 GB of
RAM, and Windows OS. Programming was performed
using Python via the Google Colab and Jupyter
Notebook platforms, with libraries such as PyTorch,
MONAI, and Scikit-image for medical image
processing and deep learning model implementation.

B. The Proposed Methods

This research was conducted through several main
stages systematically arranged to ensure optimal
segmentation results, as shown in Fig. 2. These stages
include data preprocessing, segmentation using a
hybrid model, post-processing to refine the results, and
testing scenarios to evaluate model performance. Each
stage is interconnected and designed to address
common issues encountered in segmenting low-quality
MRI images, such as noise, intensity variations, and
low contrast between tissues.

Fig. 1. Some Examples of Images from the BraTS 2020 MRI Dataset
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Fig. 2. Architecture Diagram of Hybrid Model of V-Net and Swin UNETR for Brain Tumor Segmentation

1). Preprocessing

Preprocessing is key to producing consistent and
optimal input images. First, resampling is performed to
standardize voxel resolution, given that the MRI data
originate from different institutions. Next, skull
stripping is performed using threshold-based and
connected components algorithms to remove non-brain
tissue [14]. The third step is intensity normalization,
applying z-score normalization to each modality.
Normalized intensity value, I, -m, is calculated based
on (1) as follow:

=t &)

I
norm .

Where [ is an original voxel intensity value in the MRI
image, u is a mean intensity value within an MRI
volume, ¢ is a standard deviation of intensity within an
MRI volume.

The modalities are then combined into a 3D tensor
consisting of four channels. The dataset is then
converted to tensor format for compatibility with deep
learning architectures [15]. The final step is converting
the image into a 3D tensor format ready for processing
by the model. Once these steps are complete, the data
is ready to be fed into the Hybrid V-Net and Swin
UNETR, where V-Net handles local spatial features,
while Swin UNETR focuses on broader spatial
relationships. With proper preprocessing, the model is
expected to perform more accurately in brain tumor
segmentation.

2). Segmentation Approach

The hybrid V-Net and Swin UNETR model was
designed using a dual-path approach. V-Net, as a 3D
convolutional network, focuses on local spatial
features through an encoder-decoder with skip
connections [12]. Swin UNETR with a hierarchical
architecture based on local self-attention, is used to
extract global spatial context [10]. After feature
extraction, feature fusion is performed through
concatenation and convolution layers to combine the
representations from both models. To combine the

feature outputs from V-Net (local) and Swin UNETR
(global), a concatenation operation is used followed by
a 3D convolution to reduce the dimensionality and fuse
the features, as shown in (2).

Frusion = Conv3D([F,||F] 2

F, is features extracted from the V-Net pipeline, which
captures local spatial information from volumetric
MRI (e.g., shape, texture around the tumor). F; is the
extracted features from the Swin UNETR pipeline,
which brings global context through a self-attention
mechanism (long-range relations).

The training process uses n epochs, with a loss
function based on a combination of Dice Loss and
Cross Entropy Loss [16]. Equation (3) is formula of the
Dice Loss as:

Lpice =1 — Dice 3)

where Dice is as presented in follow equation:

Yibigite

Dice = —=———=——
YipitXigite

4)
with p; = model prediction at the i-th voxel (0 or 1, or
probabilistic 0—1), g; = ground truth at the i-th voxel (0
or 1), i p;gi= number of correctly detected voxels
(intersection) and € = small value to prevent division
by zero.

Equation (5) is formula of Cross Entropy Loss:

Leg=—2iXéoy Gic 108(Pi,c) %)

with C = number of classes, g;.= 1 if the i-th voxel
belongs to class ¢ and 0 otherwise, p; .= predicted
probability that the i-th voxel belongs to class c.

The final segmentation results are grouped into three
sections, namely: Enhancing Tumor (ET) that is the
active tissue after contrast, Tumor Core (TC) that is the
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interior of the tumor without edema and Whole Tumor
(WT) that is the entire tumor mass.

3). Postprocessing

The postprocessing stage begins with thresholding
and probability masking, where a threshold value is set
(usually between 0.3 and 0.7) to filter predictions based
on the probabilities generated by a model, such as the
Swin UNETR. Only voxels with probabilities above
the threshold are considered valid, thus reducing noise
and preventing minor misclassifications at the tumor
edge [17]. Next, morphological refinement is
performed using closing and dilation techniques to
address contour roughness, fill small holes, and
strengthen segmentation boundaries to align with the
original anatomical structure [9]. This refinement is
crucial because initial segmentation results are often
discrete and not perfectly connected.

The third step is the removal of false positives,
which are areas of the image incorrectly identified as
tumors. This process uses Connected Component
Analysis (CCA) to eliminate small predicted regions
that are not spatially related to the main tumor
structure, thereby increasing the model's specificity
[13]. To refine the final results, smoothing using
Gaussian or median filtering is applied, which is useful
for smoothing segmentation edges and reducing
unnatural intensity variations due to noise or unstable
predictions [6]. This stage also improves the accuracy
of volume measurements and facilitates 3D
visualization.

As a final step, the segmentation results are
converted into standard medical formats, namely NIfTI
(-nii) and DICOM (.dcm). The NIfTI format is very
commonly used in neuroimaging research because it is
compatible with software such as FSL and SPM, while
DICOM is a universal format in clinical medical
practice and supports integration with hospital PACS
systems [18]. This conversion makes the segmentation
results ready for further analysis and clinical
applications, bridging research findings with real-
world applications.

4). Testing Scenario

The test scenario in this study was designed to
evaluate the performance and reliability of a hybrid V-
Net and Swin UNETR model in brain tumor
segmentation based on the MICCAI BraTS 2020
dataset. The dataset includes various MRI imaging
modalities such as T1, Tlc, T2, and FLAIR, equipped
with ground truth labels, allowing for objective
evaluation of prediction accuracy. Initial testing was
conducted by applying the trained model to validation
data to measure the model's ability to identify and
separate tumor structures from healthy brain tissue.
Next, model performance was analyzed using
evaluation metrics such as the Dice Score, Jaccard
Index, sensitivity, and specificity. The Dice Score
measures the similarity between the predicted

segmentation and the reference label, while the Jaccard
Index measures the degree of overlap between the two.
Sensitivity assesses the model's ability to correctly
detect tumors, while specificity assesses its accuracy in
avoiding misclassification of healthy tissue. In addition
to the Dice Score, other commonly used segmentation
metrics, including Intersection over Union (IoU),
Precision, Recall (Sensitivity), and Specificity, were
employed to ensure broader comparability with
existing brain tumor segmentation studies.

To assess the model's robustness to variations in
image quality, testing was conducted on noisy or low-
resolution MRI data. This testing is crucial for
assessing the model's resilience under less-than-ideal
imaging conditions. Furthermore, the resulting
segmentations were also analyzed post-processing,
using techniques such as morphological refinement
and removal of false positives to ensure the final results
were more accurate and freer from false predictions.

III. RESULT AND DISCUSSIONS

A. Training Result

The training process was carried out using a
stepwise approach. Initially, the model was trained for
5 epochs to test the stability of the architecture and data
pipeline. The results of this initial testing showed that
the loss value was still relatively high and the
segmentation performance was not optimal. The
segmentation produced at this stage appeared coarse,
with a very low Dice Score (WT =0.159, TC=0.0, ET
= 0.0), and was not able to differentiate well between
Whole Tumor (WT), Enhancing Tumor (ET), and
Tumor Core (TC). After increasing the number of
epochs from 5 to 40, there was an improvement in both
the Loss and Dice score for predicting brain tumors, as
seen in Fig. 3 and 4.

—a— Training 40 Epoch
— Training 5 Epoch

015

Training Loss

alo

005

000 e

R EE )
Epoach

Fig. 3. Loss Comparison Graph between 5 epochs and 40
epochs.

Fig. 3 shows a comparison of the loss graphs
between the model training for 5 epochs and 40 epochs.
It can be seen that in the initial training with 5 epochs,
the loss value decreased quite drastically but stopped
before reaching stable convergence. Conversely, in the
training for 40 epochs, the loss decrease was more
consistent and sustained, reaching a value approaching
0.0048 at the end of the training. This graph shows that
increasing the number of epochs provides a longer
learning period for the model, allowing it to better
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adjust its weights and resulting in more accurate and
stable segmentation performance.

B. Segmentation Result

Segmentation visualization for a representative
MRI slice is shown in Fig. 4. For this particular sample,
the model achieved Dice Scores of 0.8932 for Whole
Tumor (WT), 0.9327 for Tumor Core (TC), and 0.8304
for Enhancing Tumor (ET). These values represent the
segmentation quality on a single example image and
are intended to illustrate the model’s behavior visually.
Table II summarizes the quantitative performance of
the proposed model across multiple evaluation metrics,
including Dice Similarity, Precision, and Recall,
aggregated over the entire validation set.

(©) (d)
Fig. 4. Prediction results example for 40 epochs: (a) Prediction of
the entire tumor, (b) Enhancing tumor, (¢) Tumor core, (d) Whole
tumor.

TABLE II. SEGMENTATION PERFORMANCE EVALUATION RESULTS
FOR EACH BRAIN TUMOR SUBREGION MAP

Brain Tumor Dice Precision Recall
Subregions Similarity
Tumor Core 0.7179 0.8346 0.6675
(TO)
Whole Tumor 0.8635 0.8622 0.8677
(WT)
Enhancing 0.8073 0.7904 0.8392
Tumor (ET)

Based on the test results, Whole Tumor (WT)
achieved the highest scores across almost all
evaluation metrics, with a Dice Score of 0.8635,
Precision 0.8622, and Recall 0.8677. This indicates
that the model is capable of identifying the entire tumor
area with good accuracy and sensitivity.

Meanwhile, Enhancing Tumor (ET) also
demonstrated quite solid performance with a Dice
Score of 0.8073, indicating the model's ability to detect
active tumor regions or those experiencing contrast
enhancement following contrast agent administration

in MRI. However, the relatively small variation in
shape and size of ET compared to WT makes it more
difficult to fully segment.

For the Tumor Core (TC), the Dice Score of 0.7179
indicates that the model still faces challenges in
precisely detecting the tumor core. This may be due to
the similarity in intensity between the TC and the
surrounding tissue, as well as the more limited
distribution of TC data compared to WT.

Overall, this evaluation results indicate that the
hybrid V-Net and Swin UNETR approach is capable of
providing competitive segmentation performance on
low-quality MRI images. However, accuracy
improvements, particularly for the TC segment, can
still be achieved through strategies such as adding
various data augmentations, adjusting the loss function
(e.g., a combination of Dice Loss and Focal Loss), and
implementing more  adaptive  post-processing
techniques to reduce segmentation errors in small
areas.

C. Qualitative Evaluation Results

Visual evaluation was performed by displaying
axial MRI image slices along with predicted

segmentation results and ground truth labels. This
visualization demonstrates that the model is able to
map tumor areas with relatively accurate shapes,
although there are minor inaccuracies at the edges of

small tumors.
FLAIR T1

T1CE T2

Fig. 5. MRI Modality Output: FLAIR, T1, TICE, T2

Fig. 5 shows the four main MRI modalities that
have undergone preprocessing and postprocessing,
used as input for the segmentation process: FLAIR, T1,
TI1CE, and T2. Each modality provides different
information about brain tissue structures, such as
edema, active tumor contrast, and anatomical brain
boundaries. The combination of these four modalities
is crucial in providing a complete representation of
various types of brain tumor tissue.
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Ground Truth

Prediction

Fig. 6. Ground Truth and Segmentation

Fig. 6 displays a comparison between the
segmentation results generated by the model and the
ground truth labels. It can be seen that the model's
predictions successfully follow the tumor shape and
area quite accurately. Despite slight differences in
tumor edges, the model was generally able to identify
relevant tumor locations and shapes, including their
internal structures, such as Tumor Core (TC) and
Whole Tumor (WT).

Full Prediction Enhancing Tumor (ET)

Tumer Core (TC)

Whole Tumor (WT)

Fig. 7. Tumor Class Mask: ET (red), TC (yellow), WT (green)

Fig. 7 clarifies the classification of tumor classes
predicted by the model. Red indicates the Enhancing
Tumor (ET) region, yellow represents the Tumor Core
(TC), and green indicates the Whole Tumor (WT). This
mask helps assess how well the model can spatially
distinguish and characterize each tumor subregion and
highlights the model's ability to detect complex tumor
structures with precise segmentation.

D. 3D Visualization

As part of the qualitative evaluation, a three-
dimensional visualization of the brain tumor
segmentation results was performed using the Plotly
library. The purpose of this visualization was to
provide a comprehensive understanding of the spatial

structure of the tumor predicted by the FusionModel
model, while also more intuitively evaluating the
accuracy, integrity, and distribution of each tumor
component. The visualization was performed by
mapping each voxel classified as tumor into 3D space
based on the (x, y, z) coordinates of the pred mask,
which is the final segmentation prediction result. Each
voxel is displayed as a point scatter in 3D space and
assigned a different color to distinguish the tumor
components: yellow for Tumor Core, green for Whole
Tumor, and red for Enhancing Tumor.

(© (d
Fig. 8. 3D visualization of (a) the entire tumor (b) the Whole
Tumor (c) the Tumor Core and (d) Enhancing Tumor (ET)

This visualization consists of four main sections.
First, the full tumor prediction visualization displays
all voxels classified as part of the tumor, colored based
on their respective labels. This visualization illustrates
the overall structure and distribution of the tumor,
including irregular borders, asymmetric distribution,
and areas of high density that may indicate tumor
dominance. The clarity of the color labels allows
identification of spatial relationships between tumor
components and helps assess whether the model's
predictions logically follow the biological pattern of
the brain tumor.

The Whole Tumor (WT) visualization focuses on
the entire tumor mass regardless of label type. In this
stage, all voxels with a label greater than zero are
displayed in green, reflecting the total size and shape
of the tumor. This visualization is useful for evaluating
whether the model covers the entire tumor volume as
intended, or whether it is missing important areas
(under-segmentation) or over-segmenting.

The third visualization displays only the Tumor
Core (TC), the deepest area of the tumor, typically
composed of dense tissue and crucial for diagnosis.
The TC is displayed in yellow to highlight whether the
model accurately and consistently identifies the tumor
core, consistent with the general pattern of tumor
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growth. The distinctive shape and location of the TC
can help assess the potential for compression of vital
brain structures.

The Enhancing Tumor (ET) was visualized, which
is the area of the tumor that shows increased signal on
T1-weighted contrast (T1c) imaging. This area is often
associated with high levels of biological activity and
increased vascularization, making it important for
diagnosis and therapy planning. Voxels in the ET are
visualized in red, which helps observe the distribution
and potential aggressiveness of the tumor in 3D space.

Overall, this 3D visualization not only strengthens
the quantitative evaluation results but also provides a
more realistic spatial representation of model
predictions, making it very useful for medical
practitioners in understanding and analyzing brain
tumor development more comprehensively.

Discussion

A. Findings

This study demonstrates that combining the Swin
UNETR and V-Net architectures into a single hybrid
model (Fusion model) can improve the accuracy of
brain tumor segmentation in volumetric MRI images.
Quantitative evaluation results demonstrate that the
average Dice Score for three tumor types, Whole
Tumor (WT), Tumor Core (TC), and Enhancing
Tumor (ET), reaches 0.8635, 0.7179, and 0.8073,
respectively. These values are considered high,
indicating that the model successfully recognizes and
maps tumor areas accurately, even in low-resolution
MRI images.

Although several recent studies report higher Dice
scores, particularly for Whole Tumor segmentation,
these methods often rely on extensive architecture
tuning, large-scale computational resources, or ideal
imaging conditions. In contrast, the proposed hybrid
V-Net and Swin UNETR model demonstrates
balanced performance across Dice, Precision, and
Recall metrics, especially under low-quality MRI
conditions. This indicates that the proposed approach
prioritizes robustness and generalizability rather than
solely optimizing a single metric.

When compared conceptually to non-hybrid
baselines, a standalone V-Net effectively captures
local volumetric features but lacks global contextual
awareness, often leading to fragmented boundaries.
Conversely, Swin UNETR models emphasize global
spatial relationships but may miss fine-grained local
details critical for small tumor regions. The proposed
hybrid architecture integrates both strengths, resulting
in improved segmentation consistency across WT, TC,
and ET regions.

This achievement aligns with a previous study by
[2] which demonstrated that the use of a transformer-

based architecture like Swin UNETR is able to capture
global spatial context better than conventional CNN
models, especially for 3D segmentation tasks.
Furthermore, the V-Net-based encoder-decoder
approach proved effective in extracting local spatial
features from medical volumes, as also demonstrated
by [12] in their original study on V-Net for internal
organ segmentation.

The success of the fusion model in this study also
demonstrates that an architectural ensemble approach
can mitigate the weaknesses of each model when used
alone. This is reinforced by findings [16] in nnU-Net,
which suggest that appropriate architecture and
pipeline adaptation, including fusion strategies and
post-processing, significantly impact segmentation
quality. Furthermore, qualitative evaluation through
3D visualization demonstrated that the model's
predictions were not only numerically accurate but also
morphologically and spatially consistent. The Tumor
Core (TC) and Enhancing Tumor (ET) areas were
successfully mapped with shapes and distributions
consistent with the general biological structure of brain
tumors.

However, several challenges and potential
improvements remain. One is the reliance on training
data, due to the lack of publicly available labels in the
official BraTS validation set, evaluation was
conducted using an internal validation split. This opens
up the possibility of evaluation bias. Furthermore,
some samples exhibited lower Dice scores in the
Enhancing Tumor (ET) class, indicating that the model
still has limitations in capturing small, mixed, low-
contrast tumor areas. A similar finding was also
reported by [19], who emphasized that ET
segmentation is a major challenge because its intensity
contrast often overlaps with normal tissue.

The implications of these findings are important in the
context of developing Al-based clinical decision
support systems. Fusion models such as those
proposed in this study have the potential to be used as
non-invasive and efficient early diagnostic tools,
particularly for brain tumor screening in 3D images.
However, further validation against external datasets
and integration with feedback from healthcare
professionals are needed for the system to be adopted
clinically.

B. Limitation

Although the results are promising, this study still
has several limitations that should be considered for
future development. While multiple evaluation
metrics, including Dice, Precision, and Recall, were
employed, the inclusion of additional distance-based
metrics such as the Hausdorff Distance could provide
deeper insight into boundary accuracy. Furthermore,
clinical evaluation involving radiologists or specialist
physicians would offer more comprehensive validation
of the segmentation results.
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A second limitation lies in the lack of segmentation
labels in the validation data, so the evaluation was
conducted only on the training data. This results in a
lack of objective testing of the model's performance on
data the model has never encountered before.
Therefore, future research is recommended to perform
manual splitting or add an external validation dataset
for more comprehensive and accurate model
evaluation.

Furthermore, the current loss formulation can be
further improved by incorporating advanced loss
combinations, such as Dice Loss with Focal Loss, to
enhance sensitivity for small tumor regions.
Combining DiceLoss with CrossEntropyLoss 1is
recommended to improve segmentation performance,
especially for minority classes. Finally, future research
is expected to explore hyperparameter optimization in
more depth, such as variations in learning rate and
batch size, as well as the application of spatial data
augmentation such as rotation, flipping, and elastic
deformation. These steps have the potential to improve
the model's generalization and robustness to variations
in tumor shape and size in MRI images.

By considering these various suggestions and
improvements, it is hoped that future research will
produce a more reliable, accurate, and applicable brain
tumor segmentation system in real-world clinical
settings.

IV. CONCLUSIONS

The hybrid V-Net-Swin UNETR  model
successfully improves brain tumor segmentation
performance on the BraTS 2020 MRI dataset. By
combining comprehensive preprocessing, a dual-path
feature  extraction  strategy, and  adaptive
postprocessing, the model achieves Dice scores of
0.8635 for Whole Tumor (WT), 0.8073 for Enhancing
Tumor (ET), and 0.7179 for Tumor Core (TC),
demonstrating its ability to integrate local volumetric
features with global contextual information
effectively. These results highlight the model’s
potential as a reliable Al-based diagnostic support tool
in clinical workflows. For future development, further
validation on external datasets is needed to assess
generalization across imaging protocols, along with
enhancements in detecting small tumor regions
through improved loss functions and augmentation
strategies. Incorporating uncertainty estimation,
developing lightweight versions for real-time or
resource-limited settings, and enabling interactive or
semi-supervised segmentation could also enhance
clinical usability. Additionally, integrating imaging
data with clinical or molecular information offers
opportunities for more comprehensive tumor
characterization.
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Abstract— YouTube comment sections provide rich
textual data that reflect users’ emotional responses to
various social, political, and entertainment-related issues.
However, the large volume of user-generated comments
makes manual emotion analysis inefficient and
impractical. This study proposes a multiclass emotion
classification approach for Indonesian YouTube
comments using the IndoBERT model integrated with a
database-driven incremental learning system. Comment
data were collected through the YouTube Data API and
manually labeled into six emotion categories: anger,
sadness, happiness, fear, surprise, and neutral. Text
preprocessing included lowercasing, text cleaning, and
normalization of informal Indonesian words. The
IndoBERT model was fine-tuned using three training—
testing split scenarios (60:40, 70:30, and 80:20) to
evaluate model performance and stability. Experimental
results indicate that the 80:20 split achieved the best
performance with an accuracy of 68%. This performance
is influenced by a highly imbalanced class distribution,
where minority emotion classes such as fear (2%) and

surprise (3%) are significantly underrepresented
compared to dominant classes. In addition to
classification performance, the proposed system

incorporates a database to continuously store newly
collected and validated data and supports incremental
retraining, enabling the model to learn from new data
without discarding previously acquired knowledge. This
adaptive learning mechanism allows the system to
improve over time and represents a key advantage over
conventional static emotion classification approaches.

Index Terms— emotion classification; IndoBERT;
incremental learning; social media analysis; YouTube
comments.

1. INTRODUCTION

YouTube is one of the largest video-sharing
platforms and has evolved into a major space for public
interaction through its comment sections. Users
actively express opinions, attitudes, and emotional
reactions toward various social, political, and
entertainment-related issues in textual form[1]. These
emotional expressions reflect public perception and
collective responses, making YouTube comments an

important data source for large-scale emotion analysis
and social media research [2], [3].

Despite their analytical potential, the massive and
continuously growing volume of YouTube comments
makes manual emotion analysis inefficient, time-
consuming, and difficult to maintain consistently[4]. In
addition, the language used in YouTube comments is
highly informal, frequently containing slang,
abbreviations, spelling variations, and rapidly evolving
expressions[5]. These characteristics increase the
complexity of emotion classification and pose
significant challenges for automated text analysis
systems [6].

Recent advances in Natural Language Processing
(NLP) have enabled the automation of emotion analysis
through machine learning techniques. Early studies
commonly employed traditional classifiers such as
Naive Bayes and Support Vector Machine [7].
Although these approaches achieved moderate
performance, they rely heavily on handcrafted features
and have limited ability to capture contextual and
semantic relationships within text, particularly in
informal social media environments [8].

Transformer-based models have emerged as a more
effective solution by leveraging self-attention
mechanisms to capture long-range contextual
dependencies. Bidirectional Encoder Representations
from Transformers (BERT) has demonstrated strong
performance across various text classification tasks,
including sentiment and emotion analysis [9]. For the
Indonesian language, IndoBERT was developed as a
pre-trained transformer model using large-scale
Indonesian corpora and has shown superior results
compared to conventional machine learning approaches
in multiple NLP tasks [10].

Although IndoBERT and other transformer-based
models have achieved promising results, most existing
studies on emotion classification still adopt a static
learning paradigm. In this setting, models are trained
once using a fixed dataset and deployed without further
updates. Such an approach is less suitable for social
media platforms like YouTube, where language usage,
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slang expressions, and emotional patterns continuously
evolve over time[11], [12]. Models that are not updated
with new data risk becoming less relevant and
experiencing performance degradation as data
characteristics change [13].

Based on the above discussion, several key
problems can be identified. First, the continuously
increasing volume of YouTube comments makes
manual emotion analysis impractical and inconsistent.
Second, the informal and dynamic nature of YouTube
comment language poses significant challenges for
conventional and static machine learning models.
Third, most existing emotion classification studies do
not address the need for adaptive learning mechanisms
that allow models to evolve as new data become
available. These problems indicate the necessity of an
emotion classification system that is not only accurate
but also adaptive to the dynamic nature of social media
data.

To address the identified problems, this study aims
to achieve the following objectives. First, to evaluate
the performance of the IndoBERT model in multiclass
emotion classification of Indonesian YouTube
comments using different training—testing data split
scenarios. Second, to analyze the impact of class
imbalance on classification performance, particularly
for minority emotion categories. Third, to develop and
implement a web-based emotion classification system
that integrates a database-driven incremental learning
mechanism, enabling the model to continuously learn
from newly validated data without discarding
previously acquired knowledge.

II.  METHOD

A. Data Collection

This study utilized public comments collected from
a YouTube video on the Rakyat Bersuara channel. The
data were obtained using the YouTube Data API v3,
which provides structured access to publicly available
comment data on YouTube[14]. Only comments
written in Indonesian were retained, while spam
content, hyperlinks, and emoji-only comments were
removed to ensure data relevance and quality. This
filtering process resulted in a clean dataset suitable for
emotion classification tasks.

I Hasil scraping disimpan sebagai: komentar_raw_gpHLhjkMROE.csv
Jumlah komentar: 12325

Tanggal Komentar
2025-10-12 22:32:07 Beberapa Point dari video MENURUT saya PRIBADI...

2025-10-11 17:59:09

@ intell _ Ada trus gqunanya apa pak ?®) kagad

2025-10-07 15:49:02 Saya setuju undang? penghasilan di indonesia t .

2025-10-02 12:07:26 Clear, ljasah, pengalaman, kelebihan,,

2025-10-02 11:07:08 Milik rakyat bim di syahkan UUR aset blm selesai

Fig 1. YouTube Comment Collection Process

B. Data Labeling

The collected comments were manually annotated
using a supervised labeling approach. Each comment
was assigned to one of six predefined emotion
categories, namely anger, sadness, happiness, fear,
surprise, and neutral. The labeling process was
conducted by considering the dominant emotional
expression conveyed in each comment, following
emotion classification schemes commonly adopted in
previous studies[15]. The labeled dataset served as
ground truth data for model training and evaluation.

TABLE 1. EMOTION CATEGORIES

Text Emotion
Terus gimana? Coba lu jelasin, jgn | Anger
nyocot doang
Ferry di pojokin terus. Bahkan host | Sadness
juga pojokin ferry. kasihan.
Diskusi mantulll Happiness
Indonesia hancur karna di adudomba | Fear
Daginggg semuaa gelooo Surprise
Banyakk yang dipotong videonyaa Neutral

C. Text Preprocessing

Text Text preprocessing was applied to reduce noise
and standardize raw comment data prior to model
training. The preprocessing steps included text
lowercasing, removal of punctuation, numbers, URLSs,
and emojis, as well as normalization of informal
Indonesian words using a slang dictionary[16], [17].
These steps are necessary due to the informal and
unstructured nature of social media text.

Tokenization was performed using the WordPiece
tokenizer provided by IndoBERT. This tokenizer
represents words at the subword level and effectively
handles out-of-vocabulary terms that frequently appear
in user-generated content[9].

TABLE II. EXAMPLES OF TEXT PREPROCESSING RESULTS

Text
Terus gimana? Coba lu
jelasin, jgn  nyocot
doang
Ferry di pojokin terus.

Cleaned Text
terus gimana coba
kamu jelasin jangan
bicara doang
ferry di pojokin terus

Bahkan  host  juga | bahkan  host juga
pojokin ferry. kasihan. pojokin ferry kasihan
Diskusi mantulll diskusi mantul
Indonesia hancur karna | indonesia hancur

di adudomba karena di adu domba
Daginggg semuaa | daging semua gila
gelooo

Banyakk yang dipotong | banyak yang dipotong
videonyaa videonya

D. IndoBERT Fine-Tuning

The IndoBERT-base model was employed as the
core architecture for multiclass emotion classification.
IndoBERT is a pre-trained transformer model
specifically designed for the Indonesian language and
trained on large-scale Indonesian corpora, enabling it to
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capture linguistic characteristics unique to Indonesian
text [10]. Fine-tuning was performed by adding a fully
connected classification layer on top of the [CLS] token
representation, followed by a Softmax activation
function to predict six emotion classes.

To evaluate model robustness and generalization
capability, three training—testing data split scenarios
were applied, namely 60:40, 70:30, and 80:20. These
split configurations were selected to examine the
impact of training data proportion on classification
performance while maintaining a consistent evaluation
framework. All experiments were conducted using
identical preprocessing steps and hyperparameter
settings to ensure fair comparison across scenarios.

Model optimization was carried out using the
AdamW optimizer with categorical cross-entropy as the
loss function, which is widely adopted for multiclass
text classification tasks involving transformer-based
models [18], [19].The learning rate was set to 2x1073,
as this value is commonly recommended for fine-tuning
BERT-based architectures to allow gradual parameter
updates  without  disrupting the  pre-trained
representations. A batch size of 16 was selected to
balance gradient stability and computational efficiency,
particularly under hardware memory constraints typical
in transformer fine-tuning.

The model was trained for three epochs, which was
considered sufficient to adapt the pre-trained
IndoBERT model to the emotion classification task
while minimizing the risk of overfitting. Training for a
larger number of epochs may lead to performance
degradation on unseen data, especially in social media
text classification tasks where class imbalance is

present  [20].  Overall, this hyperparameter
configuration was chosen to provide stable
convergence, efficient training, and reliable

performance comparison across different data split
scenarios.

TABLE III. FINE-TUNING HYPERPARAMETERS

Hyperparameter Value
Epoch 3
Batch Size 16
Learning Rate 2e-5
Optimizer AdamW
Max Sequence Length 256
Loss Function Categorical Cross-
Entropy

E. Evaluation Metrics

Model performance was evaluated using a
confusion matrix and standard classification metrics,
including accuracy, precision, recall, and F1-score.
Since the classification task involved multiple emotion
categories with imbalanced class distribution, macro-
averaged metrics were used to provide a balanced
evaluation across all classes[21]. The best-performing
model was selected based on overall accuracy and
macro F1-score[22].

F. Database-Driven Incremental Retraining Strategy

To accommodate the dynamic characteristics of
social media data, this study implements a database-
driven incremental retraining strategy as a key system
contribution. A relational database (MySQL) is
employed to store YouTube comments together with
their predicted emotion labels, confidence scores,
validation status, and timestamps. This structured data
management enables the continuous accumulation of
newly collected and human-validated samples,
ensuring that training data can be systematically reused
over time [23].

The use of a relational database is motivated by the
structured nature of the stored data and the need for data
consistency in the learning process. Unlike document-
oriented NoSQL databases such as MongoDB, which
prioritize schema flexibility, MySQL provides
predefined schemas and relational constraints that
ensure data integrity and traceability. These
characteristics are particularly important in incremental
learning scenarios, where training data must be
accurately filtered, validated, and retrieved based on
specific conditions.

Incremental retraining is performed by reusing the
previously fine-tuned IndoBERT model as the initial
model state and further fine-tuning it using newly
validated data retrieved from the database. This
approach allows the model to adapt to evolving
linguistic patterns and emerging emotional expressions
without discarding previously acquired knowledge.
Compared to training from scratch, incremental
retraining reduces computational cost and mitigates the
risk of catastrophic forgetting, making the proposed
system more suitable for long-term deployment in real-
world emotion analysis applications [24], [25].

III.  RESULT AND DISCUSSIONS

A. Dataset Distribution

The final dataset consisted of 5,500 Indonesian
YouTube comments that were manually labeled into six
emotion categories: anger, sadness, happiness, fear,
surprise, and neutral. The distribution of emotion
classes was imbalanced, with anger and happiness
dominating the dataset, while fear and surprise
appeared less frequently. Such imbalance is a common
characteristic of user-generated social media data and
may influence classification performance, particularly
for minority emotion classes.

TABLE IV. EMOTION DISTRIBUTION

Emotion Count Percentage
Anger 2091 38%
Happiness 1927 35%
Fear 112 2%
Surprise 164 3%
Sadness 216 4%
Neutral 990 18%
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| Total | 5.500 | 100% ]

B. Performance Comparison Across Data Split
Scenarios

To evaluate model robustness, the IndoBERT
model was trained and tested using three different data
split scenarios: 60:40, 70:30, and 80:20. All
experiments were conducted using identical
preprocessing steps and hyperparameter settings to
ensure a fair comparison.

The experimental results indicate a consistent
improvement in model performance as the proportion
of training data increased. The 80:20 split achieved the
highest accuracy, followed by the 70:30 and 60:40
splits. This finding suggests that IndoBERT benefits
from larger labeled datasets, enabling the model to
better capture contextual information and emotional
patterns within YouTube comments.

TABLE V. PERFORMANCE COMPARISON UNDER DIFFERENT DATA
SPLIT SCENARIOS

Data Split Accuracy
60 : 40 63.0%
70 :30 65.7%
80:20 68.0%

C. Classification Report Analysis

A detailed classification report was generated to
analyze model performance across individual emotion
categories. The results show that the anger and
happiness classes consistently achieved higher
precision, recall, and F1-score values compared to other
classes. This performance can be attributed to the larger
number of training samples and more distinctive
linguistic patterns associated with these emotions.

In contrast, the fear and surprise classes exhibited
lower F1-scores due to their limited sample size and
semantic overlap with other emotion categories. Similar
observations have been reported in previous emotion
classification studies on Indonesian social media text.
Among the evaluated scenarios, the 80:20 split
produced the most balanced performance, as reflected
by the highest macro-averaged F1-score.

TABLE VI. CLASSIFICATION REPORT FOR THE 80:20 DATA SPLIT

Emotion | Precision | Recall | F1-Score |Support
Anger 0.72 0.76 0.74 418
Sadness 0.52 0.35 0.42 43
Happiness|  0.75 0.74 0.74 385
Fear 0.69 0.48 0.56 23
Surprise 0.58 0.21 0.31 33
Neutral 0.51 0.58 0.54 198

Accuracy — — 0.68 1100
Macro 0.63 0.52 0.55 1100

Average

Weighted 0.68 0.68 0.67 1100

Average

D. Confusion Matrix Analysis

The confusion matrix for the best-performing 80:20
data split reveals that the IndoBERT model performs
well primarily on two dominant emotion classes,
namely anger and happiness. Most predictions for these
classes are correctly located along the diagonal,
indicating that the model is able to capture their
distinctive linguistic patterns. In contrast, minority
emotion classes such as fear, surprise, and sadness
exhibit noticeably higher misclassification rates,
suggesting limited predictive capability for these
categories.

This imbalance in performance is mainly attributed
to the highly skewed distribution of emotion classes in
the dataset. While anger and happiness account for a
large proportion of the training data, fear and surprise
represent only a small fraction of the samples. As a
result, the model is exposed to insufficient examples of
minority emotions during training, which restricts its
ability to learn robust and discriminative
representations for these classes. When encountering
ambiguous expressions, the model tends to favor
dominant classes that it has learned more confidently.

Additionally, misclassifications frequently occur
between semantically related emotion pairs. For
instance, comments expressing fear are often confused
with sadness, while surprise is sometimes misclassified
as neutral. This phenomenon reflects the linguistic
characteristics of informal YouTube comments, where
emotional cues are often subtle, context-dependent, and
expressed through shared vocabulary or short phrases.
Even transformer-based models such as IndoBERT
may struggle to distinguish fine-grained emotional
differences under such conditions, particularly when
training data are limited.

Although the overall accuracy of 68% indicates
reasonable performance, the confusion matrix
highlights the limitations of relying solely on aggregate
metrics in the presence of class imbalance. The strong
performance on dominant classes masks weaker
recognition of minority emotions. These findings
suggest that future improvements may be achieved
through data balancing strategies or by leveraging the
proposed  database-driven  incremental learning
mechanism to gradually enrich underrepresented
emotion classes over time, thereby improving
classification robustness and fairness.
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Fig. 2. Confusion Matrix of IndoBERT for the 80:20 Split

E. Discussion of Model Performance

Overall, the experimental results demonstrate that
IndoBERT is effective for multiclass emotion
classification on Indonesian YouTube comments. The
observed performance improvement as the proportion
of training data increases, particularly under the 80:20
split scenario, is consistent with previous studies on
transformer-based models, which rely on sufficient
contextual examples to learn robust text
representations.

Nevertheless, the evaluation results also reveal a
noticeable performance gap between majority and
minority emotion classes. As shown in Table IV,
emotion categories such as fear (2%) and surprise (3%)
are significantly underrepresented compared to
dominant classes such as anger (38%). This extreme
class imbalance limits the model’s ability to learn
discriminative patterns for minority classes, leading to
lower recall and F1-score values despite strong overall
accuracy.

Although this study does not apply data balancing
techniques, the findings indicate that future
performance improvements may be achieved by
incorporating data augmentation or class rebalancing
strategies. Techniques such as Random Oversampling
or Synthetic Minority Over-sampling Technique
(SMOTE) could be explored to increase the
representation of minority emotion classes. In addition,
the continuous data accumulation enabled by the
proposed database-driven incremental learning system
provides a practical pathway to gradually reduce class
imbalance as more labeled data become available over
time.

F. Database-Driven Incremental Retraining Analysis

Beyond conventional model evaluation, this study
introduces a database-driven system architecture that
enables continuous data management and incremental
learning for emotion classification. The trained
IndoBERT model is deployed within a web-based
environment that serves as an interface for data
collection, human validation, and analysis. A relational
database is employed to store YouTube comments

along with their predicted emotion labels, confidence
scores, and validation status. This structured storage
mechanism allows newly collected comments to be

accumulated systematically and prepared for
subsequent learning processes.
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Fig. 3. Database Structure

The database plays a central role in supporting
system adaptability and long-term learning. By
maintaining both historical data and newly validated
samples, the system ensures data consistency,
traceability, and controlled data growth throughout the
learning lifecycle. Unlike static emotion classification
approaches that rely on a fixed dataset, the proposed
system is designed to evolve over time, reflecting
changes in language usage, emerging slang, and
shifting emotional expressions commonly observed in
YouTube comments.

User
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Fig. 4. Integrated System Architecture and Database-Driven
Incremental Retraining Workflow

Incremental retraining is performed by reusing the
previously fine-tuned IndoBERT model as the initial
model state. Instead of reinitializing the model from
scratch, the retraining process refines existing model
parameters using newly validated data retrieved from
the database. This approach enables the model to adapt
to new emotional expressions while preserving
previously acquired contextual knowledge.

A critical challenge in incremental learning is
catastrophic forgetting, where a model loses previously
learned knowledge when trained on new data. In the
proposed system, this issue is mitigated by retaining the
previously learned model parameters and performing
controlled fine-tuning using incremental data batches.
Rather than replacing existing knowledge, the
retraining process refines and extends the learned
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representations. As a result, the incremental retraining
mechanism functions as a knowledge accumulation
process rather than a knowledge replacement process,
enabling stable long-term learning.

In the proposed system, the retraining process is
triggered after a predefined number of newly validated
comments have been accumulated in the database.
Specifically, retraining is performed when at least 100
new validated samples are available, ensuring that
sufficient new information is provided to meaningfully
update the model. The retraining procedure can be
executed manually by an administrator to maintain data
quality control. This design choice balances learning
efficiency and computational cost, preventing
excessive retraining while enabling periodic model
updates as new data are collected.

Furthermore, the incremental retraining mechanism
offers significant computational advantages compared
to full retraining. As the volume of stored data
increases—particularly for underrepresented emotion
classes—the model can progressively improve its
classification performance. This adaptive learning
capability distinguishes the proposed system from
prior emotion classification studies that employ static
models and demonstrates its suitability for scalable,
real-world emotion analysis on dynamic social media
platforms such as YouTube.

IV. CONCLUSIONS

This study presents an adaptive multiclass emotion
classification system for Indonesian YouTube
comments using the IndoBERT model integrated with
a database-driven incremental learning framework.
Experimental results demonstrate that the best
performance is achieved under the 80:20 training—
testing split, with an overall accuracy of 68%,
confirming that a larger proportion of labeled training
data improves contextual understanding in informal
social media text.

Beyond classification accuracy, the proposed
system introduces a human-in-the-loop validation
mechanism that selectively targets only incorrect or
uncertain model predictions. Rather than validating all
predictions, human annotators correct misclassified
emotion labels, and these validated samples are stored
back into the database. This selective validation
strategy ensures that subsequent learning focuses on
informative errors, improving data quality and training
efficiency.

Incremental retraining is then performed by reusing
the previously fine-tuned IndoBERT model as the
initial state and updating it with the validated samples.
This targeted retraining process allows the model to
refine its decision boundaries and progressively align
its predictions with human judgment, particularly for
ambiguous emotional expressions. As a result, the
updated model becomes more accurate and human-
aligned without discarding previously acquired

knowledge or incurring the high computational cost of
full retraining.

Overall, the experimental findings validate that
combining transformer-based language models with
selective human validation and database-supported
incremental learning provides an effective and scalable
solution for emotion classification on YouTube
comments. The proposed framework supports
continuous performance improvement, mitigates
catastrophic forgetting, and is suitable for long-term
deployment in dynamic social media environments.
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two or more sub-topics, the next level head (uppercase
Roman numerals) should be used and, conversely, if
there are not at least two sub-topics, then no subheads
should be introduced. Styles, named “Heading 1,”
“Heading 2,” “Heading 3,” and “Heading 4”, are
prescribed.

C. Figures and Tables

Place figures and tables at the top and bottom of
columns. Avoid placing them in the middle of
columns. Large figures and tables may span across
both columns. Figure captions should be below the
figures; table heads should appear above the tables.
Insert figures and tables after they are cited in the text.
Use the abbreviation “Fig. 1,” even at the beginning of
a sentence.

TABLE L. TABLE STYLES

Table Table Column Head
Head Table column subhead Subhead Subhead
copy More table copy
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Fig. 1. Example of a figure caption

V. CONCLUSION

A conclusion section is not required. Although a
conclusion may review the main points of the paper,
do not replicate the abstract as the conclusion. A
conclusion might elaborate on the importance of the
work or suggest applications and extensions.



APPENDIX

Appendixes, if needed, before the

acknowledgment.

appear

ACKNOWLEDGMENT

The  preferred  spelling of the word
“acknowledgment” in American English is without an
“e¢” after the “g.” Use the singular heading even if you
have many acknowledgments. Avoid expressions such
as “One of us (S.B.A.) would like to thank ... .”
Instead, write “F. A. Author thanks ... .” You could
also state the sponsor and financial support
acknowledgments here.

REFERENCES

The template will number citations consecutively
within brackets [1]. The sentence punctuation follows
the bracket [2]. Refer simply to the reference number,
as in [3]—do not use “Ref. [3]” or “reference [3]”
except at the beginning of a sentence: “Reference [3]
was the first ...”

Number footnotes separately in superscripts. Place
the actual footnote at the bottom of the column in
which it was cited. Do not put footnotes in the
reference list. Use letters for table footnotes.

Unless there are six authors or more give all
authors’ names; do not use “et al.”. Papers that have
not been published, even if they have been submitted
for publication, should be cited as “unpublished” [4].
Papers that have been accepted for publication should
be cited as “in press” [5]. Capitalize only the first
word in a paper title, except for proper nouns and
element symbols.

For papers published in translation journals, please
give the English citation first, followed by the original
foreign-language citation [6].
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